Homework 2

For upper bound we use Mdim(K4)) > Hdim(K4): If A hasr 1’s in it then, we can cover

K4 by r" squares of side bin

Mdim(K,)) < loglloiq% = logy(r) (0.1)

For lower bound we use mass distribution principle: we consider measure p with
7% support at each of the squares r. Then for b™" < & < b" ! we have r—" < glowr < pn=1,

So since for such € a B(x,¢) can hit at most r squares we have

w(B(z,e)) <r-r™™ <y glower,

Alternative proof: Using map Tj(x) := bz(modl) we have T,K, = K4 and so
by Furstenberg’s Lemma we have Hdim(K ) = Mdim(K,). We already got the upper
bound above. For the lower bound, we note that a cover with |E;| < varepsilon , s.t.

b~ < e < b" ! will hit at least r™/2 squares.

The set Ag hits exactly
22k 1s(1€)7

(because up to z1, .., x, we have up to n-level dyadic intervals) and so

logN(Ag,27™) 1 &
= — E 1 :
n< s(k)

log2n

b
The key idea is to come up with an S s.t. SN{l,....,a,} = SN{L,...,a,41 — 1}.



Let

= g2, .2 - 1y
n>0

then for upper density
SO{l,.., 22 — 1} 1422 4. 42 2

92n+1 _ q 22n+1 _ | 3
for lower density

Sn{l,..2%2 1} B 14224 .. 422 1

92n+2 _ - 92n+2 _ T3

Since K = |JT;(K), each B(x,¢) intersects some T;(K). Then
T(K) = T Tu(K)) = JTW(T:(K)

so one of them intersects B(z,e/2) and so on and so forth.

The open set condition is that there exists open V' C X s.t. f;(V) C V and
V)N (V) = 2.

Let V = UT(;jl(Bj), where T, = T7' o ... o T"'K C Bj, then V satisfies the OST. Let K,

be the attractor for that family 7, i.e.

K =T, (K))

and so we can cover K7 by N disjoint balls of radius < maxz(rj, ---r;,) < Ce and thus

logN
Mdim(Ky) >
im(Ky) 2 logCe
then by thm in class
. . . logN
Hdim(K) > Hdim(K,) = Mdim(K;) > —————.
im(K) = Hdim(Ky) im(£) 2 logC' + loge



So part (c) follows from Hdim < Mdim.

Suppose a < dim(A),b < dim(B) then by Frostman

pa(D) < el D[

ps(F) < c|F|" =

pia X pp(D x F) < ¢|D|**.
For the other upper inequality, let « > dim(A) and § > Mdim(/3). Then consider cover
Aj, B; and for each B; cover {Bj;} with |Bji| = |A;| so that there are L; < |A4;|7°.
Consider

L;
DD A X B < ey LA <o) A" < oo
— ;

J k= J

For the kernel and a—d-2
(d—a)(a—2)

‘x|d—a+2

Ak, (z) =c

2(d — 4)
]

With logarithm we split measure into

=C

Uu@) = UNI(’I) + Uy, (z)

where U, is supported outside |z| < r.



Truncated kernel

k’g(ﬁ) = 1|x\>rka(x) + 1|z|§rc~

then
Up(x) = lim, o / ka(z —y)"dp(y)
- / k(x —y)du(y) > limg g, / K" (z — y)du(y)
= [ 10— auty)
— UM(ZL'()).
7

Weak convergence follows for f(x,y) = p(x)q(y), where p,q are polynomials
[ fauadi ~ [ i

then we approximate continuous f on compact support by polynomials. So again we

truncate and obtain
i [ K (o — 5)din(0)din () = [ 8~ )il (o).
Then

lim / k(xo — y)dpn(y)dpa(z) = / k" (zo — y)duly)dp(z) — I(p).



Let p, be a minimizing sequence
lim I(p,) = Vo (K)
n—o0
and so by Prokhorov’s thm they have a converging subsequence p,, — A\g. Then by (a)

Va(K) < I(Ak) < Tim I () = Vo (K).

Va(K) < l6v + (1 = §)Ak]|

=8 |[v))* +26(1 = 6) (v, Ak) + (1 = 0)* [|Ax* =

(v, \g) > %VQ(K) — 2 ||v|)* = Va(K).
d

If C(K) = 0 then V(K) = oo and so v|x = 0. Conversely, if p = 0 then
V(K) = oc.

If we v({z: Uy, (x) < V(K)}) then by integrating:

/E Uy, (2)dv < V(K), 0.2)

which contradicts (c).

If there was x¢ € S(Ak) s.t.
Use () > V(K) =
by lower-continuity in neighbourhood O we obtain contradiction

V(K) = /O Uy, (2)d) + /S Dl

> V(K).



