
Homework 1

Question 1

By Hölder ∑
|f(Ei)|β ≤ Cβ

∑
i

|Ei|βα

≤ CβHαβ(X) + Cβε

and so

inf{β : Hβ(X) = 0} ≤ inf{β : Hαβ(Y ) = 0}

=
1

α
inf{m : Hm(Y ) = 0}.

Question 2

f0(x) = x

fn+1(x) :=


0.5fn(3x) [0, 1/3]

0.5 [1/3, 2/3]

0.5 + 0.5fn(3x− 2) [2/3, 1].

Therefore, we obtain by recursion

|fn(x)− fn(y)| ≤1

2
|fn−1(3x)− fn−1(3y)|

≤ (
3

2
)n|x− y|.⇒

Therefore, the convergence rate is:

|f(x)− fn(x)| ≤ 2−n
1

3

Thus, since points in the Cantor set satisfy: 1
3n+1 ≤ |x− y| ≤ 1

3n
we obtain

|f(x)− f(y)| ≤ 2

3
2−n + |fn(x)− fn(y)|

≤ 2

3
2−n + (

3

2
)n|x− y|

1



≤ c|x− y|log3(2).

where we used that
1

2n+1
≤ |x− y|log3(2) ≤ 1

2n
.

The other direction dim(C) ≤ log3(2) is easier:

for all β > log3(2) ∑
|Ii|β ≤ ek(log2−βlog3) → 0.

Question 3

For the Minkowski

Mn(E) := #{Qn : Qn ∩ E}

M(E, ε) := min{k : ∃Ei covering E with |Ei| ≤ ε}

Each Ei with |Ei| ≤
√
d2−n can intersect at most 2d cubes and so

Mn(E) ≥M(E,
√
d2−n) ≥ 1

2d
Mn(E).

For Hausdorff dimension

Hs
Ei
≤ Hs

Qi

since the covering is arbitrary for the lhs. On the other hand, consider cubes {Qi} that

contain {Ei} and with diameter 2|Ei|, then∑
|Qi|s ≤ 2s

∑
|Ei|s

and so

Hs
Ei
≤ Hs

Qi
≤ 2sHs

Ei
.

Question 4

2



We have

0 <
logln
n

< log2⇒

logln
n
→ L⇒ b := e−L.

So for large n, ln ≈ b−n. We have upper bound dim(C) ≤ logb2
d from∑

|Ii|s ≤ 2d∗n(
√
dln)s ≤ ds/2en(log 2

d+s log ln
n

).

We have lower bound dim(C) ≥ logb2
d by considering µ assigning weight 2−nd to each cell

at the nth step. Then B(x, ε) intersects at most 2d cells for ln+1 ≤ ε ≤ ln and so

µ(B(x, ε)) ≤ 2d2−nd ≤ cεlogb2
d

+ o(1/n).

Hh > 0

For Hh > 0 choosing h s.t. c := lim2ndh(ln) > 0 then 2−nd ≈ h(ln)c and so.

µ(B(x, ε)) ≤ 2d2−nd ≤ h(ln)c ≤ ch(r). (0.1)

mh <∞

For mh <∞ choosing h s.t. lim2ndh(ln) <∞. Since

mε
h = inf

∑
h(εj) : K ⊂

⋃
Kj, |Kj| ≤ εj (0.2)

we upper bound by cover with |Kj| = ln and thus

mε
h ≤ N(ln)h(ln) ≤ cN(ln)2−nd <∞, (0.3)

since for B(x, ε) intersects at most 2d cells for ln+1 ≤ ε ≤ ln.

Question 5

One one hand cover F by radius 2δ balls

vol(Fδ) ≤ c(2δ)dN(F ).

on the the other hand, by radius δ disjoint balls

c(δ)dN(F ) ≤ vol(Fδ).
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a

limsup
∑

rβj = limsup
∑

rαj r
β−α
j

≤ lim sup εβ−αPα → 0.

b

By taking disjoint Bj with |Bj| = ε then for Nε(K) the largest number of such balls we

obtain

Nε(K)εs ≤ P s
δ <∞

and so Mdim(K) ≤ s.

c

Let δ := 2−M−2 and consider disjoint balls Bj with |Bj| ≤ δ and s.t.∑
|Bj|α > Pα(K)/4.

Next let nk be the number of balls with 2−k−1 ≤ |Bj| ≤ 2−k then∑
nk2

−(k+1)α > Pα(K)/4.

d

Let t ≤ dimP (K). Note that there exists k∗ s.t.

nk > (Pα(K)/4α+1)2kt(1− 2(t−α))

otherwise

Pα(K)/4 <
∑

nk2
−(k+1)α = Pα(K)/4.

Therefore, for N(K, 2k+1)

N(K, 2−(k+2))2−(k+2)t ≥ nk2
−(k+2)t ≥ 2−2t(1− 2(t−α)).
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Thus,

lim
δ→0

N(K, δ)δt > limk→∞N(K, 2−k)2−kt > 0.

Thus, Mdim(K) ≥ t for all t ≤ dimP (K).

7

a

Monotonicity and empty set follow. For Pα(A∪B) = Pα(A)+Pα(B), we use the δ packings

of A,B to cover A ∪ B and vice-versa. Let Ai ⊂
⋃
nEin with

∑
Pα
0 (Ein) ≤ Pα

0 (Ai) + ε
2i

then

Pα(A) ≤
∑
i

∑
n

Pα
0 (Ein)

≤
∑
i

Pα
0 (Ai) + ε.

b

The upper bound dimP (K) ≤Mdim(K): using dimP (
⋃
Ki) = supidim(Ki) we obtain

dimP (K) ≤ dimP (
⋃

Ki) = supidimP (Ki)

because Pα(K) ≤ P0(K)

≤ supidimP̂ (Ki)

from previous exercise

= supiMdim(Ki).

= Mdim(K)
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For lower bound dimP (K) ≥Mdim(K): consider t < dimP (K), then P t
0(K) = 0 and so

P t
0(Ki) <∞ for some K ⊂

⋃
Ki. By taking disjoint Bj with |Bj| = ε then for Nε(K) the

largest number of such balls we obtain

Nε(Ki)ε
t ≤ P s

δ (Ki) <∞.

and so Mdim(K) ≤ t.

c

Because |K̄i| = |Ki|.

d

Follows from Mdim(K) ≥ Hdim(K).

e

Since Pdim(K) = Mdim(K) we want set K s.t. Mdim(K) > Mdim(K).

Let kn := 10n: remove 1/3 if k2n < k < k2n+1 and 3/5 on the next step k2n−1 < k < k2n.

So we have upper bound by taking 3−k < δ < 3−k+1

lim
logNδ

logδ

≤ lim
log 2k

log 3k

= log32

and we have lower bound because any δ−sized cover intersects at least one interval

(3/5)−k size, and so at least 2k are needed to cover K

lim
logNδ

logδ

≥ lim
log 2k

log(3/5)k

= log3/5 2 < log3(2).
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