THE GEOMETRY OF MAXIMAL DEVELOPMENT AND SHOCK FORMATION FOR THE EULER
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EQUATIONS IN MULTIPLE SPACE DIMENSIONS

STEVE SHKOLLER AND VLAD VICOL

ABSTRACT. We construct a fundamental piece of the boundary of the maximal globally hyperbolic development (MGHD)
of Cauchy data for the multi-dimensional compressible Euler equations, which is necessary for the local shock development
problem. For an open set of compressive and generic H” initial data, we construct unique H7 solutions to the Euler equations
in the maximal spacetime region below a given time-slice, beyond the time of the first singularity; at any point in this space-
time, the solution can be smoothly and uniquely computed by tracing both the fast and slow acoustic characteristic surfaces
backward-in-time, until reaching the Cauchy data prescribed along the initial time-slice. The future temporal boundary of
this spacetime region is a singular hypersurface, containing the union of three sets: first, a co-dimension-2 surface of “first
singularities” called the pre-shock; second, a downstream hypersurface called the singular set emanating from the pre-shock,
on which the Euler solution experiences a continuum of gradient catastrophes; third, an upstream hypersurface consisting
of a Cauchy horizon emanating from the pre-shock, which the Euler solution cannot reach. We develop a new geometric
framework for the description of the acoustic characteristic surfaces which is based on the Arbitrary Lagrangian Eulerian
(ALE) framework, and combine this with a new type of differentiated Riemann variables which are linear combinations of
gradients of velocity, sound speed, and the curvature of the fast acoustic characteristic surfaces. With these new variables, we
establish uniform H7 Sobolev bounds for solutions to the Euler equations without derivative loss and with optimal regularity.
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We construct a portion of the boundary of the maximal globally hyperbolic development (MGHD) of Cauchy data,
during the shock formation process, for solutions of the Euler equations

O(pu) + div(pu®@u) + Vp =0,
Op + div(pu) =0,
O F + div(u(E 4+ p)) =0,

1

(1.1a)
(1.1b)
(1.1c)
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where p = (y — 1)(E — $p|u|?) is the scalar pressure function, y > 1 is the adiabatic exponent, v : T¢ x R — R?
denotes the d-component velocity vector field, p : T¢ x R — R denotes the strictly positive density function, and
E : T x R — R is the total energy. In particular, we develop a new geometric and analytic framework that allows
us to obtain uniform Sobolev estimates for the Euler solution, evolving past the time of the first gradient singularity
uniformly through a spacetime hypersurface of gradient catastrophes, also known as the singular set. In turn, we are
able to give a complete description of a fundamental portion of the boundary of the MGHD to which (an open set of)
compressive Cauchy data can be smoothly and uniquely evolved.

Specifically, we consider a portion of the boundary of the MGHD which contains (a) the set of first singularities,
which we call the pre-shock set', (b) the singular set which is the downstream hypersurface of gradient catastrophes
emanating from the pre-shock set, and (c) the upstream Cauchy horizon which is the slow acoustic characteristic
hypersurface emanating from the pre-shock set. Indeed, it is this portion of the boundary of the MGHD that is
essential for the resolution of the shock development problem, which we shall describe below. In this regard, the
results herein resolve the first step in a two-tier program to establish the existence of unique shock wave solutions for
the Euler equations in multiple space dimensions.

An abbreviated form of our main result, the establishment of a fundamental portion of the MGHD, can be found in
Theorem 1.2 below, while the detailed statements can be found in Theorems 4.6, 4.7, and 4.8.

1.1. Shock formation and shock development. The system (1.1) is the quintessential system of nonlinear hyperbolic
conservation laws. Such systems exhibit shocks; these are spacetime hypersurfaces of discontinuity which emerge in
finite time from smooth initial data, and dynamically evolve according to the Rankine-Hugoniot (RH) jump conditions
(see, for example, [23]). In addition to the physical variable unknowns in (1.1) — velocity, density, and energy — the
location of the shock surface is also an unknown. A weak solution to the Euler equations requires that the physical
variables satisfy the Euler equations pointwise on either side of the shock surface, and that the shock surface propagates
with the correct normal speed. Moreover, certain physical “entropy” conditions must be satisfied to ensure that the
solution is physically meaningful.

While the theory of shock waves and weak solutions to the compressible Euler equations (and more general systems
of conservation laws) is fairly complete in one space dimension (see [S1], [33, 34, 35], [28], [29], [37], [25], [44],
[36], [10], [58], [3] as well as the fairly complete bibliography in [23]), the problem of obtaining and propagating
unique shock solutions in more than one space dimension, without symmetry assumptions, remains open. Detailed
shock formation under azimuthal symmetry with the functional description of the solution at the first shock singularity
has been extensively studied in [5], [49] and [48].

The methods of one-dimensional conservation laws have not proven to be easily extendable to multiple space
dimensions (see, for example, [50]). Moreover, the convex-integration based results originating in [13] and refined
in [12], have shown that entropy inequalities cannot be used as a uniqueness selection criterion. As a result, there is
yet no general existence theorem, describing the evolution of smooth data towards the creation and unique propagation
of discontinuous shock surfaces for the Euler equations in multiple space dimensions.

Christodoulou [15, 16] introduced a novel two-stage program for the construction of unique shock wave solutions
to the Euler equations. Starting from smooth initial data, the first step is called shock formation, in which smooth
compressive initial data is evolved up to a cusp-like Eulerian spacetime co-dimension-2 hypersurface of “first singu-
larities” — these first singularities are where the gradient of velocity, density, and energy first become infinite. We term
this co-dimension-2 hypersurface of “first singularities” the pre-shock set, because along this set, the Euler solution
remains continuous, but forms a C' 3 cusp. The term pre-shock is used, because on this set, the gradient of the solution
has become infinite, but the actual shock discontinuity is yet to develop. The second step of the program is called
shock development. Here, one uses the analytical description of the C' 3 solution in a neighborhood of the pre-shock
as Cauchy data, from which the shock surface of discontinuity instantaneously develops. To date, this program re-
mains unresolved in the absence of symmetry assumptions; for the Euler equations, see Christodoulou [16] for the
so-called restricted shock development problem, Yin [58] and Christodoulou & Lisibach [17] for shock development
in spherical symmetry, and [5] for shock development in azimuthal symmetry, together with the emergence of the weak
characteristic discontinuities conjectured by Landau & Lifshitz [32]. It is important to note that Majda’s shock stabil-
ity result [43, 42] is neither a shock formation result nor a shock development result, but rather a short-time existence
theorem on the propagation of shock front initial data by the shock speed imposed by the Rankine-Hugoniot jump
conditions. Specifically, Majda assumes the existence of a surface of discontinuity in the data, while the objective of
shock development is to dynamically create this surface of discontinuity from the C' 3 cusp-solution at the pre-shock.

IThe term pre-shock has its origins in the work of Fournier & Frisch [27], who use the term préchoc.
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To summarize, the first step of this two-tiered program necessitates the analysis of a portion of the boundary of
the maximal globally hyperbolic development (MGHD) of smooth compressive Cauchy data. The second step of
the program, shock development, then uses the C 3 Euler solution about the pre-shock as Cauchy data, and seeks to
evolve a unique shock hypersurface dynamically and instantaneously from the pre-shock, together with a unique weak
solution obeying the RH jump conditions across the shock front. In turn, this requires having unique Euler solutions
up to the portion of the boundary of the MGHD containing the pre-shock, the singular set, and the Cauchy horizon.
The main objective of this paper is the resolution of the first step of this program, giving the relevant portion of the
boundary of the MGHD.

1.2. The evolution of the Euler solution past the time of first blow-up. With the exception of the recent result of
Abbrescia & Speck [1] which we shall describe below, the analysis of the multi-dimensional shock formation process
for the Euler equations considered solutions only up to the time of the very first singularity, the earliest time ¢, at which
the solutions’ gradient becomes infinite (see [52], [15], [18], [38], [39], [6, 7, 8]). Such an analysis is insufficient to
proceed with the problem of shock development. It is essential to describe the full shock formation process, past the
time of the first singularity, and to capture the pre-shock set of “first singularities” which successively emerges. Indeed,
it is the description of the solution about the pre-shock set of first singularities (see the black curve on both the left and
right images in Figure 1 below) that is used as Cauchy data for the development of discontinuous shock waves. The
objective is therefore to create a novel geometric and analytical framework that can provide uniform Sobolev estimates
for solutions that are experiencing successive gradient catastrophes along a hypersurface of spacetime. Thus, we are
not simply trying to extend the solution past a single first singularity, but rather we are evolving the solution through a
continuum of gradient blow-ups in appropriately chosen coordinates that allow for uniform bounds to be maintained.

We note that while our focus in this work is on the shock-type gradient singularity, solutions to the Euler equations
can form finite-time implosions from smooth initial conditions. Such unstable imploding solutions, which form a
finite-time amplitude blow-up, have been proven to exist in [45, 46, 4, 9]. It was also recently shown in [11] that an
axi-symmetric implosion can lead to a finite-time blow-up of the vorticity.

1.3. Maximal globally hyperbolic development in a box, MGHD). In the traditional Cauchy problem in fluid dy-
namics, initial data is prescribed on a given time-slice and the evolution of this data is considered up to some later
time-slice. For PDEs with finite speed of propagation, localized sets of initial data can be propagated up to space-like
submanifolds of spacetime which do not necessarily coincide with time-slices. For example, as shown on the left side
of Figure 1, which displays an example of an Eulerian spacetime, the fast acoustic characteristic surfaces (emanat-
ing from the initial time-slice) are impinging upon each other; the black curve represents the location in spacetime
where the first gradient catastrophes occur, while the union of the red and green surfaces indicate the future temporal
boundary of the collection of points that can be smoothly and uniquely reached by the Cauchy data. The right panel in
Figure 1 displays the analogous spacetime set, but in Arbitrary Lagrangian Eulerian (ALE) coordinates adapted to the
fast acoustic characteristic surfaces. These ALE coordinates, which will be defined in Section 2.1, provide a smooth
geometric framework for our analysis.

There is a notion of the maximal globally hyperbolic development (MGHD) of a data set, which originated in the
study of general relativity and can be traced back to the fundamental paper of Choquet-Bruhat & Geroch [14] (see also
the recent discussion in [26]). For a hyperbolic PDE, the Cauchy data is prescribed on a spacelike manifold Sy. A
development of this data consists of a spacetime M, a solution of the hyperbolic PDE, together with a diffeomorphism
of &y onto a spacelike submanifold S of M such that the solution restricted to S is diffeomorphic to the data on Sy.
In other words, each point on the manifold M can be reached by a unique and smooth characteristic emanating from
S. There exists a precise notion of a maximal development. It is known that every initial data set has a hyperbolic
development, and that any two developments of Sy are extensions of a common development. Moreover, for any initial
data set on Sy, there exists a development M of Sy which is an extension of every other development of Sy, and this
development is unique.

Smooth solutions of the Euler equations generically develop discontinuous shocks. The construction of such shock-
wave solutions to the Euler equations requires more than mere sound-wave analysis in the MGHD: a nonlinear free-
boundary problem for the motion for the discontinuous shock surface is to be studied via the Rankine-Hugoniot
jump conditions and the second law of thermodynamics. Nevertheless, the construction of such physical solutions,
even locally-in-time, necessitates a detailed description of the Euler solution on a local piece of the boundary of the
MGHD:; this provides data on the union of the Cauchy horizon and the a priori unknown shock hypersurface, which
is itself tangent to the singular set at the pre-shock (see the discussion in Section 1.1). With this goal in mind, we
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introduce a compact-in-time version of the maximal globally hyperbolic development (MGHD) of the Cauchy data,
which is fundamental to the local-in-time analysis of physical shock-waves, and which we denote as MGHD in a box.

The concept of a MGHD in a box, written succinctly as [MGHD)], is defined as follows. For initial data prescribed
on a time-slice Sy = T¢ x {t = ti,} (equivalently, R? x {t = t;,}), let t, denote the time at which the first
gradient singularity occurs. Let ts, > . be a finite time horizon up to which we wish to evolve the Euler solution,
where th, — t« = O(tx — tin). The spacetime is then defined as the intersection of the classical maximal
globally hyperbolic development M of Sy, with the spacetime box T¢ x [ti, tin] (equivalently, the spacetime slab
R? x {t = t;,}). As such, the future temporal boundary of the captures the portion of the boundary of
the classical MGHD which is relevant to the physical shock-wave Euler evolution within the compact time interval
[tin, tfin]-

In traditional Eulerian coordinates, the portion of the boundary of the MGHD for (1.1) captured by the is
the cuspoidal surface in Figure 1 below (see the left panel which displays the union of the red singular surface, the
black pre-shock set, and the green Cauchy horizon). This Eulerian cuspoidal surface acts as a temporal boundary to
the spacetime set on which the Cauchy data can be evolved in a smooth and unique fashion. As noted above, the black
curve, which we will refer to as the pre-shock, denotes the set of “first singularities” where characteristic surfaces
first impinge. This pre-shock set is a collection of spacetime points where the gradient of the solution (velocity,
density, pressure, etc.) experiences the first blow-up. The red surface shown in Figure 1 denotes the spacetime
hypersurface on which the fast characteristic surfaces impinge (the singular set), and the green surface shown in
Figure 1 denotes the slow acoustic characteristic surface emanating from the pre-shock set (the Cauchy horizon). The
of Sg = T? x {t = t;,} thus consists of the Euler solution in the spacetime set lying “below” the union of the
aforementioned cuspoidal surface in Figure 1 and the “lid” at {¢ = tg, }. For a concise and self-contained introduction
to the of Cauchy data in gas dynamics, we refer the reader to Appendix A, where this concept is discussed in
the familiar context of the 1D Euler equations.

FIGURE 1. Left. spacetime in traditional Eulerian coordinates. The characteristic surfaces
are shown to impinge on the cuspoidal surface of first singularities, which consists of the pre-shock
set (shown as the black curve) together with the singular hypersurface which emanates from the pre-
shock in the downstream direction, which consists of a continuum of gradient catastrophes (shown as
the red surface). The slow acoustic characteristic which emanates from the pre-shock in the upstream
direction (shown in green) is a Cauchy horizon which the Euler solution can never reach. Right. The
spacetime in Arbitrary Lagrangian Eulerian (ALE) coordinates denotes the region below
the union of the downstream ALE paraboloid of “gradient catastrophes” (in red), the set of pre-
shocks (in black), and the slow acoustic characteristic surface which emanates from the pre-shock
(in green). In ALE coordinates, each fast acoustic characteristic surface has been flattened. The
hypersurface shown in the magenta color denotes the fast acoustic characteristic surface that passes
through the pre-shock.

1.4. Prior results on solutions of the Euler equations past the time of first singularity.

1.4.1. Christodoulou’s method [15]. The velocity potential ¢ of an irrotational compressible fluid satisfies the wave
equation Ly = 0 (see Synge [55], Unruh [56], and Visser [57]); that is, the irrotational Euler equations are written
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in terms of the d’ Alembertian associated to the Lorentz (acoustic) metric g, where the components of g~! are given
by ¢°° = —1, g% = —ut, ¢°° = —u?, ¥ = c26Y — w'ul, where i, = 1, ...d, and the index 0 denotes the temporal
component. It is quite remarkable that even though the underlying fluid dynamics are Newtonian, non-relativistic,
and occur in flat spacetime, the fluctuations (sound waves) are governed by a curved Lorentzian (pseudo-Riemannian)
spacetime geometry. With such a construct, sound plays the role of light, and sound rays follow the null geodesics of
the acoustic metric. As a result, the analysis of the irrotational compressible Euler equations can be entirely relegated
to the study of the second-order nonlinear wave equation [y = 0, and thereby placed in the framework of analysis
in General Relativity.

This is indeed the starting point for Christodoulou’s method [15] for the analysis of shock formation in fluids. The
null geodesics and hence the bicharacteristic? directions are obtained as solutions to the eikonal equation

9°%00q05¢ =0, ,f=0,1,....d.

By definition, the derivatives of ¢ then determine the tangent and normal directions to the acoustic characteristic
surfaces, as well as the inverse foliation density p. Gradient singularities form as p vanishes. With geometric variables
defined, the closure of Nth-order Sobolev-class p-weighted energy estimates on second-order wave equations provides
lower-order bounds on the irrotational Euler solutions up to the time of first singularity (for M derivatives, where M
is much less than V).

Christodoulou’s method has been used as the framework for the study of shock formation (and singularity forma-
tion) for a large class of Lorentzian wave equations; see, for example, [53, 54], [31], [47], [38, 39], [40, 41].

1.4.2. The recent result of Abbrescia & Speck [1]. Employing the geometric framework of Christodoulou’s method,
Abbrescia & Speck [1] have constructed a piece of the boundary of the MGHD for the 3D Euler equations with
vorticity and entropy, which contains (a) the pre-shock (which they refer to as the crease), and (b) a localized portion
of the singular set; the analysis in [1] does not contain any portion of the boundary of the MGHD containing the
Cauchy horizon. This portion of the boundary of the MGHD (as well as the structure of the MGHD) was discussed in
Chapter 15 of Christodoulou’s book [15].

While Christodoulou’s result in [15] obtains uniform bounds on the irrotational Euler solution up to the time of
first singularity, Abbrescia & Speck [1] are able to go past this first singular time and to generalize Christodoulou’s
method to allow for non-trivial vorticity and non-constant entropy. To go past the time of first singularity, Abbrescia &
Speck [1] use foliations of spacetime rather than constant time-slices, thereby enabling the closure of energy estimates
up the singular set, downstream of the crease. Additionally, the energy method is quantified with a lower-bound for
the number of derivatives N = 25 (the top-order energy scheme) required to close estimates (see also [38, 39]).
More importantly, they are able to couple the transport equations for vorticity and entropy to the second-order wave
equations of the irrotational and isentropic problem. Because Christodoulou’s original scheme relied crucially on pure-
wave structure, the coupling of vorticity transport is an important technical advancement in [1] and [38, 39]. It should
be noted, however, that this transport-wave coupling requires a stringent regularity assumption on the initial data for
vorticity, requiring one extra derivative of regularity for vorticity relative to the regularity assumed for the velocity.
This incompatibility in the smoothness of vorticity becomes problematic for the shock development problem.

1.5. Preparing the Euler equations for shock formation analysis.

1.5.1. A symmetric form of the Euler equations. While the Euler solution stays smooth, the energy equation 0; F +
div(u(E 4 p)) = 0 can be replaced by the transport equation for the specific entropy .S,
oS +u-VS=0,
in which case the pressure law can be equivalently written as
p= %espw, y>1.
When the initial entropy function is a constant, the entropy remains a constant during the shock formation process and

the dynamics are termed isentropic; for isentropic dynamics, the pressure law is given by p = %/ﬂ forvy > 1.
It is convenient to rewrite the Euler equations in the symmetric form

du+u-Vu+aocVo =0, (1.2a)

’In multiple space dimensions, characteristic surfaces are co-dimension-1 submanifolds of spacetime. In the classical framework, which can be
traced back to Courant & Friedrichs [19], such manifolds are locally generated by special vector fields, whose directions are termed bicharacteristic
directions. These vector fields are generators of a cone, the so-called bicharacteristic cone, which is tangent to the characteristic surfaces. This
traditional description of characteristic surfaces is very different from our approach, which we detail in Section 1.6.
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0o +u-Vo+aocdivu =0, (1.2b)
where o = 7771 > ( is the adiabatic exponent, and ¢ = éc is the rescaled sound speed. The sound speed is ¢ = p®.

1.5.2. Acoustic form of the Euler equations. A key feature in the analysis of the Euler equations, and general systems
of nonlinear hyperbolic equations, is the concept of characteristic surfaces and the geometry describing their evolution
(see Courant & Hilbert [20]). Characteristic surfaces in spacetime can be viewed as propagating wave fronts, and for
the Euler equations, these represent either sound waves or vorticity waves.

We shall focus our presentation on isentropic dynamics in space dimension d = 2.3

Let (n(-,t),7(-,t)) denote an orthonormal basis for T? for each time ¢. The Euler equations (1.2) have three distinct
waves speeds

Al=u-n—ao, Ao =u-n, A3=u-n+ao. (1.3)

Here A3 is the fast acoustic wave speed, and it is along the transport velocity u + con that sound waves steepen to
form shocks. The normal vector n will be made explicit below as the normal to dynamically evolving and steepening
fast acoustic characteristic surfaces. The wave speed \; denotes the slow acoustic wave speed, and plays a prominent
role in defining the future temporal boundary for the MGHD|.

When spacetime is foliated by the fast acoustic characteristic surfaces, and if n and 7 denote the normal and tangent
vectors, respectively, to the intersection of these surfaces with each time-slice, then the propagation of acoustic waves
(and shock formation) can be studied by rewriting (1.2) as

du+ (u+ aon) - Vu+ ac(Vo —n - Vu) =0, (1.4a)
0o + (u+ aon) - Vo +ac(divu —n - Vo) =0. (1.4b)

The system (1.4) can be thought of as the acoustic Euler equations with fast acoustic transport velocity v+ aon, along
which the fast characteristic surfaces propagate.

1.5.3. Classical Riemann variables. The description and dynamics of these characteristic surfaces greatly simplify
in one space dimension. In the 1D case, the characteristic surfaces are curves in two-dimensional spacetime that can
propagate in only two directions; namely, the positive or the negative spatial direction. Along these characteristic
directions, the solutions to the 1D Euler equations possess certain invariant functions which are called Riemann in-
variants [51], which (in the case of constant entropy) are exactly transported along the fast and slow acoustic wave
speeds.

In multiple space dimensions, complete invariance is generally not preserved, but Riemann variables can never-
theless be defined to both capture the dominant sound wave motion and to maintain small deviation of the dominant
variable when transported along the fast characteristic surfaces. The classical Riemann variables are defined as*

w=u-n+o, z=u-n—o, a=u-T. (1.5)

1.5.4. Generic and compressive initial data for shock formation. We consider an open set of data (ug,0q) € H’
which satisfy certain generic and compressive properties that are made precise in Section 4.2 below. We define the
dominant Riemann variable at initial time ¢ = t;, by wq(z) := w(x, tin) = u (2, tin) + o (2, tin), where n(z, tin) = e;.
We set the maximal negative slope of wq to occur in the x; direction. We suppose that for 0 < € < 1, the derivative
O1wo takes its minimum value at the origin and is given by d;wg(0) = —%. We further suppose that the initial
conditions zo(z) = z(z,tin) and ag(z) = a(z,tix) are small, and have O(1) derivatives. Such data is called non-

degenerate, or, generic, if V20, wo(0) is positive definite.

Remark 1.1 (Compressive data for which 0,,w blow-up). For generic and compressive initial data (described above)
which yield sound waves that steepen in the primary direction of propagation x1, and evolve with relatively small
changes in the transverse coordinate xo, w is the dominant Riemann variable and z is the subdominant Riemann
variable. During the shock formation process, it is the normal derivative O, w that blows-up, while 0,,z, O, a, as well
as 0rw, O-z, and O-a all remain bounded.

3For both simplicity and concision, we present our method of analysis of the for the case of d = 2, in which there are three independent
variables (x1, z2,t), each characteristic surface is a 2-dimensional hypersurface of spacetime which possesses one unit normal vector n and one
unit tangent vector 7 at each point. The modifications of our theory to the case that d = 3, merely require the use of two linearly independent
tangent vectors 71 and 72 to each fast acoustic characteristic hypersurface of spacetime, which turns out to be a fairly trivial generalization.

4For the case that d = 3, w and z are defined in the identical fashion, while the tangential velocity is given by the vector a = (a1, a2) =
(w - T1,u - 72) where (71, T2) form a basis for each tangent space to the fast acoustic characteristic hypersurface.
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1.6. The geometry and regularity of the fast acoustic characteristic surfaces. The explicit presence of the unit
normal vector n (to the steepening fast characteristic surfaces) in the system of equations (1.4) shows the geometric
nature of these equations, when written in the form suitable for shock formation. Together with « and o, the normal
vector n is one of the fundamental unknowns in the dynamics of shock formation. The physical unknowns » and
o are directly coupled to the evolution of the geometry of the fast acoustic characteristic surface, and as such, the
dynamics of shock formation can be thought of as a highly nonlinear example of a free boundary problem in fluid
dynamics.’ Traditional free boundary problems have the location (or shape) of the fluid boundary as one of the basic
unknowns, and the dynamics of this free boundary must be coupled to the evolution of the physical flow fields. For
both incompressible [21] and compressible [22] free boundary problems, the dynamics of the geometry are governed
by the fluid velocity u, corresponding to the wave speed Ay in (1.3), while for the shock formation problem it is the
location and shape of the sound wave which is the geometric unknown, and this wave pattern is carried by the fast
wave speed A3. This creates a new level of difficulty for the analysis.

To place this difficulty in perspective, we shall consider the Lagrangian parameterization of the geometry. For
traditional free boundary problems in fluid dynamics, one considers the Lagrangian flow 7(z, t) associated to the fluid
velocity; namely,

On(z,t) = u(n(z,t),t) for t > ti,, n(x,tin) =, (1.6)

where t;, denotes the initial time for the flow. A key observation is that (1.6) defines an ordinary differential equation,
and Picard iteration shows that for (at least Lipschitz) velocity fields u, the flow map 7 inherits (at least) the regularity
of the velocity field, and can often be shown to gain regularity such that the associated normal vector n possesses the
same regularity as the velocity field. This is indeed the case for the classical incompressible and compressible Euler
free boundary problem. We now contrast this scenario with the geometric dynamics of shock formation.

Observe from (1.4) that the transport velocity associated with the fast wave speed A3 is given by

Vs =u+aon=An+ (u-7)T. 1.7)

We can foliate spacetime with acoustic characteristic surfaces associated to the “fast” wave speed A3. One way of
doing so is by studying the Lagrangian flow map of the transport velocity Vs:

atn(xlax%t) :V3(n(x17x27t)1t)7 n(xatin) =x. (18)

In terms of the standard Cartesian basis, we have that®

n($17$27t) = (771(1'171'2,t),772(x17$27t))’
and that
0 (w1, 2, tn) =21 and n?(z1, 22, tin) = 2.

Using the flow map 7 we can give a geometric description of the fast acoustic characteristics surfaces.
At the initial time ¢ = t;,, we foliate T? by lines parallel to e; = (1,0), and denote these lines by 7., (tin) =
{z1} x T. Foreach 21 € T and ¢ € [ti,, 7], we define the characteristic curve (at a fixed time-slice) by

Yai () = nN(Va, (tin), 1) (1.9)
and the characteristic surfaces up to time 7" > t;,, parameterized of x1, by
., (1) = Yo (1) . (1.10)

Figure 2 displays a few such characteristic surfaces I';;, for five different values of z; € T.
The unit tangent vector to v, (¢) is given by

tE[tin, T

T(n(x,t),t) := [Oan| "' 0am = |02n| " (Dan*, Bnp®) (1.11a)
and by a rotation, the unit normal vector ,, (¢) is given by
n(n(x,t),t) := |0xn| ™ e = (02|~ (0, —02n"). (1.11b)

S0ur analysis of characteristic surfaces and their underlying geometry is quite different from the traditional viewpoint of solving the Eikonal
equation to determine the bicharacteristic cone. Instead, we place the geometry of characteristic surfaces in the context of free boundary problems
in fluid dynamics. See also footnote 2.

OWe identity vector fields and 1-forms in Euclidean space; in particular, raised indices for components F' of a vector field are obtained as
Fi =64 ﬁj, where ﬁj denotes the components of the 1-form and § *J denotes the Kronecker-4.
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FIGURE 2. For T' > ti, which is strictly less than the very first blow-up time, we display the
characteristic surfaces I';,, (T") defined in (1.10) emanating from five different values of z; € T. At
t = tin, the curves {7y, (tin) }, et are lines which foliate T2. The distance between the characteristic
surfaces I'y, (T') is decreasing as T increases, leading to shock formation when this distance van-
ishes.

Substituting this identity into the flow equation (1.8), shows that 7(x, t) is a solution to

L

om(z1, 2, t) = u(n(z, x2,t),t) + aa(n(ml,xg,t),t)% ) n(z,tn) = . (1.12)
Observe that (1.12) is a PDE for 7(x, t), while the traditional Lagrangian flow map (1.6) solves an ODE. As a conse-
quence of the structure of the PDE (1.12), it is not a priori clear if  maintains the Sobolev regularity of the velocity «
and sound speed 0. What is clear, however, is that the normal vector n loses one derivative of smoothness relative to
the physical variables v and o.

This mismatch in regularity between n and (u, o) necessitates studying a differentiated form of the Euler equations,
in which the fundamental unknowns have the same regularity as the normal vector n. Rather than analyzing the system
(1.4), we return to the system (1.2). We first compute the evolution of the partial (space) derivatives of v and 0. We
differentiate (1.2), and then re-express the resulting equation using the fast acoustic transport velocity V3. We find

dul +(u-n+ aa)ui,kj n? + (u - T)Ui,k]‘ 74 o (0,k; fui,kj nj) + a0, 0, +ul g ui,j =0, (1.13a)
0o, +(u - n+ ao)o,i; nd + (u- 7)o,k 74+ aa(ui,ki —0,k;j nj) +ao,ul,; +ul o,; =0. (1.13b)

The system (1.13) constitutes the differentiated (fast) acoustic Euler equations. It is imperative to study this differenti-
ated form of the Euler equations in order to avoid derivative loss in the geometry. We are using the following derivative
notation: for a differentiable function f, we write

k= 8kf for k € {1,2}

We are also employing the Einstein summation convention in which repeated indices are summed from 1 to 2; e.g.
C 2 o
w gty = g _ 18kuj6ju .
J:

Therefore, the equation (1.13a) is a matrix equation with indices (¢, k), with ¢, k € {1, 2}, and the equation (1.13b) is
a vector equation with indices k, where k € {1, 2}.

1.7. An Arbitrary Lagrangian Eulerian (ALE) parameterization of the fast characteristic surfaces. The differ-
entiated equation set (1.13) will indeed be the foundation for our analysis, but we will not use the Lagrangian flow n
of V3 to parameterize the fast acoustic characteristic surfaces. Instead, we shall use a novel parameterization based on
the Arbitrary Lagrangian Eulerian description of fluid flow which we shall detail in Section 2.1.

The use of the natural map 7 provides control of the second fundamental form along fast characteristic surfaces,
but due to a mild degeneracy created by the tangential re-parameterization symmetry, control of the first fundamental
form necessitates a cumbersome analysis. We avoid this problem: a tangential re-parameterization of 7 is introduced
in the form of the so-called Arbitrary-Lagrangian-Eulerian (ALE) coordinates. This tangential re-parameterization,
via the ALE maps, provides a simple identity to control both the curvature and the metric tensors associated to the fast



GEOMETRY OF MAXIMAL DEVELOPMENT AND SHOCK FORMATION FOR EULER 9

characteristic surfaces, and is reminiscent of DeTurck’s simplification [24] of Hamilton’s [30] Ricci flow local exis-
tence theorem, in which the infinite-dimensional kernel of the linearized Ricci flow operator (caused by the tangential
re-parameterization symmetry) lead to derivative loss and Hamilton’s application of Nash-Moser iteration.

Our ALE re-parameterization works in the following manner. Because each curve ~,, (¢) is a graph over the set
{z2 € T}, we introduce the height function h(xy, z2,t) such that v, (t) = (h(x1,22,t),22). The induced metric
on v, (t) is given by g(z1, x2,t) = 1 + (h,2 (z1,72,t))? and the unit tangent vectors 7 and normal vectors A to the
curves vy, (t) are

T(z1,22,t) = g~ % (hya, 1) and  N(zy,20,8) =g 2(1,—hy), (1.14)

respectively. We define the ALE family of maps ¢ by 1(z1,22,t) = h(x1,x2,t)e1 + xaeq, with initial condition
h(zx1,x2,tn) = 1. Note that det(V) = h,;1. In order to preserve the shape of the characteristic surfaces I';,, the
family of diffeomorphisms (-, ¢) must satisfy the constraint that 0;1) - & = (V3 0 ¢) - ~. As we shall explain in
Section 2.1, the dynamics of the ALE family of diffeomorphisms (-, t) are governed by

O = ((uop) N +aco)N+ (uot)) N+ acoh)haT.

With this definition, the fast acoustic characteristics (see Figure 2) are parameterized by (z2,t) — (¢¥(z1, z2,t),t).
Shock formation is measured by the metric-rescaled Jacobian determinant of the deformation tensor Vi). In
particular, we define

J,(x,t) = g(z,t) " 2Vi(x,t) = g(x, ) 21 h(z,t) . (1.15)
As can be seen in Figure 1, the fast acoustic characteristic surfaces impinge on one another due to compression, and
gradient blow-up occurs exactly when
J,(z,t) =0.
The pre-shock, represented as the black curve in Figure 1, denotes the spacetime co-dimension-2 surface of first
singularities, and is defined to be the set of points (x,t) such that the following two conditions simultaneously hold

Jy(z,t) =0 and O J,(z,t) =0.

This set of pre-shocks indicates the location and time of the first gradient blow-up in the primary direction of wave
steepening (the x;-direction), parameterized by the transverse coordinates (s, ..., x4). The condition &1 J,(z,t) = 0
together with the non-degeneracy condition

Hess(J,) > 0,

indicate that points in the pre-shock set are local minima for J,(x, ).

The red surface in Figure 1 corresponds to the level set {.J,(z,t) = 0} downstream of the pre-shock set. The
red surface indicates the location in spacetime of subsequent gradient catastrophes, and again designates the location
of characteristic-surface-impingement caused by the steepening sound waves during compression. This red surface
{J,(z,t) = 0}, together with the pre-shock set {.J,(x,t) = 0} N {01J,(x,t) = 0}, form a portion of the future
temporal boundary of the MGHDI.

The green surface shown in Figure 1, upstream of the pre-shock, displays the distinguished slow acoustic charac-
teristic surface which passes through the pre-shock set. This green surface forms the remaining portion of the future
temporal boundary of the [MGHD)]. In effect, this distinguished slow acoustic characteristic surface (passing through
the pre-shock) plays the role of the event horizon. These notions are discussed in further detail in Section A in the
simplified setting of the Euler equations in one space dimension.

1.8. A new set of differentiated Riemann variables that prevent derivative loss. We can now map the physical
variables (u, o), as well as the classical Riemann variables (w, z, a) defined in (1.5), into our ALE coordinate system.
We define

Ul =ulop, =001,

W=U~N+%X, Z=U-N—-X, A=U-T.
Since it is the differentiated form of the Euler equations (1.13) that will be our starting point, the non-differentiated
variables (U, X) and (W, Z, A) will play only a secondary role in our analysis.

We introduce specially constructed differentiated Riemann variables that remove any derivative loss from the re-
sulting analysis. First, for ¢, k = 1, 2, we define

Up=u' o,  Xp=o,00.
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The variable Uz(m, t) denotes the (i, k)-component of the matrix Vu(¢)(z, t), t), and the variable 3y, (x, t) denotes the
k-component of the vector Vo (¢(z,t),t). Second, we introduce the differentiated Riemann variables as the vector
fields (with components)

Wy =AUL+ 5, Ze=aUL -3,  Ag=7U0L, k=1,2. (1.16)

Again, Wy, Zj,, A, denote the k-component of the vectors W := ATU + 2, Z := ATU - %, and A = 770,
respectively. The vector field W is the dominant differentiated Riemann variable, the vector field Z is the subdominant
differentiated Riemann variable, and the vector field A is the tangential component of the gradient of the fluid velocity
vector. These three vector fields are then further projected unto their normal and tangential components. We define

Wy=Wwx, 2Zy=2Zwn, Ay=AnN, W,=W7, Z,=27, A =AT7T.

The generic and compressive initial data that we employ are designed to create steepening sound waves whose domi-
nant direction of propagation is along the x; coordinate. By design, it is the function W « that encodes the steepening
of the sound wave, and which blows-up when the slope of this steepening sound wave becomes infinite. Meanwhile,
the other five functions Z A A N V°VT, 27, AT remain uniformly bounded throughout the entire shock formation pro-
cess. As noted in Remark 1.1, it is the Eulerian quantity 0,,w that blows-up during the shock formation process, and
it is therefore tempting to believe that the normal component of the dominant differentiated Riemann variable W N
should be defined as 0, wo1. This is, in actuality, not the case. In fact, our new Riemann variables are chosen to
satisfy the following important identities:

W, = (Ohw — adpn - 7)oth, Zy = (Opz — adpn - 1)oth, Ay = (Opa — 1w+ 2)d,7 - n)orp, (1.17a)

V.VT = (0,w —ad;n-1)ov, 27 = (0,2 —a0;n - T)ov, AT = (aTa — %(w +2)0;T - n)ow. (1.17b)
This unique linear combination of differentiated classical Riemann variables together with the curvature of the fast
acoustic characteristic surfaces creates the good variables that prevent derivative loss.

Let us note the importance of using these differentiated Riemann variables for our analysis. In addition to preventing
derivative loss in energy estimates, these differentiated Riemann variables are created so that modulo very small errors

J,W () ~ dywo(z) (1.18)
where wo(z) is the initial condition for the classical dominant Riemann variable defined in (3.9), and in particular,
wo(x) = w(z, tin) = v (x,tin) + o(z, tin) -

The approximate identity (1.18) indicates that JgV°V « 18 almost frozen into the flow of the fast acoustic characteristic,
i.e., it is almost exactly transported by the fast characteristics, and this fact is fundamental to all of the pointwise
bounds that are used in our work.

We shall describe the variables defined in (1.17) in greater detail in Section 3. Next, we shall explain how (1.18) is
used in our energy methodt.

1.9. The leading order dynamics. Our objective is to establish uniform Sobolev-type bounds for the solution of the
Euler equations in the MGHD|. We work with the following collection of fundamental variables:

(J.qVDvN? ‘]gzNa JgANa VovTa 27’3 AT)
whose evolution is coupled to the following basic geometric variables
(Jya h,2 )

as well as as the undifferentiated sound speed .

While the exact evolution equations are given in Section 3 below, it is instructive at this point to write down
the approximate dynamical systems in which only leading order terms are displayed. It is convenient to define the
directional derivative operators

Oy =g 20,, (1.19a)
O =00 —J,g h0s. (1.19b)

We note that since h,s is proven to maintain O(e) size for the duration of the development of the Cauchy data, to
leading order, 0, ~ 0;. For the same reason, g ~ 1 so that 9 ~ J. Thus, with no danger of arriving at an erroneous
conclusion, the reader is safe to make these derivative replacements in the discussion that now follows.
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To leading order we have the following system of equations for the normal component variables:

L0, (L, W) + adr(J,Ax) — aBA 8, J, — P10;7 - N =lo.t., (1.20a)
L0(J,Zx) — a0 (J,AN) — 200, Oy (J,Z5) + @B O J, + P10;T - N

— PoJ YO T - N+ 202, T 00, = Lot (1.20b)
L0:(J,AN) + ad - (J,2x) — ad, on(JAY) — aSy0rd, + adrT - NE,

+ P oyT N+ ad Yoy JAy =1o.t., (1.20c)

where P; = § (J W +J,2Z—2J,A.), Py = 20(J,A+.J,Z,), and 1. 0. t. denotes a polynomial of the fundamental
variables. We additionally have the following system of evolution equations for the tangential-component variables:

LW, + ad, A, — P30, 7 N =1lo.t., (1.21a)
10,2, — a0, A, — 20, 002y + P30,T - N — PaJ, 0T - N = Lot (1.21b)
%&AT +adr 2, — an—laNi&T — ;ST N+ P3Jg_18NT -N=1lo.t., (1.21¢)

where P3 = a(Q + W, + Z,) and P, = 2a(A, — Z,;). We couple the above systems of equations with the
leading-order evolution equations for .J,, h,2, and X:

O J, = HET W, +Lo.t., (1.22a)
Bphyo = AW, +Lo.t., (1.22b)
oY =—aYZy +1o.t., (1.22¢)
together with the identity )
Sh= LWy +Lo.t. . (1.22d)

1.10. An overview of our energy method. Energy estimates are performed simultaneously for the normal-component
variables (J,W, J,Z,, J,A ) in (1.20) and for the tangential-component variables (W, Z-, A ) in (1.21), and then
separately for J, and h,s in (1.22). The actual energy estimates will be done in three different coordinate systems in
which the time coordinate ¢ is transformed in three different ways, but in order to describe the main difficulties that
must be overcome, for pedagogical reasons, our discussion will be in terms of the independent variables (1, z2,t),
and we shall use the derivative notation D = (¢, €01, 02). Our energy method will be performed at the level of the
sixth-order differentiated system.

We begin with the normal-component system (1.20). The rough idea is that we first multiply the equations (1.20b)
and (1.20c) by J, (thereby eliminating the presence of the inverse power Jg_l), we then let D® act on each equation in
(1.20), and then test this differentiated equation set with £ =271 (. x?" DS (J W), 02 D (J,Z,), 202" DO (J, AN)) ,
where ¢ is a weight function that degenerates to zero at the future temporal boundary. The presence of the additional
J, weight for D6(.J,W,,,) is needed to match the natural weight that will appear for DY(.J,Z,;) and D%(J,A ) (since
we multiplied those equations by .J, prior to differentiation). The weight function ¢ will be chosen in three different
ways, corresponding to three different spacetime regions that we shall employ for the analysis. The values of 5 and r
will be chosen below.

At this stage, we simply wish to explain why a weight function is necessary for the energy estimates, and why
its choice is determined by the region of spacetime that is being analyzed. We shall consider the energy estimates
term-by-term, and we shall begin with the first term in (1.20) containing the time-derivative 0.

For demonstration purposes only, let us drastically simplify the domain of integration so that we can explain a few
of the fundamental ideas (in actuality, our spacetimes require certain changes of coordinates and are somewhat more
complicated). Let us suppose that our energy method employs the spacetime [tin, tiop] X T2 with spacetime integral

2 ffrs for tin <t < teop.

1.10.1. Energy estimates for the first term in (1.20). The first term in all three equations in eqrefnn-approx yields
both the standard energy norm, and also a compression-induced damping norm. The standard energy norm is an L°°-
in-time and L2-in-space norm, while the so-called damping norm is an L>-in-time and L2-in-space norm, but with
a smaller power of the weight function ¢ (and hence better regularity). In order to explain this, let us set ¢ = J,
and let us suppose (again for demonstration purposes only) that J, (z, trop) = 0. With this assumption, the weight
function J; degenerates to zero at ¢ = top and indicates a gradient catastrophe. While this spacetime is artificially
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constructed for demonstration purposes only, it allows us to use the function J, as our example-weight; .J, possesses
the compression-property that all of the actual weight functions ¢ must possess.
To explain this, we will make crucial use of the following three properties:

(a) The initial condition wq, for the dominant classical Riemann variable w, satisfies —% < Sywg(z) < —Lina

local open neighborhood of z; = 0. *

(b) Observe that the evolution equatlon for J, W  in (1.20a) does not have any normal-derivative terms (whereas the
J, Z, equation and the J, A, equation both do). By applying the fundamental theorem of calculus (in time) to
equation (1.20a), and using that the time-integral of all of the tangential-derivative terms are small relative to 0y wy,
we prove that

JW . (2,t) = dywo(z) + Oe) ase — 0.

(c) Using (a), (b), and the approximate identity (1.22a), we see that

—Jg\iV N 4—16 in a local open neighborhood of z; = 0, (1.23a)
=0, (z,t) > ﬁ -2 in alocal open neighborhood of 21 = 0. (1.23b)

The inequality (1.23b) indicates that the fluid is in compression,” and is responsible for the emergence of the damping
norm using the following argument (with the weight ¢ set to be .J,) for our energy method applied to the first term in
all three equations of (1.20):

t
/// 228 72719, (D8(J,W ), D8(J,Z), D (J,Ay)) - (DO(J,W,),D8(J,Z), 2D (J,A))dzdt’  (1.24)
T2

t
= [ LR D O+ 05200+ 210 A

in

t
+r+3) / // 2R (= 0, ([P (W) |[F + (D0, 20| + 2] D° (4, A ) dadt

t
+ﬁ/// £28719,5,02 (| DS (L, W) ||* + |DC (4, Z4)||” + 2||DC (J,AN)||*)dwdt’ . (1.25)
) T2

Now, the ALE sound speed X satisfies %0 < ¥ < Ky for a fixed constant k9 > 1, and hence the first integral on
the right side of the equality is sign-definite and positive, and therefore produces the L>°-in-time and L>-in-space
energy norm. The second integral on the right side of the equality produces the damping norm; in particular, to avoid
obfuscation, we shall assume that the compression inequality (1.23b) holds globally in our spacetime set (this is, of
course, not the case but it is a technical, rather than fundamental, matter to contend with). In this case, the second
integral is is again sign-definite and positive, and bounded from below by

t
W/t //T 2720727 (|8 (L, W) [|* + [|D8 (4, Z0)||* + 2| D8 (4, AN ) ||*) daedt (1.26)

and this is the L2-in-time and L2-in-space damping norm that arises from compression. Notice that the pre-factor in
front of this integral is proportional to % and that € > 0 is a parameter which is taken to be very small. This means that
other integrals that arise from our energy method that have the same type of integrand, but whose pre-factor is O(1)
as € — 0 can be viewed as small errors that our damping integral can easily absorb. In particular, the third integral on
the right side of (1.25) is an example of such a small error integral. From (1.22c), we have that 0, is approximately

equal to —aZ, Y and, as we will show in Section 9, |Z,| < Cz,=0()and J, < 8 therefore, one simply requires
2C;
that % is larger than saﬁ —C and by choosing & < %ﬁ)g;@ this is indeed achieved.

To summarize, the first term in all three equations in (1.20) have produced two types of regularity via an energy
norm and a damping norm. Reverting to the notation ¢ for the weight function, we record these norms here as follows:

E3 (1) = || ¢ JEDO (W g, J, Z,, JA ) (1.27a)

D7z -

TRecall that J, is the metric-scaled Jacobian determinant of the deformation tensor V) associated to the flow of the fast acoustic transport

9 P
velocity. When 0;¢J; < 0, this indicates that infinitesimal volume elements are shrinking along the fast characteristic flow, which is the natural
geometric description of a compressed gas.
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t
D2 (1) = / [ JEDS (J,Wnr, J,Z, J,A ) (8|7t (1.27b)
; 2

The purpose of our energy method is to obtain uniform bounds on the norms &7 (t) and Dg (t) for tin <t < trop.
The energy estimates for the tangential-component equations (1.21) will produce analogous energy and damping
norms Egj(t) and DgT(t) which we will define below, and we also obtain uniform bounds for these tangential norms
for tin <t < tiop.

1.10.2. Energy estimates for the second term in (1.20). Recall that for the purposes of this pedagogical overview, we
are setting the weight function ¢ to equal .J,, we multiplying (1.20b) and (1.20c) by .J,, we then let D act on each
equation in (1.20), and test the resulting equations with (.J,J2"DS(.J,W.), J2"'D%(J,Z,),2J2"D%(J,A)). We now
focus on the second term in (1.20). The second terms in all three equations must be grouped together to form an exact
derivative which can then be moved off of the highest-derivative term by use of integration-by-parts. Note that for us
to be able to group all three terms together to form an exact derivative, it is essential that the weights are identical in
all three equations. Our energy method yields the following combination of highest-order integrals:

t
o / // I (9,007, A,0) (DO (W) = DO(J,Z,)) +20,D°(J,8,)D° (J,Ay) ) dadt’.
tin T2

By definition, we have that DS(J,W ) — DS(.J,Z,,) = 2D5(.J,3,.), and hence the above integrand contains the exact
derivative 20, (DS(J,3,)D%(.J,A)) and upon integrating-by-parts with respect to Oy, we obtain at highest-order,
the resulting integral

t
—(2r+1)a/ / drJ, J2 (DS(J, W) — D®(J,Z,)) DS(J,A\)dadt’.
tin T2

We prove in Section 9 that 9,J, = O(1) and hence, the above integral is an error integral which is easily controlled
by our damping norm Dg - (t) via an application of the Cauchy-Young inequality.

1.10.3. Energy estimates for the third term in (1.20b) and (1.20c). We now focus on the energy estimates for the
third term in (1.20b) and (1.20c). As can be seen in (1.20a), this type of normal derivative term does not exist in
the equation for Jg\IOV . but the presence of such terms in the evolution equations for J, Z, and JQA A create the
fundamental difficulty in the analysis of the MGHD), and are the terms which are primarily responsible for our use of
three different spacetime regions with three different weight functions .

Our energy method applied to the third term in (1.20b) and (1.20c) produces the following integral:

t
70‘/ //2 272B+1¢2T3N(|D6(ngjv)|2 + |D6(JQAN)}2)dxdt'. (1.28)
tin JJT

Observe that we have written the weigh function in this integral as ©?". While for the purposes of this simplified
overview, we have set ¢ equal to J,, for the integral arising from this third term, we use the more general ¢ for the
weight function, and we will explain the reason for this notational choice below.

Upon integrating-by-parts with respect to 9, in (1.28), using (1.19b) and the fact that h,, = O(e), we have that
(1.28), to leading order, is given by

t
— (28 - 1)/t //jr 2720070, % (|D8(J,Z4) |7 + |D6(J,AL)|*)dadt

t
”O”’/ // S22 19,6 (ID(, Z,)|* + [DO(J,AN)[*) dadt . (1.29)
tin JJ/ T2

The first integral in (1.29) produces another (arbitrarily large) type of damping term thanks to the use of the function
¥ 728+1 a5 part of the weighting. We use the approximate identity (1.22d) and we again assume (only for this demon-
stration) that the compression lower-bound (1.23a) holds globally (rather than locally as stated). In this case, we see
that the first integral in (1.29) has the positive lower bound

t
%/ //T2 2—25—1@27" (’D6(Jg2,r\/)‘2+|D6(JgAN)’2)dJ}dt
tin

whose size can be adjusted with the choice of 5 > %
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FIGURE 3. Four fundamental hypersurfaces are displayed. The “nearly vertical” surface z; =
x7(x2,t) := argmin, g J, (21, 22,1) is shown in magenta. This surface passes through the set of
pre-shocks, displayed as the black curve. In red, the downstream surface {.J,(x, t) = 0} is displayed,
and in green, the upstream slow acoustic characteristic surface that passes through the pre-shock set
is shown. In orange, the cylindrical surface t = t*(x2) is displayed, where ¢*(z2) denotes the time
coordinate along the set of pre-shocks.

1.10.4. Analysis is split into three regions of spacetime. The second integral in (1.29) is a highly problematic error
integral. The difficulty in bounding this error integral is twofold: first, the damping integral has ©>" as the weight,
while the problematic error integral has only ©?"~! as a weight and hence, this integral cannot be naively absorbed
by our damping norm; second, the function 0; ¢ is not a signed function, and therein lies a fundamental difficulty for
our analysis. Specifically, we consider the hypersurface, shown as the (almost vertical) magenta surface in Figure 3,
defined by
ry (2o, t) := argmin, o J, (21, 22,1).

We can now define the upstream and the downstream regions of spacetime. The upstream region consists of all triples
(21, x9,t) such that {x; < a7 (x2,t)} and time ¢ is less than the times corresponding to the green slow characteristic
surface in the right panel in Figure 4. Similarly, the downstream region consists of all triples (x1,x2,t) such that
{z1 > x§(x2,t)} and time ¢ is less than the times corresponding to the red surface in the center panel in Figure 4
where J, vanishes. The magenta surface 1 = x5 (2, t) passes through the pre-shock, denoted by the black curve in
Figure 3 (see also Figure 4).

Clearly, the sign of J; ¢ is of basic importance in estimating the second integral in (1.29). Since we have set ¢ to
equal J, for this overview, we have that 01 = 01J,. As 01J, = 0 on the surface z; = z7(z2,t), it must change
sign from the upstream region to the downstream region. In fact, we have that 0;J, < 0 in the upstream region,
and 01J, > 0 in the downstream region.® Returning to the second integral in (1.29), we see that this error integral
acquires a “good” sign in the downstream region and can be viewed as an additional damping integral with a reduced
power in the weight function J_‘?T*l. Meanwhile, in the upstream region in which 0;J, < 0, this error integral has
the “bad” sign and cannot be properly bounded with this choice of weight function. To be precise, we cannot set the
weight function p equal to J, in the upstream region; instead, we must devise a weight function ¢ that obeys good
properties with respect 0; ¢ in the upstream region; we will use a weight function which is essentially transported by
the slow acoustic characteristics. This type of transport structure produces a cancellation that entirely eliminates the
problematic error integral in (1.29) in the upstream region.

Clearly, different weights must be used in the upstream and downstream regions of spacetime so as to bound the
error integral in (1.29). To that end, we consider a third region of spacetime, whose closure contains the pre-shock set
as well as large subsets of both the upstream and downstream regions. See the left panel of Figure 4, which displays
this third region, consisting of the triples (z1, z2,t) such that time ¢ is less than the times corresponding to the set
of pre-shocks. Because the set of pre-shocks depends only upon the transverse coordinate x5 and time ¢, in order to
bound the error integral in (1.29) in this third spacetime region, we can set the weight function ¢ to be a function that
degenerates to zero along this cylindrical surface and which is independent of the x; coordinate. This can be done by
setting o(z2,t) = J, (2} (22,1), 2o, 1), in which case the problematic error integral in (1.29) vanishes.’

8 This is only true in a local open neighborhood of the surface 1 = x7 (z2,t). For 1 > x7(x2, t) sufficiently large, 91 .J;, becomes negative,
but this technical difficulty can be ignored at this stage of the presentation.
9The actual weight function for this region of spacetime uses a modification of J; which is defined in (5.4).
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1.10.5. Energy estimates for the remaining terms in (1.20). It remains for us to explain how our energy method
bounds the fourth term in (1.20a) and the fourth, fifth, sixth, and seventh terms in (1.20b) and (1.20c¢). The common
feature which these terms share is over-differentiated geometry; however, instead of producing derivative-loss, all of
these terms (by design) have exact derivative structure, and some of the over-differentiated terms produce new types
of damping norms, as well as anti-damping norms, the latter requiring the choice of sufficiently large exponent 7.

Perhaps the most interesting of the over-differentiated terms is the fourth term in (1.20c), —a3 ~O0rdJ,. Recalling
that the procedure for our energy method requires first multiplying by .J,, then applying D®, and then testing with
2N ~20+1,27D6( ] A ), we find that the leading order integral obtained from this term is given by

t
—2a/ // N2 L2 (] 38,)8, D5, DO (J, A, )dzdt’ . (1.30)
tin T

This integral explains the over-differentiated geometry nomenclature: it appears that there is one too many derivatives
in 9,D°J,. We can have six derivatives on .J, but not seven, and as we shall see, there is indeed an exact derivative
structure here. Let us explain why six derivatives on .J, is in agreement with the norms (1.27) of our energy method.

We return to the approximate dynamics for .J, given by (1.22a) and perform a sixth-order energy estimate on this
relation. The resulting differential inequality yields, via the Gronwall inequality, the bound

~ t ~
sup ||t DOJ, (x,1")]|7. +/ |4 D0, (2, ¢)|| 7, At < €2D2  (¢).- (1.31)
t' € [tin, t] ® tin z

Because ¢ is equal go J, and because Jg_1 > % which is proven in Section 9, we see from (1.31) that the unweighted
function D®.J, is bounded in the spacetime L2-norm by 5Dg7 (1), showing not only that six derivatives of .J, are
bounded, but that the upper bound of the spacetime L?-norm is extremely small.

To estimate the integral (1.30), we integrate-by-parts with respect to 9. Using that .J, 3! N = %(Jg\/gV N — Jgi N)s
that J,W ,, = O(—1), and that J, Z, = O(1), integration-by-parts in (1.30) produces the highest order integral:

t
Jerror — / //2 272’8+1§02T(J9V0VN)D6J9 aaTDG(JgAN)dxdt/ . (132)
tin T

At this stage, we use the evolution equation (1.20a) to make the substitution
ad,D%(J,Ay) = —L£9,D%(J,W ) + aA,0,;D°J, + P10,D57 - » + Lo.t.
To leading order, the integral 1°°" in (1.32) is written as

Ierror — Ifrror + IQerror Jr I§rr0r ,
i
forror — _ / // S (W) PP, D (W) dad,
tin T
t
I = 04/ //2 ST (J, W )A DO, 0,D° J,dzdt’
tin T

t
Igrror — / // 2*25+1¢2T(JQWN)P197% DGJg aQDGT . Ndl‘dt/ . (133)
tin T2

Let us first explain how we bound the integrals I57°" and I$™°". The integral I5"°" has the obvious exact-derivative
structure, which together with an integration-by-parts with respect to 9, produces the following:

t t
gt = ¢ / //T 2 S22 (W )A Dy [DOT, | Pdadt’ = 2 / //T ) 07 (57204102 (J,W0)A )| DS J, |*dadt’
tin tin

This integral is now easily bounded using (1.31) together with our established pointwise bounds for the coefficient
function which are proven to hold in Section 9.

In the same way that we obtained the bound (1.31) for .J,, we can obtain the analogous bound for h,5. We perform
a sixth-order energy estimate on (1.22b) and find that

¢
sup 5”90% D%,y (ac,t/)HQL2 +/ Hap_% DSh.» (x,t’)”iz dt’ < K52D§’T(t), (1.34)
t/ €[tin,t] v tin v
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where D¢ () is the damping norm that arises from the tangential-component energy estimates for the system (1.21)
and K is a constant used in the bounds for those tangential-component energy estimates. From (1.14) and (1.15), to
leading order, we have that

DG‘].Q = 97%D6h31 and aQDGT'N = 97166}1722 .

Therefore, to leading order, the integral I5™°" in (1.33) can be written as
t
I57or = / // N2 (J W, )P1g ™2 DOh,y DOh,gy dadt’ .
’]1‘2

. . I =~ 2 . .
We integrate-by-parts with respect to dz, form the exact derivative 0, | DSh,5 |”, and integrate-by-parts with respect to

01. We obtain that to leading order,

t
137 = %/ // By (B2 (J, W, )P1g~2) [DOh, [*dadt’,
tin T2

and this integral is easily bounded using (1.34).
We now explain how to estimate the integral /57" in (1.33). We first integrate-by-parts with respect to J;, use
(1.22a), and find that to leading order with ¢ set equal to J,, we have that

t
It = / // E’QﬁJfT(ﬁthﬂDG(JqWN)|2dxdt’
tin T2

Comparing this integral with the second integral on the right side of (1.25), we see that the sign on 0;.J, is now positive
while it is negative in (1.25). In (1.25), the second integral on the right side is a damping integral, while the integral
I777°" produces an anti-damping integral, meaning a sign-definite integral but with the wrong sign. Consequently, this
anti-damping integral I$™°" must be combined with the damping integral on the right side of (1.25). The sum of these
two integrals yields the same type of integral as in (1.26) for the function D6(JgV°V ~); more precisely, we have the
lower bound for this sum of integral given by

(r—% )(H—a)/ // =20 720 DO (J, W, )| *dadt’ (1.35)
T2

it is is therefore clear that in order to obtain our damping norm, we must choose r > 5. For our analysis, we setr = %
We have now given an overview of our energy method for the normal- component system (1.20). Similar energy
estimates are performed for the tangential-component system, leading us to bound the following norms

&, () = HWJzDG(WT,zT,AT (1.36a)

O3z
D2 (1) _/ gt I3 D8 (W7, 2y A ) 1)} (1.36b)

Defining the fotal norms by

E5(t) = & v (t) + (Ke) 725 1 (1),
Di(t) = Dg (1) + (Ke) ™D (1) ,

our combined energy estimates prove that (¢) and Dg(t) remain uniformly bounded for tin <t < tyop.

As we stated above, this overview used a highly simplified spacetime to explain some of the key ideas for our
energy method. The actual scheme uses three different spacetime regions: (1) the spacetime region bounded from
above by the pre-shock cylindrical surface shown in the left panel of Figure 4, (2) the downstream region bounded
from above by the level set {J,(x,t) = 0}, shown in red in the center panel of Figure 4; and (3) the upstream region
bounded from above by the distinguished slow acoustic characteristic surface passing through the pre-shock, shown in
green in the right panel of Figure 4 below.

1.11. A rough statement of the main theorem. The main results of this paper are Theorem 4.6, Theorem 4.7,
and Theorem 4.8, corresponding to the three panes in Figure 4. For convenience, we summarize in Theorem 1.2 a
significantly abbreviated version of our main results.
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Theorem 1.2 (Maximal globally hyperbolic development in a box). Consider the 2D Euler equations (1.2) for
arbitrary v > 1, with H (T?)-smooth isentropic initial data (ug, o), bounded away from vacuum. Assume that the
data is compressive in the x, direction and generic."? For 0 < ¢ < 1, we assume that the initial dominant Riemann
variable wg := Uo +oo = O(1) is assumed to have a point at which 0wy attains its global (non-degenerate) minimum,
this maximally negative slope in the x1 direction is 0(77) while in the x5 direction the slope of wy is (9( ). Assume
that the initial sub-dominant Riemann variable zy := uO — o0g and the initial tangential velocity ag = uO are O(¢) in
amplitude and that their derivatives satisfy (0120, 1ao) = O(1) and (0220, D2a0) = O(e). The initial condition for
the geometry is (N, T, J,) = (e1, €2, 1). Then, assuming that € is sufficiently small, the following hold:

(i) There exists a spacetime Mgyerian, the of the Cauchy data (ug, o¢) prescribed at the initial time slice,
and a unique solution (u, o) of (1.2) in this spacetime, which propagates the regularity of the initial data; in
particular, (u,0) € CPH] NCTL.

(ii) There exists a family of Arbitrary-Lagrangian-Eulerian (ALE) diffeomorphisms (-, t), indexed by time and
defined in Section 1.7, which flattens all fast acoustic characteristic surfaces. Under the action of 1, the
spacetime gets mapped into its ALE counterpart, the spacetime M.

(iii) The Euler evolution (1.2) is equivalent to the evolution of the differentiated ALE Riemann variables (\iV, 2, A),
of the geometry (N, T, J,) and of the (rescaled) sound speed ¥, cf. (1.20), (1.21), and (1.22). These new
geometric unknowns propagate the regularlty of their initial data throughout the spacetime Mg, for instance,
Iy, hua, J, WN, ZN, AN, WT, ZT, AT are bounded in C{ HS, whereas 1) and 3 remain bounded in CY H?.

(iv) The spacetime M g is the M of the Cauchy data for the ALE dynamics (1.20), (1.21), and (1.22).
The future temporal boundary (“top boundary”) of MaLg consists of: a co-dimension-2 set of “first gradient
singularities”, which is the set of pre-shocks 2% = {J, = 0} N {J,,1 = 0}, a co-dimension-1 singular surface
which emerges from the pre-shock set in the downstream region, the set {J, = 0}, which parametrizes a
continuum of gradient catastrophes for the density and the normal velocity; the distinguished slow acoustic
characteristic co-dimension-1 surface emanating from the pre-shock set in the upstream direction, which serves
as a Cauchy horizon for the ALE Euler evolution. See Figures 3 and 4 below for a pictorial representation of
the future temporal boundary of Ma_k.

—ANny -

FIGURE 4. Left. The spacetime region with the future temporal boundary consisting of the orange
pre-shock cylindrical surface passing through the co-dimension-2 pre-shock set, shown as the black
curve. Center. The spacetime region used for the analysis of the downstream part of the MGHD].
The red surface displays the singular hypersurface consisting of the level set {.JJ, = 0}, which em-
anates from the pre-shock (the black curve) in the downstream direction. In orange we represent the
pre-shock cylindrical surface which also emanates from the pre-shock, but in the upstream direction.
Right. The spacetime region used for the analysis of the upstream part of the MGHD|. The green
surface denotes the distinguished slow acoustic characteristic surface emanating from the pre-shock
set (in black), which connects to the initial time slice in the downstream direction.

1.12. Organization of the paper. In Section 2, we introduce the Arbitrary Lagrangian Eulerian (ALE) coordinate
system, adapted to the fast acoustic characteristic surfaces. In Section 3, we introduce a new type of differentiated
Riemann-type variable which is a linear combination of the gradient of velocity and sound speed and the curvature of
the fast acoustic characteristic surfaces (see the identities (1.17)). Our analysis will make use of these new differenti-
ated Riemann variables in the ALE coordinate system.

In Section 4, we give a detailed description of the open set of compressive and generic initial conditions used for
our analysis. We then state the three main theorems of this work. Theorem 4.6 produces the unique Euler solution up

10The precise assumptions on the Cauchy data are given in Section 4.2, items ((i))—((viii)). The set of such initial conditions forms an open set
in the H” topology, as discussed in Remark 4.4.
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the pre-shock. Theorem 4.7 establishes the downstream part of the MGHD), and Theorem 4.8 establishes the upstream
part of the MGHD).

In Section 5, we explain the geometry of the spacetime region lying below the cylindrical-type surface correspond-
ing to the set of pre-shocks. Specifically, we smooth the corner formed at the intersection of the set of pre-shocks with
our final time-slice, and create a new smooth cylindrical-type surface using a modification of the metric-scaled deter-
minant .J,. We then remap time, ¢ — s, so as to flatten this surface, and redefine all of our variables to now be functions
of (z,s). We define the Sobolev norms used for energy estimates and state the pointwise bootstrap assumptions on
low-order derivatives and the Sobolev bootstrap assumptions on high-order derivatives. Section 6 provides some of
the basic consequences of the pointwise bootstrap assumptions, including the fact that Jg\iV ~(x,t) ~ rwo(x), which
is used on numerous occasions throughout our proof.

Section 7 establishes the sixth-order Sobolev bounds for the geometric quantities .J,, d2h, A, 7, the sound speed
Y, and the tangential reparameterization velocity V. In Section 8, we prove sixth-order energy estimates for the
vorticity. The resulting vorticity bound allows us to produce improved L? bounds for both the fifth-order and sixth-
order derivatives of J,A ., .J,Z,, and .J,W ... In Section 9, we close all of the bootstrap bounds.

Sections 10—12 contain the complete set of energy estimates used to obtain uniform Sobolev bounds for Euler solu-
tions in the spacetime bounded from above by the pre-shock cylindrical surface. Using the (x,s) coordinates defined
in (5.18), and the spacetime gradient operator D defined in (5.23), sixth-order energy estimates on the tangential-
component equation set (10.1) are performed in Section 10, providing uniform bounds for the tangential norms 5577(5),
56,7(5), 755,7(5), and 56,7(5) defined in (5.36). In Section 12, energy estimates for the normal-component equation
set (12.1) are given, with uniform bounds for the norms 557_,\/(5), EG’N(S), 557,\/(5), and 56,N(s) defined in (5.36).
The closure of these normal-component energy estimates relies upon improved bounds for the case of six pure time-
derivatives, and these improved bounds are proven in Section 11.

In Section 13, we give the construction of the downstream part of the [MGHD]. With the modified determinant func-
tion .J, defined in (5.7), we consider the spacetime with future temporal boundary given by the level-set {J,(z,t) = 0}
in the downstream region, and the pre-shock cylinder in the upstream region. A new coordinate transformation (13.8)
is introduced which maps (z,t) — (x,s) and flattens this future temporal boundary. Again, sixth-order energy es-
timates are closed for the normal-component equations, improved normal-component estimates are obtained for the
case of six pure time derivatives, and tangential-component estimates are closed. The resulting sixth-derivative uni-
form bounds establishes the existence of the unique Euler solution for all times up to the singular boundary where the
metric-scale determinant J, vanishes and thus where gradient blow-up occurs.

The upstream part of the is established in Section 14. A large portion of the upstream spacetime region is
foliated by (what are essentially) slow acoustic characteristic surfaces. The natural time evolution of the slow charac-
teristic surfaces is somewhat singular when written in our ALE coordinates, adapted to the fast acoustic characteristic
surfaces. In particular, the temporal rate of change of each slow characteristic surface is proportional to Jg_1 which
blows-up at the pre-shock. As such, we introduce a reparameterization of these slow characteristic surfaces but em-
ploying the x; coordinate as the evolutionary independent variable. The resulting description of the geometry of
the slow characteristic surfaces becomes smooth. We define the weight function J used in upstream energy method
via transport along these slow surfaces of the value of J, along the fast characteristic surface passing through the
pre-shock. With this weight function, we once again close sixth-order energy estimates for the normal-component
equations, improved normal-component estimates are once again obtained for the case of six pure time derivatives,
and tangential-component estimates are again closed. Uniform bounds are therefore established in the entire upstream
spacetime region, lying below the slow characteristic surface that emanates from the pre-shock.

Section 15 is devoted to establishing the optimal regularity of the velocity, sound speed, and the ALE family of
diffeomorphism 1. We prove that H” Sobolev regularity is maintained for the entire development of the Cauchy data.

In Appendix A, we provide the reader a self-contained introduction to the notion of of Cauchy data for
the Euler equations in the simplified setting of one space dimension. A complete description is provided in both the
traditional Eulerian setting, as well as the more geometric Lagrangian framework.

Appendix B is devoted to the basic functional analysis lemmas in the three different spacetime regions that we
employ for our analysis. We prove a number of technical lemmas which are spacetime variants of the classical Sobolev
and Poincaré inequalities, the Gagliardo-Nirenberg inequalities, Moser inequalities, and a number of commutator
lemmas.

Finally, in Appendix C, we establish L° bounds for solutions to certain transport equations, by obtaining p-
independent bounds for L” energy estimates and passing to the limit as p — oco. Keeping in mind that our ALE
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coordinate system is adapted to the fast characteristics associated to the A3 wave speed, the lemmas in this section
allow us to obtain pointwise bounds for quantities which are naturally associated with either the A; or Ay wave speeds.

2. ACOUSTIC CHARACTERISTIC SURFACES ASSOCIATED TO SHOCK FORMATION

In this section, we develop the geometry for shock formation. We shall study the problem on the spacetime T? x
[tin, T'], where the initial time t;, shall be made precise below, and T' € (tin, tfin] is arbitrary. The times t;, and tg, are
defined in (4.1), respectively in (4.4).

2.1. Characteristic surfaces. We denote the 3-transport velocity by

Vs =u+aon=An+ (u-7)T. 2.1

We shall foliate spacetime with acoustic characteristic surfaces associated to the “fast” wave speed A3. One way of
doing so is by studying the Lagrangian flow map of the 3-transport velocity Vs:

6t77(371;$2at) :V?)(n(xlvx%t)at)v n(xatin) =T. (22)

In terms of the standard Cartesian basis, we have that

n(x1, 20, t) = (0 (x1, 22,t), 0% (21, T2, 1)),
and that
771(55171'2,tin) =T and 7’]2(1‘1,1‘2’tin) =I5.

Using the flow map 7 we can give a geometric description of the fast acoustic characteristics surfaces.
At initial time ¢ = t;,, we foliate T? by lines parallel to e; = (0, 1), and denote these lines by 7., (tin) = {21} x T.
For each z; € T and ¢ € [t;,, T'], we define the characteristic curve (at a fixed time-slice) by

Yay () = 0(Vz, (tin), ) 5 (2.3)
and the characteristic surfaces up to time T > t;, (which are parameterized of z1) by

I, (T) = Ute[tm,ﬂ Yay (1) - (2.4)

Figure 5 below displays a few such characteristic surfaces I'y;, for five different values of x; € T. Figure 6 displays
the fast-acoustic characteristic surfaces I';, jointly with the slow-acoustic characteristic surfaces emanating from the
same initial foliation of T?.

FIGURE 5. For T' > tj, which is strictly less than the very first blow-up time, we display the
characteristic surfaces I, (T') defined in (2.4) emanating from five different values of z; € T. At
t = tin, the curves {7,, (tin) }, et are lines which foliate T2. The distance between the characteristic
surfaces ', (T') is decreasing as T increases leading to shock formation when this distance vanishes.
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FIGURE 6. For T' > t;, which is strictly less than the very first blow-up time, and for five different
values of 21 € T, we display both the fast acoustic characteristic surfaces I';,, (T") (in orange), and
the corresponding slow acoustic characteristic surfaces emanating from the same values of z; (in
olive-green). While the orange fast acoustic characteristic surfaces are close-to-impinging on each
other, the olive-green slow acoustic surfaces smoothly foliate spacetime.

2.2. An Arbitrary-Lagrangian-Eulerian (ALE) description of the geometry. While the Lagrangian flow 7 is a
natural parameterization for the fast acoustic characteristic surfaces I';,, it is convenient to introduce a tangential
re-parameterization in the form of the so-called Arbitrary-Lagrangian-Eulerian (ALE) coordinates.

Because each curve 7y, (¢) is a graph over the set T 5 x5, we introduce a height function h(x1, 2, t) such that

Yo, () = {(h(21, 22,t),22): xo € T}, t € [tin, T] .
The induced metric on ., (t) is given by
g(w1, 2, t) = 1+ |hyo (z1, 22, 1) 2, (2.5)
and the unit tangent vectors 7 and normal vectors A to the curves ., (t) are then given by
T(21,2,) = g 3 (hy2, 1),  and  N(z1,20,8) = g7 (1, —hys). (2.6)
We define the ALE family of maps ¢(z1, x2,t) = (' (21, z2,1),¢?(x1, 72,t)) , by'!
(a1, x9,t) = h(x1, 22, t)E1 + T2€9 2.7

where
h(zy,z2,tn) = 1. (2.8)

In order to preserve the shape of the characteristic surfaces I', (T°), the family of diffeomorphisms (-, ¢) must satisfy
the constraint

8t¢~N:(V301/1)~N:(u+a0n)o¢~/\/. 2.9)
Time-differentiating (2.7), we have that
8,:1@ N = 8th(el N) = g_%ath,

and from (2.9), we have that

Oh =g? (uo ) - N +acot). (2.10)
Similarly,
8,51/1 T = 8th(el . T) = g_%h,g 8th .
It follows that
O = (O - NN+ (O - T)T
= (o) - N+aoo)N+ ((uoy) -N+ago)h,T. (2.11)
UThe tangent and normal vectors to 7., (t) can be equivalently defined via the map . In particular, we have that 7 = g_%z/;,z =

_1 11 . . 2
g 2(h2,1),N=g 24,5 =g 2(1,—h,2), and the induced metric g = 1,2 9,2 = 1 + |h,2 |%.
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2.3. The deformation matrix Vi and its determinant and inverse. The diffeomorphisms v are fundamental in
our analysis, since the definition of the paraboloid of first singularities, which describes the downstream [MGHD], is
determined by the vanishing of the Jacobian determinant of ) (see Figure 7).

From (2.7) we have that

h,y A,
w=[01 f],

so that the Jacobian determinant is given by
J=detVy =h,; .
We introduce the metric-normalized Jacobian determinant as
J, =g ] =g %h,. 2.12)

The paraboloid of first singularities on the right side of Figure 7 will be shown to be the level set {.J, = 0}.

FIGURE 7. Left: in Eulerian coordinates, we represent the 2D analogue of the 1D image from
Figure 18 (below). For T' € [tin, tin] we display in orange the fast acoustic characteristic surfaces
I, (T) for various values of 7. The black curve, parametrized by zo represents the set of pre-
shocks in Eulerian coordinates (see Definition 6.6 below). The green surface is the slow acoustic
characterstic surface emanating from the pre-shock set in the upstream direction. The cuspoidal red
surface, which also emanates from the curve of pre-shocks, is the surface of “first singularities”,
the envelope (or “top” boundary) of the spacetime region in which the fast acoustic characteristic
surfaces remain in one-to-one correspondence with the initial foliation of spacetime. The Eulerian
of the initial data is the spacetime which lies in the “temporal past” of the union of the
green and red surfaces (and the time slice {¢ = tg,}). This spacetime has a boundary which is not
smooth; meaning, not differentiable, it has limited Holder regularity. Right: in ALE coordinates, we
represent the 2D analogue of the 1D image from Figure 19 (below). We represent the same surfaces
as in the left figure, except that we are composing with the ALE diffeomorphism . In these ALE
coordinates, the fast acoustic characteristics are flat planes which foliate spacetime, parametrized
by 2. The spacetime of of the initial data in ALE coordinates is the spacetime which lies
“below” the union of the green and red surfaces (and the time slice {t = tg,}). In turn, the red
surface is the portion of the paraboloid of “first singularities” {.J, = 0} which lies downstream of
the curve of pre-shocks, whereas the green surface represents the upstream part of the slow acoustic
characteristic surface emanating from the pre-shock, composed with the flow ). The boundary of
the ALE spacetime is W2:°° smooth.
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1 —hye
b= {0 ha ] !
and the inverse matrix B(z,t) = [Vi(x,t)]~! is defined by
B=J".

The components of b are denoted by b’, the upper index for the row, and the lower index for the column. It is important
to observe that

The cofactor matrix of V1) is denoted by

bl=wd =gind,  and B2 =(0,hy) = Jeb, (2.13)
so that ‘
Bj =J7 ', and B =67, (2.14)

As usual, the columns of b are divergence-free.

2.4. The relationship between ALE and Eulerian derivatives. The associated Eulerian unit tangent and normal
vectors are given by

T=ToYpt, n=wxoy L. (2.15)
Suppose that f denotes a differentiable Eulerian function, and that let F' = f o 1) be the associated ALE function.
Using (2.14) together with the chain-rule, we have that

friop =FBF = J 'Fan'+ Fpél.
Since e - N = fg*%h,g and ey - 7 = g*%, it follows that
Onfotp=J, ' Fi—g *hoFya (2.16a)
Orforp=g 2F,. (2.16b)

The identities in (2.16) show that the ALE coordinate system characterizes the “tame” tangential derivatives of f
simply as derivatives with respect to x5 for f o). The “singular” nature of the normal derivatives of f is characterized
not as much by the fact that these are derivatives with respect to the z; or x5 direction; it is the presence of the Jg_1
term (which blows up as J;, — 0) in front of F;; which fully characterizes the singular nature of normal derivatives.

3. A NEW SET OF VARIABLES FOR EULER SHOCK FORMATION

Having introduced a new system of ALE coordinates, we now introduce a new set of variables that are essential for
the analysis of the shock formation process and of the MGHD)|.

3.1. Euler equations in geometric ALE coordinates.

3.1.1. The differentiated acoustic Euler equations. We first compute the evolution of partial (space) derivatives of u
and 0. We differentiate (1.4) and find that

Oul g +(u-n+ aa)ui,kj nd + (u - T)ui,kj 7+ ao (0, —Opul g )+ oy, 0, +ul ui,j =0, (3.1a)
0ok +(u-n+ ao)o,i; n’ + (u- 7)o,k 7+ ao(ui,ki —0n 0,k ) + ao ul; +ud g 0,;=0. (3.1b)

The system (3.1) constitutes the differentiated acoustic Euler equations. It is imperative to study this differentiated
form to avoid derivative loss in the geometry.

3.1.2. ALE variables. Using our family of ALE mappings ¢ defined in (2.7), we define a new set of ALE variables
representing velocity, sound speed, and their gradients along the acoustic characteristic surfaces by

Ul=u'oqp, Y =001, (3.2a)
UL =ulpoy, Np=o00. (3.2b)

Additionally, we define the ALE wave-speed
Az3=X309p=U-N+aX, (3.2¢)

With respect to the variables (3.2), the system (3.1) takes the form
8t0}€ + g_% (UT — A3h,2 ) 02,2
+aSJ N (Spa v = Ul ) + aS Sk eh + 92Uk hio ) +aSy S + Ui0L = 0, (3.3a)
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S +g 2 (U-T = Ashya ) Sy
+ a3 UL M = Sk ) + aXg 2 (=Uk o M hyg 5502 hg +ULo 7)) + X, Ul + 3,07 = 0. (3.3b)
3.1.3. ALE Riemann variables. We define the ALE Riemann variables

W=U-~v+%, Z=U-N—-%, A=U- T, 3.4
and a new set of Riemann-type variables (which are of fundamental importance to our analysis) by
Wi = VUL + 5, Zp=a"UL -3, Ay =T7UL. 3.5)

We note that W, Z, and A are scalar functions, while \in, Zk, and Ak are the k™ components of vector functions. The
use of the ALE mappings 1) to parameterize the acoustic characteristic surfaces introduces a tangential reparameteri-
zation with the following transport velocity

V=g 3 (A= Aghy) =g % (A= hy (H52W + 1522)). (3.6)

In order to obtain the evolution equations for VOVk, 2k, and Ak we must first compute the dynamics of the normal and
tangential components of (3.3a). We find that

7 (Ni(at + VUL + (9, + va2)ik) +ad,Sg UL,
+ (52 W + 352 Z)Win + LA T + §.7,(Wi — Zi) AT =0, (3.7a)
T, (50 + V) U, — (00 + V)5 — a9 70

— 20X (Nif";cal _zc:k:d) + 202‘]\097%}7’72 (Nioi:ﬂ _XO:ka)

=+ Jg(l_TaVOVk =+ HTaik)iiNi + JgAkiiTi — %JQ(VOV;C — 2k>AiTi =0, (3.7b)
J, 78, + VO)UL + aXg ™2 J, 5,0 —aXT' ULy +aXg~ 2 J,h,o T'US
+ Jg(%(vo\/k + 2k)/&ij\/i + /&k-/&fﬂ-i + %(Vo\/k — 2k)(\i\/z — 21')Ti) = 0, (3.7¢)

which is coupled with the transport-type equation for h given by
Bih = g3 (U - N + aX) = g2 (aw + 1527), (3.8)
and the evolution equations for (W, Z, A), which are given in (3.21) below.

3.1.4. Tensor notation. We use bold notation for tensors, and write (3.5) as
lj:Vuozp, S=Vooy, W=paU+3, Z=20-3, A=70.
By ~ U we mean the contraction of the vector & with the tensor U so that A’U is a 1-form, which we identify with a
vector field, with components defined by
(WU), = AUL .
Similarly, the vector 7U has components (7U);, = 7/U%.
We next introduce the following component notation

° ° °

W,=W-n, W, =W-7, Zy=2-~N, Z,=2-7, Ay, =A- N, A, =A.T,
and this shall henceforth be used.
3.1.5. Geometric significance of the variables W, 2, and A. The variables W, 2, and A have been designed to both
encode certain components of the characteristic surface curvature tensor and avoid geometric derivative loss. The

significance of these variables is demonstrated using classical Eulerian Riemann variables. Following our definition
of the ALE Riemann variables in (3.4), we define the Eulerian Riemann variables by

w=u-n-+o, z=u-n—o, a=1u-T. 3.9)
Then, the identities (2.16), (3.4), (3.5), and (3.9) provide the following:
Wy = J, ' Wit —ho g 2 Wa +g7 A(J,  hoia —hy2 g7 2 has ) = (Gpw — adun - 7)ot (3.102)

Zy=J"Z1—hy 977, 9 A  ha —hya g Fhise ) = (82 — adun - T) oY, (3.10b)
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A/\/‘ = JgilAvl _h'72 g_%Av _%g_l(W + Z)(JgilhﬂQ _haQ g_%h722) = (a’na - %(w + Z)a’nT : n)owa (3100)

W, = gié 12 +Agfgh,22 = (0rw — ad;n - 1)ov, (3.10d)
Z, = g_%Z,g +Ag_%h,22 = (0rz —adn - 7)o, (3.10e)
Ar=g A0 —3(W+2)g 2hos= (8ra — L(w+2)0,7 - n)op. (3.10f)

3.1.6. Dynamics of geometry. We will use the identities
DN=-g 'Dhy7, DT=g 'DhonN,  Dg=2hpDh,, (3.11)
which hold for any differential operator D. From (3.5), we see that
NO o = Bow 4 1527, (3.12)
Differentiating (3.8) and using the identity (3.12), we obtain that
(0 + VOa)hyy = hyy (LE2W + 1522) - (W + hyo 7). in T2 X [tin, 77, (3.13a)
(0 + Vo) ho = g(HOW, + 152Z,) in T2 x [tin, 7], (3.13b)
h,y=1 and h,,=0, on T? x {t = ti,}. (3.13¢c)
From (2.6) and (3.13), we then have that
(B + VI)N + (LW, + 1592 )7 =0, in T? x [tin, T], (3.14a)
(B + V)T — (W, + 1592 ) v =0, in T? x [tin, T], (3.14b)
N=e; and T = ey, on T? x {t =tin}. (3.14c)
The definition of J, in (2.12), together with the dynamics (3.13), shows that
(s + Vo) J, = J,(AEW, + 152Z,) ,in T2 x [tin, T], (3.152)
J =1, on T? x {t =t} . (3.15b)
Similarly, with (2.5), we compute that
(0 + Vo)g? = g2 (W, + 1542 s, in T2 X [tin, T), (3.16a)
g7 =1, on T2 x {t =t} . (3.16b)
Thanks to (2.12) and (3.11), we have that
Jp2 = 9 2 haa—g Thoy hy higy = g~ 3 (P12 _‘]gg_%hHQ hio2) - (3.17)
and therefore
Ta N =g Yhio=g 2J,0+9 2J,hs by = —Ny1 T (3.18)

3.1.7. Dynamics of the Riemann variables. With (3.2) and (3.5), the un-differentiated Euler system (1.4) is written in
ALE variables as

(s + VO)U' — aST Ay — 98N (W + Zy) + SD(W; — Z;) = 0, in T? x [tin, 7], (3.19a)
(O + VRS +aX(Zy+A,) =0, in T2 x [tin, 7], (3.19b)
U'=u) and ¥ = 0y, on T? x {t =t} . (3.19¢)

Using the chain-rule and (2.14), we also record that
i =J,(Bx +heSr) = 3L Wy — Zy) + 30k (W, —Z,), (3.20a)
So =95, = Lg3(W, - 2Z,). (3.20b)

From (3.4), (3.19), and (3.14) , we have that

(0 + VO)W + A(H2W, + 152Z,) + aZA, =0, (3.21a)
(0 + V) Z + A(2W, + 1527.) —aX (A, +22,) =0, (3.21b)

(0 + VO)A+ SD(W, —Z, —2A,) — (W + Z2) (12 W, + 152Z,) =0, (3.21¢)
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in T? x [ti,, T, with initial datum
W = wg :=ug + ao, Z =zy:=uy—ao, A=ap:=ud, (3.214d)
on T? x {t = t;,}. Similarly, from (3.5), (3.7), and (3.14), we deduce
Jg(at + Vag)\iv + ongZ?g_%le,g

+ W (LW 1527y 4 JACCEeW, +159Z) + 27, (W - 2)A, =0, (3.22a)
J(0 +V3)Z - aJ,Tg 370, —2a% (W0, —3,1 ) + 202 J,9 2 hyy (WU, —3,0)

+J,(152W + 52 2)Z 4+ J AW, + 3527 — 9J,(W - Z)A, =0, (3.22b)
J, (0, + VO)A + asg 20,30 —aS7U,1 +aSg 2],k 7U

+J,(3W+2Z)(Ay — oW, — 1527 ) + AA, + (W - 2)(W, —Z,)) =0, (3.22¢)

in T? X [tin, T, with initial datum
W = Vg := Vué +aVoy, Z=Vz:= Vu(lJ —aVoy, A=Vay:= Vu% , (3.22d)

on T? x {t = tin}. The set of equations (3.14), (3.15), (3.19), and (3.22) will be studied in the spacetime region
represented in the left panel of Figure 8.

FIGURE 8. We revisit Figure 7, emphasizing the top boundary of the spacetime of of
the data, in which the evolution equations (3.14), (3.15), (3.19), and (3.22) will be studied. On
the left, we use traditional Eulerian coordinates, while on the right we use ALE coordinates. In
addition to the curve of pre-shocks (in black), the slow acoustic characteristic surface emanating
from the pre-shock (in green), and the downstream part of the cuspoidal surface/paraboloid of “first
singularities” (in red), we display two more surfaces (in both figures). In magenta, we display the
fast acoustic characteristic surface which contains the curve of pre-shocks. In orange, we display
the cylinder obtained by translating the curve of pre-shocks with respect to x;. The Euler evolution
in the spacetime which lies below the orange cylinder is analyzed in Sections 5—12. The Euler
evolution on the downstream side of the pre-shock, i.e., in between the orange and the red surfaces,
is analyzed in Section 13. The Euler evolution on the upstream side of the pre-shock, i.e., in between
the orange and the green surfaces, is analyzed in Section 14.

3.2. Dynamics of V. From (3.6), (3.13b), (3.16a), and (3.21), we have that
(O + V)V = —a%g~} (HeW, - §2, — Ay — ha (0hs — (1 - a)Zy)) . (3.23)
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3.3. Dynamics of normal components W, Z,,and A,.. From (3.5), (3.11), (3.14a) and (3.22a) we deduce that
(0 + VO)W,, = —W, (LE2W,, + 1527, + 2A, — %Eg_%hm) —aXg A, +2 (A + S92 )Zx
— (3w, + 127 YA, — (EeW, + 502 )W, — aXg 2hpm AL (3.242)
Furthermore, using (3.15a) we obtain that
(01 + VD) (, W) = —(J, \ivN>(ﬂi\T — 8% 2 hys ) —a¥g T Ao +5 (A + 5 ho ) S, 2y
— (3EeW, + 502, ) LAy — (HOW, + 1522 ) W, — aXg T hos J,A, . (3.24b)
From (3.5), (3.11), (3.14a) and (3.22b) we have that
(O + V) Zy = —Z, (150 W,y + 1227 4 SR, + S5g 2Ry ) — 2089 2ho Lo + 2050, 2,
+aXg A0 + 2089 3 (2 + A) T 0 +2 (A — B9 2R )Wy
— (MW, +3522,)A — (HeW, +1522,)Z, +aSg 2ha A, (3.252)
Furthermore, using (3.15a) we obtain that
(0 + V) (J,Zu) = —(J,Z5) (~aWy + aZy + SA; + 259 3 hy90 ) — 2059 Thya (J,2) 0 +205 21
+aXg T T AN 42050 3 (hy Zy + Zr + Ay) 0+ S (A — Xg 2 hygs ) J, W,y
— (MW, +359Z,) LA, — (BoW, + 1522,) 7,2, + aXg S hae J,A- . (3.25b)

We will later make use of the fact that we can write the Z ~ evolution in terms of a transport velocity based on the A;
wave speed as follows:

(0 + (V + 2059 2 hy2 )0y — 2050101 2
= —2N(1_7“VDVN + HT"iN + QAT + gEg_%h,zz) +205(g 72+ A) T, 0+ aXg 2 A,
+(A; =BG T hy )Wy — (H2W, + 3507 YA, — (W, + 1527, )Z, 4 a9 2has A, (3.250)
From (3.5), (3.11), (3.14a) and (3.22¢) we have that
(0 +VO)Ay = A (AW, + 12, + A)) + anJ; tAy —a%g This Ay
— 9% (W — Zy) 0 +5 (W + 2y — 2R, )(120W, 4 1227
— (W — Zy + 289 2hyg0 ) (W, — 2,) — 259720, 5 (WN +2Z,-2A,), (3.26a)
and by using (3.15a) we find that
(3 + Vo) (J,Ay) = —(J, AN)(_ﬁv"vN + 92 +Ar) +aZAy, —aSg thy (J,AN),

— 4%g” (J Wy — J,Z3) 0 +2 (W + J, 2 — 2J,A,)(259W, + 152Z,)
— (W — S, 2y + 2597 2 T oo )Wy — Z,) + a%g 5,0 (hyo Ax + Ay — Z,).
(3.26b)
We shall also make use of the A, evolution with a transport velocity that encodes the A wave speed as
(0 + (V + a%g 2 h,)do — axJ; 101) Ay
= A (AW, + 32, +A;) - ﬂzg—%J—ng,z (W + 2y —28,) — 2597 3 (Wy — Z,),
F AWy + 2, —2A,) (W, + 1597,) — (W, — 2, + 259 2hyo ) (W, — Z,). (3.26¢)

3.4. Dynamics of tangential components W.-, Z, and A . Using (3.5), (3.11), (3.14b) and (3.22a), we have that
(0 + VO)W, = — (3£22W, 1207 )AT +2%g S hos (Wr +2Z,) —aSg 3A,-7
= —aZg_%AT,Q +53g~ 2 h,22 (WT +Z,+ 2AN) — (#WT + 1_22"‘ 27)»&7 . (3.27)
In a similar way, from (3.5), (3.11), (3.14b) and (3.22b), we deduce that
(0 +V3)Zy = 2059 3hyy Zy g +20% 0, 21 —20%g7 % (2, — Ay)J, 7,0 +a%g 2 AL
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— 2% R hgy (Wy + 2, +2R) + a2y (W, —2,) — A (AW, +32,). (3.28a)
Just as we did for Z,,, we can write the Z evolution using the transport velocity based on the A\; wave speed as
(9 + (V + 2059 2 hy2 )0y — 2a5J;101) 2,
=2a%g" 2 J; ,0(Ar — 2) + g 2 Ars —§8g thas Wy + 27 +2A,)
+aZy(W, —2,) - A (AW, +3Z,). (3.28b)
Lastly, from (3.5), (3.11), (3.14b) and (3.22c), we compute that
(0 + VOr)A, = oS Ary —aSg tho Ay 88 E(W, — Z,)
— 909 (W +Z, +2R,) 0,71, 2458978 (W — 2y — ho Ag) D

+9A (W, —Z,) — (Ar)? — (W, — Z,)? — (W, + Z5)(352W, + 152Z,),  (3.29)

and along the transport velocity using the Ay wave speed, we also have that

(8t + (V + aZg_%h,g )62 — aEJg_I(‘)l)AT
= 2% (W, —Z2,),0— 989 5 (Wy + 2, +280) )7 0 +259 2 (Wyy — 2y — hyo Ay)hon
+2ACW, —2Z;) — (Ap)? = S(W, — Z,)? — J(W, + Z,) (oW, + 152Z,). (3.29b)

3.5. Dynamics of vorticity. The Eulerian vorticity w := V' -4 = —9,;u - n + O,u - T is a solution of
Ow + (u+ aon) - Vw +w(dive —n - Vw) =0.

We define the ALE vorticity

Q=wop=Ay - (W, +2Z,). (3.30)
We next define the Eulerian specific vorticity by w = (a(f)*%w and a simple computation verifies that

ohw+u-Vw =0.
Defining the ALE specific vorticity
Q=wot=(aX) =Q, (3.31)

an application of the chain-rule, (2.14), and (3.5) shows that

L0+ V) — a0, +ag  hs J,0,5=0. (332)

3.6. Identity for the divergence. The Eulerian divergence of the fluid velocity is given as div u := J,u-n+ 0 u- 7.
We show here that the ALE version of the divergence of the fluid velocity, namely (div u) o1, may be written as a

linear combination of the differentiated ALE Riemann variables W, Z, and A. More precisely, by appealing to (3.4)
and (3.10) we have

(divu)oy) =

=I(Wy+2y)+A,. (3.33)

The above identity is in direct analogy to how the ALE vorticity was written in (3.30) as a linear combination of
components of W, Z, and A.
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3.7. Identities for Jqu\l7 Jgi, Jg.&. It is important to first rewrite the system of equations (3.22) by commuting J
with the operator 0; + V 0 as follows

(0 + Vo) (J,W) + aXg~2J, 70,5 = (3.34a)

(0, + V) (J,2) — aXg 2,70, — 2a2(NL°J,1 —31) 208 0,9 thy (W0, —3) = F, (3.34b)

(8 + V&) (J,A) + aXg~ 2,35 —aXS70,, +aXJ,g 2 hs 7Us = Fy | (3.34¢)

(0 + Va)ho = (oW, + 152Z,) (3.34d)

00+ Vo), = (2T W, + 527,2,) (3.34e)
where

Fo = —520,(WyZ, — W, Z)7 — J,(35eW, + 1592 )A — 9J,(W - 2)A,,
F=aJ,Wy — Z,)Zy~N — J,(152W, zN—H—awNi +aZyZ)T

— J,(HeW, + 3597 A+ ST, (W - 2)A,,
Fo=35J,(W N*ZN)ANN+J<:(AT(1+TQWN+7ZN)*%'& (W, +2Z,))7

— J,(AA; + 2(W - Z)(W, — Z,)) + L J,(W + Z)(1EeW, + 1527,

In order to close highest-order energy estimates, it is essential to re-weight the equations (3.34b) and (3.34¢) in a
manner specific to the normal and tangential components. By computing the normal components of (3.34) and the
tangential components of (3.22), we arrive at the following system of equations:

L0+ V) (W) + ag™ 2 (LA )2 —ag T ATy 297370 N(JWy + J,Z — 2J,A) = F), (3.35a)
F(0+ V) (], 2y) = (W = J,2)(,Z0) — ag 2 J,(J,Ag) 2 +ag 2 Ay, ], 0

+ 297370 N, (LW + J,Zy — 20,A0) — 20(J,Z,),1 =207 1 N, (B + Z,) + 20,1 Z,y

20,9 2 hiy (J,20) 2 +20T 2 NJ2g 2 hy (R + Z7) — 20,0 0,9 2 hy Zye = F (3.35b)
F(0+ V) (JAN) = 35 (I Wa = L,Zo)(A) + g™ J,(J, 5 )2 —ag™ 2 (1, 5) ;2

+ag 22T N, — a(B) 0 +9T0 N2 W + J,Zy — 2J,A) + ad,, Ay

+ad,g Fhe (JA) e =272 N9 Fh (W + J,Z — 2J,A;) — adyg  2hye J, 0 Ay = FY,  (3.35¢)

and

LD+ V)W, +ag 2A 0 —ag 57,0 N(Q+ W, +2,) =F], (3.35d)
L0+ VO)Zr — adyg PArptad,g 2T N(Q+ Wy + 2,) — 202, —2a7, N(A, — Z,)
209 Thio J,Zy 04209 2h J, 70 N(A, — Z,) = F (3.35¢)
%(at +V8)A, + ag_%JgiT,g —ag_%JgiNT,g N =B, +aTy NQ+W, +2Z,)
tag ThoJArs—ag Thy 7o NQ+W,+2,)=FT, (3.356)
where
RV = —Z((3taW, + 1597 A, + S (W, ZN)AT + (W, 4 1592 )W), (3.36a)
Y= % (oW, + 3522,)A, — $A- (W, — 2,) + (M52 W, + 1522,)2,), (3.36b)
FY = — L (AGA, — W (W, +Z,) — Z(M200y, — 12207 ) L A (L5eW, 4 1527 ) (3.360)
Fr =LA (322W, + 15227 (3.36d)
=LA (AW, +32,)+ 2J,2,(W, - 2,), (3.36¢)
7= L(2QW, — Z,) + LW, + Z,)(H22W, + 15207 ) — A2 — 2 (W, — Z,)?). (3.36f)

4. INITIAL DATA AND MAIN RESULTS

We consider the Euler system posed on the spatial torus T? = [—, 7] with periodic boundary conditions in space.
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4.1. The time interval. The initial data is prescribed at the initial time

tin 1= — g€ 4.1)

The above choice of initial time is made so that the very first time at which is J, vanishes, is given by
04+ 0O(?). 4.2)

That is, the very first singularity is expected to arise at a time which is O(g) past t;,. Our goal is to analyze the Euler
dynamics for an additional O(e) amount of time past this very first blow-up time, so that there is ample room (in time)
to observe the geometry of the MGHD|. For this purpose, we define

2 1
tmed = mE " 100 * (43)

We aim to study the Euler evolution on T? X [tin, tmed), i-€., for an O(¢) amount of time past the very first singularity.
In practice, it is convenient to smoothly cutoff the [MGHD| spacetime with respect to time, while leaving the
dynamics unaltered on [tin, tmed]. For this purpose we introduce a final time

tin = To5€ - 35 - (4.4)

We leave the Euler dynamics unaltered on [ti,, tmed], and employ a smooth cutoff procedure in time (see the definition
of the function J, below in (5.7)) on the time interval (tmed, tfin]. We establish bounds which are valid on T? x [tin, tfin],
but the Euler geometry is only captured on the subset T2 X [t;, tmed]. Throughout the paper, we restrict the time variable
to satisfy ¢ < tgp, so that in particular 0 < ¢t —t;, < 12+Ea . % forall ¢ € [tin, tsin]. We note that the precise definitions of
0 < tmed < tfin given above are not relevant; these choices are only made here for convenience, and the only features

that matter are that 0 < tmed = O(e) and that 0 < tfin — tmed = O(€).

Remark 4.1 (Notation: rescaled derivatives). Since the evolution occurs on an O(g) time interval, we expect that
each time derivatives to “cost” a factor of ¢~1. It turns out that the analysis in the paper is performed on O(g) x O(1)
sub-domain of T?, and thus we expect Oy derivatives to “cost” a factor of =, while O, derivatives to not bring in
powers of €. Keeping this in mind, throughout the paper, we will use the rescaled spacetime gradient operator D, given
in (z,t) coordinates, by

D: (Dt7D17D2) = (€3t7881,82). (45)
When D acts on a function of space alone, we implicitly identify D with (D1, Ds) = (€01, 02). We will use the following
notation when discussing these derivatives:

o The symbol D™ is used to denote any partial derivative DY with v € N§, where DY = (£0;)7°(£01)7105? with
|v| = m. In particular, throughout this section there is no need to keep track of the specific multi-index ~, just of
the total order |7y| = m of the tangential derivative.

e Naturally, the symbol |D™ f||2, denotes 2y j=m 1(€00)0 (e01) ™ 032 f|2 2. Whenever the aforementioned sum

over all pairs v € N3 with |y| = m is implicit, it will be dropped, so that we do not further clutter the notation.
e For any scalar function f, with the notation for D introduced in (4.5), we shall denote commutators as

Y -5 o
D"]g := fD7g — D” =— D7 D%.
[/;D]g:=fDTg=D"(fo) == | ( 5) /D%
Lastly, we shall use the notation
(D7, f,9) =D7(fg) — fDg—gD'f =)

to denote “double-commutators”.

Y y—4 4
§<,1<16]< || -1 <5)D b

4.2. Theinitial data. Itis convenient to state the initial data assumptions in terms of (wy, 2o, ag) defined cf. (2.6), (2.8),
and (3.4) via
wo = Ug - €1 + 0o, 20 = Ug - €1 — 0y, ap = Ug - es, 4.6)
rather the velocity and rescaled sound speed (ug, 0g). The initial data is taken to satisfy the following properties:
(i) There exists a constant'” ko > 20, which is independent of ¢, such that
supp (wo — ko) Usupp (zo) Usupp (ag) C Xip := [—137e,13me] x T. 4.7

Naturally, € is assumed small enough to ensure that 13¢ < 1, so that &}, C T?.

127he purpose of kg is to ensure that the initial data does not have vacuum, see (4.8). The assumption ko > 20 is made only for convenience.
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(ii) At the level of no derivatives, we assume that

lwo—ollze <3, leollpe Seror  llaolle < o

Therefore, the initial rescaled sound speed o satisfies
%Iio < op(x) < %Iﬁo, for all xeT?. (4.8)

(iii) Assume that (wo, 20, a9) € H 7(T2), and that there exists a constant C > 1, which is independent of ¢, with!3

> (07wl +7MID 0y a0) || )+ DS (672 [[D7wo| o +e72 (D7 (200 a0)|,.) ST (49)
1<]y|<5 T e<hi<T

Here we have used the notation Dy = €01, Da = 8, and DY = D]"DJ? for v = (71,72) € N3.
(iv) Recalling the notation Dy = £0; and Dy = 0, we assume that for all x € T? we have

-1 S D1’LUO S |D2’UJO| S 1, and |DD1UJO| S 2. (410)

1
10
(v) We assume that the global minimum of D;wy is non-degenerate and occurs at x = 0. By this we mean that
Dlwo(O) = -1, Dg’wo(O) =0, DDl’wo(O) =0, and (1 — E)Id < D2D1U)0(0) < (1 + E)Id
(vi) We assume that for each x5 € T, the function z; +—> Dlwo(xl, 29 ) attains its global minimum at a unique point
xy =y (2), such that the bounds Dywo (2 (22), z2) < — 35, and Dfwo (zY (x2), 22) > % hold. ]
(vii) We assume'? that there exists g > 0 such that for all € € (0, go] and all z; such that |z; — 2} (z2)| > €7, we
have D1U}0(1‘1, JZQ) Z Dlwo(x}/(xg), .1‘2) + 6%.
(viii) We assume'” that there exists g9 > 0 such that for all ¢ € (0, &) the following holds. If x = (z1,x2) is such
that z; — xY (22) > % and D2wo(z) < ¥, then Dywo(z) > —5 and D3wo(x) > —1. Symmetrically, if
(x1,22) is such that 71 — Y (z2) < —¢% and D2wo (w1, 22) > —¢¥%, then we assume that Dywo (1, x2) > —%

and Dfwo (1, 22) < 1. Lastly, we also assume that for z € T2, if Dywg(z) < —1, then Dwo(z) > 1.

Remark 4.2 (Size of derivatives of the initial data). Instead of working with (4.9), it is convenient to quantify the
size of higher order derivatives of the fundamental variables in the analysis. Recall that (W, Z, A, U, %)|t=, =
(wo, 20, @0, U0, 00), Jylt=t, = L o1 lt=t, = L hpoli=t, = 0, gli=t, = L Nz, = e1, Tl=, = €2, that
(W, Z,A)|,—, may be computed from the identities (3.10), while V |y, may be computed from (3.6). Then, us-
ing the identities in Section 3 (at t = t;,), we may show that (4.9) and assumptions ((1)), ((i1)) imply that there exists a
constant Cyata = Cdata (@, Ko, 6) > 1, which is independent of ¢, such that

> e HDW )| e H[DUZ At p + D0 DWW )| o 2T [DT(Z AN i)

1<|yI<7 <5

+ Z EQHD’Y JWN’) In HL2 +5 HD’Y JZN7JAN) m HLQ +E HD’y(z/\MAN)(atln)HL%
[vI<6

+ D €D W) Ctin) || e + (D7, 2, LA tin) [ e + (1D (Zir, Ar) s tin) |
[v|<4

+ Y e 2 [DW ()| o 273D (Z e, A tin) |
[v|<6

+ D IDWo (st o + 7D (Zr A tin)| o
[vI<4

+ D e |7, 8,0, 0)( ti)ll; + D0 11D B Q) i)
[v|<6 [v[<4

+ > e E[D(n, hoa V) (stin)]| 2 + > D, hoa , V)(stin)]| oo < Caata - 1D
[v|<6 [vI<4

BIntuitively, estimate (4.9) says that (at least up to the seventh derivative) we should think of wo (z) ~ o FW(EL, 22), 20(x) ~ eZ(ZL, 22),
and ao(z) ~ e A(%, x2), for some smooth functions (W, Z, .A) which obey O(1) bounds (with respect to ¢) for all their derivatives.

14 Assumption ((vn)) is only used once: in the proof of Lemma 6.3; more precisely, in the proof of estimate (6.53).

15 Assumption ((viii)) is only used in Sections 13 and 14, where we consider the downstream [MGHD], respectively the upstream [MGHD).
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Here we use the notation from (4.5), with DY = D}°D]'DJ?, and y € N3. We note that the gain of €= that the L2
bounds experience over the LS° bounds are due to the support of size O(g) in the x1 direction, see assumption ((i)).
Verifying that the bounds in (4.11) have a scaling with respect to € that is consistent with (4.9), and also with assump-
tions ((1)), ((i1)), is an exercise whose details are omitted here. Throughout the paper we shall refer to (4.11) instead
of (4.9), although the former follows from the latter.

Example 4.3 (The prototypical initial data). The prototypical example for wy is of the type

w0 ex (71, T2) = Ko + () P(22), (4.12)
where kg > 20, and the functions ¢ € C§°(R) and ¢ € C°°(T) have the following properties:

e o(r) = —r+ ¢r® forall |r| < V2 and o(r) = 0 for |r| > 13n. For /2 < |r| < 137 we take @ such that
-1< sgn(r)go( ) < 35 -1 < @(r) < 5oand = < sgn(r)e”(r) < 3. Fore < 5, we may view (%) as
[—7, w|-periodic. It is straightforward to construct a functzon  which sattsﬁes all the above conditions.

o ¢(T) =1— 37 forall [F| < r and ¢(T) = 32 for T < || < 7. For = \ﬁ < |F| < & we take ¢ such that
—1 < sgn(r)¢/ () < 0, and |¢"(¥)| < 3. It is straightforward to construct a function ¢ which satisfies all the
above conditions.

A plot of a prototypical function wy cx and its derivative Dywy o« are given in Figures 9 and 10 below. We then verify
that the function defined in (4.12) satisfies the assumptions we imposed on wy:

e ((i)) holds because () = 0 when |z1| > 137e.

e ((ii)) holds since ko > 20 and because |p| < 1and 0 < ¢ < 1.

e ((iii)) holds for some C > 0 because @ and ¢ are C'*° smooth and have the correct scaling in x1 and x-.

o ((iv)) holds because —1 < ' < L & |9 < l and || < 3

3
e ((v)) holds because wo ex (w1, x2) = ko — 2 + $ 223 + é:; — 553, forall |xy| < V2 and |xo| < \/Lz*o'
o ((vi)) holds with Y (x2) = 0 because ¢ 2 0 and so the global minimum of the function O1wo ex(-,x2) =
10/ (2)¢(y2) occurs where ¢ is most negative, i.e., at x1 = 0. Moreover, we have D1w0 ex(fU1 (x2),22) =

& (0)6(2) = —B(12) < —12 < —2, and Do, ex (& (22), 72) = 9"(0)6(12) = Bla) > 1 > 2.
e ((vii)) holds with eq = 675, because for |x1—xy (x2)| = |z1] > e, we have D1UJO(.T1,$2) Diwo(xy (x2),x2) =
(/1) ~ @ 0)6(e2) 2 B+ /(@) = Bming3, §(2)2) > ot >
o ((viii)) holds because if x1 —xy (x2) = 1 > £1, it means that “* L > 54, and since ¢ > % we have D3wg ex () <
cf o e'(2) < 2958 =>4 > V2, since a2 < V2, then () =2 > e which is strictly larger than
%c% ife <eo < (33)% Batifg”?1 > V2, then @' () > —1 andso Diwy ex( ) =@ (2)(x2) > —3 > —3.
Moreover, ¢ (“1) > —L and so Dwg ex(7) = ¢ (& )¢($2) > —1. The symmetric statement for v1 — zy (x2) =
x1 < —e% holds for the same reason. The last condition holds true because if —3 > Dywg,ex (@) = ¢/ (&) p(x2),
L +. and hence |2 < \/_ But in this region we have that ¢""(%+) = 1, and hence

then ¢’ (%) < —3 < —1,
Do ex(z) = ¢ (2)d(2) > Blz) > 22 > L.

FIGURE 9. Left: a global view the function w ex, plotted for |z1| < 10me and |x2| < %, with
€ = 55- Right: a zoom-in of the function wp ey, plotted for |z < % and |z < &, withe = 5.

Next, we identify prototypical initial data for ay and zo. Note that these fields only need to satisfy conditions ((i1))
and ((iii)). As such, we may for instance take

20,ex(T1,22) = 0. (4.13)
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FIGURE 10. Left: a global view the function Djwyq ex, plotted for |z1]| < 107e and |z2| < i, with
= 21—0. Right: a zoom-in of the function Dy wy ey, plotted for [21| < %7 and |z2| < %, with e = 21—0.

We may also take

agex(1,22) =0, (4.14a)
but maybe a more interesting prototypical example of initial data for aq is one for which the initial velocity ug is
irrotational, which is equivalent to %agwo = 01a0,ex, and this is given by

a0,ex(T1,2) = §P(2)¢ (x2), (4.14b)

where ¢ is as in (4.12), and ® is the compactly supported primitive of the function ¢ from (4.12). That is, ®(r) =
ffoo o(r")dr’. By choosing ¢ to be odd, we ensure that ® is supported in |r| < 13w, ensuring condition ((i)).
Moreover, condition ((i1)) holds as long as ko > 20, so that (4.14b) is a permissible choice of initial data for ay.

Remark 4.4 (An open set of initial data). We note that the initial data (wy, zo, ag) may be taken in an open set
with respect to a suitable topology. The most direct way to see this is to consider a ball of radius eV with respect to
the H (X, topology'®, with N sufficiently large, centered at the prototypical functions (wo ex, 20.ex, 40, ex)> defined
earlier in Example 4.3—see (4.12), (4.13), (4.14)—with kg > 20, and ¢ € (0,eq), where ¢ = eo(, ko) is a
sufficiently small constant. Indeed, for any function in this ball, conditions ((1))—((viii)) are satisfied, if N is taken to
be sufficiently large. To see this, start with conditions ((1)) and ((iii)), these hold automatically for all functions in this
ball by the definition of the H(X.y,) norm, upon possibly enlarging the value of C. Condition ((ii)) holds because
for ko > 20 the functions (W ex, 20,ex, 00,ex) Satisfy these bounds with strict inequalities, and we have the Sobolev
embedding H{(Xy,) C L°°(Xi,). Similarly, the bounds Dywg < %, |Dawg| < 1, and |DDywy| < 2 appearing in
((v)) hold if € is taken to be sufficiently small, because by construction, the function w cx satisfies these bounds with
strict inequalities. The bound Dywo(x) > —1 holds in a vicinity of x = 0 due to assumption ((v)), while for x away
Sfrom O it holds because there w o« satisfies this bound with a strict inequality. Similarly, the conditions on the initial
data in ((vi)), ((vil)), and ((viii)) are all bounds satisfied by wg x with strict inequalities, and hence small enough
smooth perturbations will also satisfy these bounds. It thus remains to discuss assumption ((V)) on the initial data. It
is clear that arbitrary small perturbations of wo ex may not anymore attain their global minimum exactly at x = 0,
or this minimum may not anymore equal exactly —1, or we may not anymore have the exact equality Dowg = 0 or
D2Dywq = Id at this global minimum. Nonetheless, as we have previously discussed in [8, Section 13.7], we may
use the Galilean symmetry group and the scaling invariance of the Euler system to relax the pointwise constraints
in ((v)). For instance, small and smooth perturbations of wo x Will attain their global minimum at a point near 0,
which may then be shifted to be exactly at 0 using translational invariance. An affine transformation of space may
then be used to ensure that Dowy and DDywqy vanish at this point, and scaling may be used to enforce that Dywg
equals —1. Our condition on the Hessian of Diwy is already an open condition, so it will be automatically satisfied
for small perturbations. This concludes the proof of the fact that all smooth and sufficiently small perturbations of the
prototypical functions constructed in Example 4.3 satisfy all the assumptions on the initial data: ((i))—((viii)).

Remark 4.5 (Notation: usage of < and the dependence of of generic constants). Throughout the paper we shall
write A < B to mean that there exists a constant C > 1 such that A < CB, where C is allowed to depend only on «,
ko, and Cyata, but be independent of €. Throughout the paper we use C to denote a sufficiently large constant which

16Altv:rnatively, we may take perturbations in the standard H7(T?) topology which are sufficiently small. Such perturbations can potentially
destroy the support assumption (4.7). Nonetheless, because these perturbations are infinitesimal, and because the Euler system has finite speed of
propagation, a suitable cutting procedure, and the classical local well-posedness theorem for the Euler system reduces the problem to studying a
“cut” or “localized” initial data, which now does satisfy the support assumption (4.7). We refer to [8, Section 13.7] for the detailed argument.
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depends only on «, kg, and Cyata, and which may change (increase) from line to line. We emphasize that C' is never
allowed to depend on . Since € will be chosen to be sufficiently small with respect to «, kg, and Cyata, we frequently
write inequalities of the type eC' < 1.

4.3. Main results. The following three theorems are the main results of this paper. Theorem 4.6 concerns the process
of shock formation, and is proven in Sections 5—-12. Theorem 4.7 concerns the spacetime of downstream of
the initial data, and is proven in Section 13. Theorem 4.8 concerns the upstream spacetime of of the initial
data, and is proven in Section 14. See Figure 4 above. Additional optimal bounds for velocity, sound speed, and ALE
map are reported in Section 15 in all cases.

Theorem 4.6 (Shock formation and the set of pre-shocks). Fix a = 77_1 > 0, where v > 1 is the adia-

batic exponent. Let kg > 20 and C > 1 be two arbitrary constants. Then, there exists a sufficiently small €y =
eo(a, ko, C) € (0,1] such that for every ¢ € (0,e0] the following holds. If the initial data (ug, o )—or equivalently,
(wo, 20, ag) cf. (4.6)—of the Euler equations at time t = t;, (cf. (4.1)) satisfies assumptions ((i))—((vii)) with parameters
(o, ko, C, &), then there exists a spacetime P and a time-dependent family of diffeomorphisms (-, t): P N {t} — R?
such that the following hold:

(a) There exists a unique classical solution (u, o) of the Cauchy problem for the Euler equations (1.2) in the space-
time Peylerian := {(¥(x,t),t): (x,t) € P}, with data (ug, 0¢). The solution (u, o) is as smooth as the initial
data, i.e., it does not lose derivatives.

(b) Each diffeomorphism (-, t) is invertible with det(V) > 0 on P, for every t the map x — (x,t) — x is
']I‘z-periodic, and v is as smooth as the initial data, i.e., it does not lose derivatives.

(c) The map ) defines a smooth ALE coordinate system (2.7) on P, with associated smooth normal & tangent
vectors N & T defined via (2.6), and smooth metric-normalized Jacobian determinant J, =~ det(V)) defined
via (2.12). This ALE coordinate system flattens every fast acoustic characteristic surface and allows us to char-
acterize P = {(z,t) € T? X [tin, tmed]: Ming, er J, (21, 22,t) > 0}, cf. (5.11), where tmeq is given by (4.3).
The spacetime P describes the Euler evolution for an O(g) amount of time past the “very first” singularity and
satisfies P C T? X [tin, tmed)-

(d) The “top” boundary (future temporal boundary) of P, i.e., OiopP = {(x,t) € T? X [tin, tmed]: ming, et J, = 0}
contains the set of pre-shocks =*, which parametrizes a cascade of first gradient catastrophes, resulting from
the distance between fast acoustic characteristic surfaces collapsing to zero. The set of pre-shocks is a smooth
co-dimension-2 subset of spacetime (see Definition 6.6) characterized as the intersection of two co-dimension-1
surfaces: 2% = {(z,t) € T? X [tin, tmed]): J,(z,t) = 0} N {(z,t) € T? X [tin, tmed): O1J,(z,1) = 0} C DropP-

(e) The ALE coordinate system allows us to define, via (3.2b) and (3.5), a new set of smooth multi-dimensional
differentiated geometric Riemann variables (\iV, 2, A) whose time evolution is given by (3.22). On the space-
time P the Euler equations (1.2) for (u, o) are equivalent to the evolution of the differentiated geometric Rie-
mann variables, sound speed, and of the geometry itself, via (3.22), (3.19b), (3.14), and (3.15).

(f) The unique solution (\iV, 2, A, X, N, T, J,) of this ALE-Euler system of equations—(3.22), (3.19b), (3.14), (3.15)-
on the spacetime P maintains uniform H® Sobolev bounds throughout the cascade of gradient catastrophes
emerging on E* C OwpP. These Sobolev estimates propagate the regularity of the initial data, there is no

derivative loss. The precise pointwise and energy estimates for (W, 2, A, X, N, T, J,) are found in the boot-
straps (5.37), the geometry bounds (7.1), the improved estimates (8.21), (8.22), and (11.2), and in the optimal
HT regularity bounds for v o 1), o o ), and 1 reported in (15.1).

(g) No gradient singularity occurs at points in the closure of P which are away from the curve of pre-shocks. That
is, for (T, ts) € OeopP \ E* we have limps ;1) (2, 1) (| V|, Vo) 0 ¥(z,t) < +00. On the other hand, for
(x4, ts) € Z* exactly one component of (V) o ¢ and one component of (Vo) o 1 blows up at (x.,t.). With
n=~Noy tand T = To ™1, we have that limps (5.4)— (2.,¢.) (|7 Onul, |07 ul, [curlul, [0-0) o9 (z,t) < +00
and also imps (4 )= (. t,) (N - O, divu, 0,0) 0 Y(x,t) = —limps (4 4)— (2, ) J, Y, t) = —oc. That is,
the singularities emerging on Z* are all pre-shocks, and there are no other singularities on the closure of P.

(h) With respect to the usual Eulerian variables (y,t), the solution (u,c) inherits the H' regularity from U =
wo, ¥ = oo and the H' invertible map 1, in the interior of the spacetime Peyierian = {(y,1): y =
U(x,t), (z,t) € P}. In particular;, (u,0) € CPC) N CPCY is a classical solution of the Cauchy problem
for the Euler equations in the interior of Pgulerian- The “top” boundary of the spacetime Pgylerian contains
the Eulerian curve of pre-shocks defined as Ef ,oian = {(U,1): vy = ¥(z,t), (x,t) € Z*}. We have that
|Vu| and |Vo| remain bounded as we approach boundary points away from the curve of pre-shocks. As we
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approach points on the co-dimension-2 set of pre-shocks, n - O,u, div u, and 0,,0 diverge towards —oco at a rate
proportional to the spacetime distance t0 Ef ,ieiany While T - Opu, 0-u, curlw, and 0-0 remain bounded.

Theorem 4.7 (Downstream maximal globally hyperbolic development in a box). Ler 0 < ¢ < go(«, Ko, C) be as
in Theorem 4.6, and assume that the initial data (wy, 2o, ao) satisfies the same assumptions as in Theorem 4.6. If wq
furthermore satisfies (viii)), then there exists a spacetime P* and a family of diffeomorphisms (-, t): PN {t} — R?
such that P* O P, w‘p is the same as the diffeomorphism 1 from Theorem 4.6, and such that the following hold:

(a)

(b)

(c)

(d)

(e)

(f)

(8)

(h)

There exists a unique classical solution (u, o) of the Cauchy problem for the Euler equations (1.2) in the space-
time Péulerian = {(Y(z,1),t): (z,t) € P*Y, with data (ug, 0g). The solution (u, o) is as smooth as the initial

data, i.e., it does not lose derivatives, and (u, o) ‘P is the same as the solution (u, o) of Theorem 4.6.

Each diffeomorphism )(-,) is invertible with det(V1)) > 0 on P%, for every t the map x + (x,t) — x is
T2-periodic, and 1 is as smooth as the initial data, i.e., it does not lose derivatives. As in Theorem 4.6, the
diffeomorphism 1 defines a smooth ALE coordinate system on P*, with associated smooth normal & tangent
vectors N & T, and smooth metric-normalized Jacobian determinant J, = det(V1)), which flattens every fast
acoustic characteristic surface.

There exists a co-dimension-1 surface 11 parametrized as 11 = {(z} (z2,t), x2,t): (-, 22,t) € P} such that the
co-dimension-2 surface of pre-shocks defined in Theorem 4.6 is given by Z* = I1 N OwopP, and such that 11 C
{J,51= 0} (cf: (5.12) and (5.13)). We say that a point (x,t) lies upstream of the surface 11 if x1 < x7(x2,t),
and write this as (z,t) € II_. We say that a point (x,t) lies downstream of IL if x1 > x7(x2,t), and we write
this as (z,t) € 1.

The spacetime P* is characterized as follows. By (13.7) and Remark 13.3 we have that P NTI_ = P NII_
and P* N 11 = P N 1L In the downstream region, the spacetime P* N1IL, is strictly larger than P N 11, and
by (13.7) and Remark 13.5 it is given by P* N1, = {(z,t) € T2 X [tin, tmed): T1 > 2} (22,1), J,(z,t) > 0}.
The new results in the present theorem (when compared to Theorem 4.6) concern the downstream part of P*.
The Euler evolution within the spacetime P* N IL, is the of the Cauchy data (ug, 0o) within I1. In
the closure of the upstream region, 1 is the same as in Theorem 4.6 and moreover all results from Theorem 4.6
apply as is.

The “top” boundary (future temporal boundary) of P* has global W*° regularity, and is smooth (the level
set of an HS function) on either side of the set of pre-shocks Z*, which lies at the intersection of 8tc,p73ti with
the surface 11. A surface of fast acoustic characteristic singularities smoothly connects to the set of pre-shocks

in the downstream part of the “top” boundary of P*. This is the co-dimension-1 surface given explicitly as
DopPF NI = {(2,t) € T2 X [tin, tmed]: J,(z,t) = 0,21 > }(22,t)}. Since J, ~ det(V)), this surface
parametrizes gradient catastrophes resulting from impinging fast acoustic characteristic surfaces in 11, i.e.,
it is the “envelope” of the spacetime in which the fast acoustic characteristic surfaces remain in one-to-one
correspondence with the initial foliation of spacetime.

In the spacetime P¥, the smooth evolution (3.22) of the differentiated geometric Riemann variables (W, 2, A)
together with the evolution of sound speed and the geoemetry in (3.19b), (3.14), and (3.15), is equivalent to
the Euler equations (1.2) for (u,o). The unique solution (\i\l7 Z,A S N, T, J,) of this ALE-Euler system of
equations maintains uniform H® Sobolev bounds on the spacetime P*. These Sobolev estimates propagate the
level regularity of the initial data, i.e., there is no derivative loss. The precise pointwise and energy estimates are
found in the bootstrap bounds (13.37), the geometry bounds in Proposition 13.9, the improved estimates (13.48)
and (13.57), and in the optimal H" regularity bounds for u o 1, o o v, and 1 reported in (15.1).

Gradient singularities occur at every point which lies in the downstream part of the “top” boundary of P*. That
is, for all (z.,t.) € OeopP* NIL1 we have that limp: 5 (4 ) (2. 4.y (|7 - Onul, [0-ul, [curlul, |8;0]) 0 th(z, t) <
+00 and impis (5 4) - (, 1.) (1 - Ontt, divau, Opo) 0 (2, 1) = —limpis(4.4)—(a., 1) J Y, t) = —oco. The
same type of gradient singularities occur on the set of pre-shocks atopPﬁ N IL There are no gradient singulari-
ties on the upstream part of the “top” boundary of P, i.e., on OwpP* NTI_.

With respect to the Eulerian variables (y,t), the solution (u, o) inherits the H' regularity from U = u o 1),

Y = ooy, and the H invertible map ), in the interior of the spacetime Pémerian ={(y,t): y = ¢(x,t), (z,t) €
P In particular, (u, o) € C? C";;’ ney CS is a classical solution of the Cauchy problem for the Euler equations

in the interior of Péulerian‘ The “top” boundary of the spacetime Péulerian has global W?°° regularity and is
smooth on either side of the Eulerian curve of pre-shocks Z¢ ieian- Gradient singularities occur at all points
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which lie on the downstream part of 8t0ppéulerian' Here, n - Opu, div u, and 0,0 diverge towards —oc at a rate

proportional to the spacetime distance to atoppéulerian, while T - Opu, Oyu, curl u, and 9;0 remain bounded.

Theorem 4.8 (Upstream maximal globally hyperbolic development in a box). Fix oo = 7771 > 0 for~y > 1. Let
Ko > 20 be large enough with respect to o to ensure that (14.38) holds. Let C > 1 and & € (0, %] be arbitrary. Then,
there exists a sufficiently small g = £o(c, ko, C,8) € (0, 1] such that for every ¢ € (0, 0] the following holds. If
the initial data (ug, og)—or equivalently (wy, zo, ag)—of the Euler equations at time t = t;, satisfies assumptions ((i))—
((viii)) with parameters (o, kg, C, €), then there exists a spacetime H3 and a time- dependent family of diffeomorphisms

(- t): H5 N {t} — R?, such that w’?—térﬂ? is the same as the diffeomorphism 1 from Theorem 4.6, and such that the
following hold:

(a)

(b)

(c)

(d)

(e)

()

(g)

(h)

There exists a unique classical solution (u, o) of the Cauchy problem for the Euler equations (1.2) in the space-
time H erian = {((x,),): (x,t) € H®}, with data (ug, 00). The solution (u, ) is as smooth as the initial
data, i.e., it does not lose derivatives, and (u, o |H syp 18 the same as the solution (u, o) of Theorem 4.6.

Each diffeomorphism 1) is invertible with det(Vi) > 0 on 5, Sor every t the map © — (z,t) — x is
T2-periodic, and 1 is as smooth as the initial data, i.e., it does not lose derivatives. As in Theorem 4.6, the

diffeomorphism 1) defines a smooth ALE coordinate system on 3, with associated smooth normal & tangent
vectors N & T, and smooth metric-normalized Jacobian determinant J, ~ det(V1)), which flattens every fast
acoustic characteristic surface.

Upstream of the surface 11 defined in Theorem 4.7, item (c), the spacetime 11_ is foliated by slow acoustic
characteristic surfaces which emanate from 11 = {x, = x5 (x2,t)}, at least locally for x1 < x§(xa,t). The
portion of the of the initial data (uq, 0¢), which lies within11_, has as “top” boundary (future temporal
boundary) the unique slow acoustic characteristic surface emanating from the set of pre-shocks =*.

The spacetime HS is characterized as Sollows. For § € (0, %] arbitrary, we consider (cf. (14.3)) d-approximate
slow acoustic characteristic surfaces {(x,0°(z,t))}. Among these surfaces there exists a unique and smooth
distinguished d-approximate slow acoustic characteristic surface {(x, @(m))}, which emanates from the set of
pre-shocks Z*. The spacetime H® is then characterized as {(x,t) € T2 X [tin, tin): t < ©%(z)}. The new re-

sults in this theorem concern the upstream part of HS, i.e. H® NII_. In the downstream region H5 N 1L, the
spacetime considered in Section 14 is a strict subset of the spacetime P from Theorem 4.6, and all the results in
Theorem 4.6 still apply, as is.

The “top” boundary of H? is the surface 8top7-o£5 = {(z,min{O%(x)), tsin } } and the set of pre-shocks embeds

this future temporal boundary as 8top7jlz’ NII = Z*. As & — 07, the surface {(x, ©%(x)} converges precisely
to the slow acoustic characteristic surface emanating from the curve of pre-shocks, so that in the limit & — 07
we recover the entire upstream part of the spacetime.

In the spacetime HS the smooth evolution (3.22) of the differentiated geometric Riemann variables (W, 2, .&)
together with the evolution of sound speed and the geoemetry in (3.19b), (3.14), and (3.15), is equivalent to
the Euler equations (1.2) for (u,o). The unique solution (\i\l, 2, A, S, N, T, J,) of this ALE-Euler system of
equations maintains uniform HS Sobolev bounds on the spacetime 3. These Sobolev estimates propagate the
level regularity of the initial data, i.e., there is no derivative loss. The precise pointwise and energy estimates
are found in the bootstrap bounds (14.132), the geometry bounds in Proposition 14.8, the improved estimates in
(14.190), (14.193), and (14.194), and in the optimal H" regularlty bounds for u o 1, o o), and i from (15.1).
No gradient smgularzty occurs at points in the closure of H® which are away from the curve of pre-shocks. That
is, for (., t.) € OopH® \ Z* we have limgys 5, B> (-t y(IVul, [Vol) o ¢(x,t) < +oc. A different kind of

singular phenomenon occurs in the upstream part of 8t0p7-[ in the limit as &6 — 0: the ALE diffeomorphism 1
cannot be extended beyond this Cauchy horizon in a unique and smooth fashion.

With respect to the Eulerian variables (y,t), the solution (u, o) inherits the H' regularity from U = uo, ¥ =
o o, and the H7 invertible map 1, in the interior of the spacetime ﬁémerian ={(y,t): y = Y(x,t),(z,1t) €
HO }. In particular, (u,0) € C} Cz? ney Cg is a classical solution of the Cauchy problem for the Euler equations

in the interior of HE 1esian- The “top” boundary of HS .ian is smooth and the only gradient singularities occur

on the Eulerian curve of pre-shocks ZE \eian, Which is embedded in atopnglerian.
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4.4. The proofs of the main theorems. The remainder of the paper contains the proofs of Theorems 4.6, 4.7, and 4.8.
The proofs of these theorems paint a much more detailed picture than what is summarized in the statements above,
which only mentions the highlights. Here we provide a roadmap for the structure of these proofs (including the
necessary forward references). The precise details are given in subsequent sections.

4.4.1. The proof of Theorem 4.6. Assume that the initial data (wy, 20, ag) = (ug-e1+ 00, ug-€1 — 0o, U - €2) satisfies
conditions ((i))—((vii)) from Section 4.2, for some parameters c, g, C (independent of ¢), and £ > 0. As discussed in
Remark 4.4, this constitutes an open set of initial data. These assumptions in particular give (ug,0¢) € H'(T?), and
the initial density is bounded away from vacuum. By the classical local well-posedness theory for the isentropic Euler
system in Sobolev spaces, we know that there exists a sufficiently small time 7" > t;, and a unique classical solution
(u,0) € CO([tin, T); H"(T?)) of the Euler equations (1.2), such that all bounds on this solution are inherited from the
initial data, up to a deterioration/magnification factor of 1 + ¢ for all norms.

On T? x [t;n, T] we may define as in Section 2 the Arbitrary-Lagrangian-Eulerian (ALE) coordinates (v)(z,t),t) =
(h(z1, 22,1), x2, t) adapted to the geometry of the fast acoustic characteristics. The family of diffeomorphisms (-, t),
which evolves according to (2.11), induces a normal (A) and tangent (7) vector according to (2.6), and a metric-
normalized Jacobian determinant J; according to (2.12). In terms of this ALE geometry, we may then define as in
Section 3 a new set of differentiated multidimensional Riemann variables (W, 2, A), according to (3.2b) and (3.5).
Since on T? x [, T] we are dealing with Cﬁyt functions, and since the map ¢ is invertible (det(Vi)) =~ J, is
bounded from below by a strictly positive number), by the construction of these differentiated Riemann variables we
have that their evolution in (3.22), together with the evolution of the rescaled sound speed (3.19b), and that of the
geometry (3.14)—(3.15) is in fact equivalent to the original Euler evolution in (1.2).

The above described short-time analysis may then be extended to a larger spacetime via a classical continuation
argument (which relies on local well-posedness of the Euler system and on finite speed of propagation) if we are able
to guarantee that in this extended spacetime all the unknowns in the problem retain the regularity of the initial data (in
this case, H " regularity for U = u o), = o o1 and ¢ itself, and HY regularity for the geometric quantities A", T, J,
and for the differentiated Riemann variables (\iV, Z A)) and if we are able to show that in this larger spacetime the
family of diffeomorphisms 1 remain invertible (that is, J, > 0). A rigorous implementation of this continuation
argument requires quantitative bounds on all unknowns in the problem, which we establish via a series of “bootstrap
inequalities” for the solutions (\iV, i, A, 2, N, T, J,) of (3.22), (3.19b), (3.14)—(3.15). These bootstrap inequalities (see
the inequalities in (5.37) below) consist of pointwise bounds for the fields (W, 2, A, ¥, N, T, J,) and their derivatives
with respect to space and time, and of L?-based energy bounds for derivatives up to order six for (W, 2, A, N, T, J,)
(the same as the regularity of these fields at the initial time). These bootstrap inequalities are stated in either the ALE
spacetime coordinates (x,t), or equivalently using a set of “flattened” (z,s) spacetime coordinates (given by (5.18b)
and (5.20)), which are more convenient to use for energy estimates (see also Remark 5.3 below). The spacetime P
mentioned in Theorem 4.6 is then defined as a cylinder (meaning, it is invariant under translations in the z;-variable) in
which the map ¢ (-, t) remains invertible, and which is quantified as 7 (22, t) = ming, e7 J, (21, 22,t) > 0 (see (5.11)).

We note that the “top” boundary of the spacetime {7 > 0} intersects the final time slice mentioned in Theorem 4.6,
namely {t = tmeq}, in a Lipschitz (as opposed to HS-smooth) fashion. In order to work with a spacetime which is
as smooth as possible, in our case the zero level set of a H 6 function, in Section 4.1 we have included one more
time-slice denoted by {t = tfin}. On T? X [tmed, tsin], Which is a spacetime beyond the scope of Theorem 4.6, we
smoothly extend the Euler evolution in an artificial way (by working with the function J, defined in (5.4a), instead
of the natural Jacobian determinant J,), in order to ensure a smooth termination of our spacetime before the slice
{t = tsn }. While this extension is not seen in the statement of Theorem 4.6, its use is very convenient for the proof, as
it for instance ensures the flattening map (z,¢) — (z,s) given by (5.18b) retains maximal regularity, instead of being
merely Lipschitz continuous. It is important to emphasize that this technically useful extension does not alter the Euler
dynamics in any way on T? X [tin, tmed], and at first reading one should ignore the modifications due to .J, +— J,.

The proof of Theorem 4.6 then consists of showing that in this dynamically defined spacetime the bootstrap in-
equalities may be “closed” if ¢ is taken to be sufficiently small. By “closing the bootstrap assumptions” we mean the
standard continuity argument: assuming the inequalities in (5.37) hold true with a specific constant on P, we use the
evolution equations (3.22), (3.19b), (3.14)—(3.15) to prove that the bounds in fact hold true on P with a strictly smaller
constant than what was postulated. This requires a careful fine-tuning of the constants in the bootstrap assumptions,
which is detailed in Remark 5.4 below. It is important here to notice that ¢ is the last parameter chosen in the proof,
sufficiently small with respect to o, k¢, and C.
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The closure of the bootstrap inequalities (5.37) is achieved in Sections 5—12 below. This necessitates a careful blend
of pointwise bounds and energy estimates, which appeal not just the bootstraps themselves, but also to a number of
bounds that are direct consequences of the bootstrap assumptions when combined with the ALE Euler evolution and
the functional analytic framework from Appendix B and Appendix C. In particular, the closure of the energy bootstraps
requires that we carefully keep track of the behavior of all unknowns in the problem as we reach the “top” boundary
of the spacetime P. It is here that we encounter the co-dimension-2 set of pre-shocks Z* (see Defintion 6.6), on which
J, vanishes (1) becomes not invertible). We keep track of the behavior of all unknowns in the vicinity of O, P using
carefully chosen weights for the energy norms, in terms of fractional powers of 7 and J,; see the definitions of the
energy and damping norms in Subsection 5.4.

Once the bootstraps are closed on P, we have established optimal H° regularity estimates for (\IGV7 2, A, N, T, J,),
and also the invertibility of the map ¢ (guaranteed by J, > 0). Optimal H’ bounds for velocity U, sound speed 3,
and ALE map 1 are reported in Section 15. By the Sobolev embedding and the (Sobolev) inverse function theorem,
this implies the claimed Cg‘;’yt regularity of u, o, and )~ in the interior of P, and also the equivalence of the system
(3.22), (3.19b), (3.14)—(3.15) with the original Euler evolution in (1.2). The claimed properties of the set of pre-shocks
are established in Section 6.6.

Lastly, the behavior of gradients of the solution as we approach the “top” boundary of the spacetime, as claimed
in (g) (or equivalently, (h) in Eulerian variables) are now direct consequences of: the identities (3.10), of the pointwise
bootstrap bounds (5.37), the properties of 7 and .J, established in Sections 6.4 and 6.7, and the characterization of
=* in Proposition 6.7. For example, (3.10a) and (3.10b) imply that (n - O u) o ¢ = %(WN + Z,) and (9,0) o
P = %(VGV N — y4 ~)- The bootstrap (5.37g) gives that y4 ~ remains uniformly bounded in P. The bootstrap (5.37b)
together with the characterization of the pre-shock in Proposition 6.7 show that as P > (x,t) — =*, we must have
J,(z,t) — 0% and hence W (2, 1) < — e 1, (x,t)"" — —oo. This shows that (n - Opu, d,,0) o Ph(z,t) — —o0
as P 3 (z,t) — Z*. On the other hand, (3.10) shows that the gradients (7 - 9,,u) o 9, (O;u) o ¥ and (9,0) o 1) may
be computed solely in terms of AN, \iVT, 27, AT, whereas the bootstraps (5.37h), (5.37e), (5.371), and (5.37j) show
that these terms remain uniformly bounded in P. This shows that (7 - 9, u, 0-u, 0;0) o t(z,t) remain bounded as
P > (x,t) — =Z*. The fact that as P > (x,t) — OyopP \ E* all gradients remain bounded is a consequence of the
fact that J, does not vanish on OwpP \ =, which is in turn a consequence of the proof of Lemma 6.4. The statements
concerning div u and curl u follow from (3.30) and (3.33). The asymptotic behavior of gradients in Eulerian variables,
as claimed in point (h), follows identically; we omit these redundant details.

4.4.2. The proof of Theorem 4.7. The proof is very similar in both spirit and implementation to the proof of The-
orem 4.6, outlined above. It is based on the equivalent formulation of the Euler equations in ALE variables from
Sections 2 and 3, and a continuation argument which is made quantitative via the propagation of bootstrap inequali-
ties. This close resemblance allows us to confine the entire analysis to one section, namely Section 13, in which we
highlight the details in the analysis which are different from the analysis in Sections 5-12.

The heart of the proof is to close bootstrap inequalities and to ensure that the map ¢ is smooth and invertible in
the spacetime considered. The bootstrap inequalities themselves are the same as in Sections 5—-12 and have been re-
stated for convenience in (13.37). The principal difference with respect to the analysis in Sections 5—12 is that in the
downstream region, i.e., for 1 > x7(x2,t) (written as I in the statement of the theorem), we wish to extend the
spacetime P to a strictly larger spacetime P, whose “top” boundary should be characterized by {.J, (x1, z9,t) = 0},
as opposed to {J(z2,t) = ming, J,(x1,22,t) = 0}, for times prior to tmeq. In particular, this means that any
parametrization of the downstream part of the “top” boundary of the spacetime necessitates x;-dependence. In turn,
this z; dependence enters the weight function J which replaces J in the downstream region (see definition (13.6)),
and in the definition of the flattening map s = q(«, t) which replaces q in the downstream region (see definitions (13.8)
and (13.10)). The closure of the energy bootstraps is then complicated by the appearance of an J,; term in the energy
estimates, and of the coefficient Q; = £J, in the definition of the [~)1 operator (see (13.12) and (13.13)). This difficulty
is overcome by noting that for #; which is in the downstream region P* N II, and is “close” to the co-dimension-1
set IT = {(@%(w2,t),72,t)}, we have that .J,,; > 0, while for points in % N II. which are far from II, we have that
J, is bounded from below by a positive constant. A careful design of the weight function J and of the flattening map
q in the downstream region (see Section 13.1) then ensures J,; is related to .J,,; and thus has a favorable sign. This
information is encoded through the fact that the coefficients Q; and Ql are non-negative (see (13.38c) and (13.38d)),
and hence certain dangerous terms in our energy estimates have a favorable sign. Physically speaking, this desired
favorable sign in our energy estimates is a manifestation of the phenomenon of “compression”, which is natural in the
downstream region.
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The weight function J and the flattening map q are also carefully designed so that the spacetime P# N II, captures
the full downstream part of the[MGHD), for times prior to tmeq (see Remark 13.5). As in Sections 5-12, we artificially
extend their definitions for times ¢ € (tmed, tfin] in order to ensure the smoothness of the “top” boundary of the down-
stream part of the extended spacetime P!, As before, this extension of the ALE Euler dynamics to T2 x (tmed, thin] (past
the scope of Theorem 4.7) is done for technical convenience only, and it does not affect the statement of Theorem 4.7.

The closure of the bootstraps corresponding to the spacetime P, is established in Sections 13.6-13.13. Mod-
ifications to the argument in Sections 5—12 (which already covers the spacetime P N II_) are only required for
the downstream part P* N II.. The closure of these bootstraps then implies optimal H regularity estimates for
(W, 2, A,N, T,J,), the invertibility of the map v (guaranteed by J, > 0 in the interior of P*), and optimal H"
bounds for velocity (U, X, ¢) (reported in Section 15). The claimed C’jt regularity of u, 0,1 and 1! in the inte-
rior of P¥, and the equivalence of the system (3.22), (3.19b), (3.14)—(3.15) with the original Euler evolution in (1.2)
directly follows.

The fact that (fﬂtopPti NII; and aprﬂ NII_ are smooth (the zero level sets of H° functions) follows by construction.
The fact that 6top7?’i only retains 2> regularity across its intersection with I, i.e., at the pre-shock Z*, is due to the
fact that the second derivative with respect to x; of the weight function g is equal to 0 as 1 — z7(x2,t)” (from the
left, the upstream part), while the second z; derivative of the weight function J is strictly positive (due to (6.54)) as
x1 — x% (29, )T (from the right, the downstream part).

The remaining issue to discuss is the behavior of gradients of the solutions (u, o) discussed in item (g) (in ALE
variables) and item (h) (in Eulerian variables). The novelty here lies in the statement that the gradient components
(n - Opu, Op,0) o Y(x,t) blow up as (x,t) € P* approaches any point on the downstream part of the “top” boundary,
(?to,ﬂ?ti NIIy N {t < tmed}, NOt just at points on the pre-shock Z* (as was shown in Theorem 4.6). This fact is
in a sense the very definition of downstream [MGHD}: components of (Vu, Vo) blow up everywhere on this future
temporal boundary of the spacetime. In turn, this blow-up follows by our construction, which implies that this future
temporal boundary {(z,t): J(z,t) = 0,21 > 2} (z2,t),t < tmed} in fact equals the set {(x,t): J,(z,t) = 0,21 >
2% (22,1),t < tmed } (see Remark 13.5), and thus J, vanishes identically on this set. As discussed in the last paragraph
of Section 4.4.1, the asymptotic vanishing of J, is equivalent to the divergence towards —oo of W ~» and thus also
of (n - Opu,0y0) 0o tp = (%(VDVN +2Zy), %(WN — Z,)). The bootstraps (13.37) also imply uniform bounds for
(2,\[, AW, Z,. AT) on P*, showing that (7 - 0,,u, ;u, d,0) 01 remain uniformly bounded on P¥. The statements
concerning div u and curl u follow from (3.30) and (3.33). The asymptotic behavior of gradients in Eulerian variables,
as claimed in point (h), follows identically.

4.4.3. The proof of Theorem 4.8. The proof follows the same strategy that was utilized in the proofs of Theorem 4.6
and 4.7 above: we use the equivalent formulation of the Euler equations in ALE variables from Sections 2 and 3, and a
continuation argument which is made quantitative via the propagation of bootstrap inequalities. We confine the entire
proof to Section 14, where we highlight the details in the analysis which are different from the analysis in Sections 5—
12. Nearly all differences arise due to the fact that we need to carefully analyze all slow acoustic characteristic surfaces
emanating from the pre-shock, and its vicinity.

The heart of the proof is to close bootstrap inequalities and to ensure that the map ) is smooth and invertible in the
spacetime 3. Both of these require a careful design and analysis of the upstream part of the spacetime, denoted as
H5 N1TI_ in the statement of the theorem. While the bootstrap inequalities themselves are the same as in Sections 5—
12, and have been re-stated for convenience in (14.132), the meaning of the Li—based norms present in (14.132b) has
been adapted to the upstream geometry (cf. (14.122)), and the weight function J present in the definition of the energy
(cf. (14.130)) and damping (cf. (14.131)) norms has undergone a significant transformation (see (14.58) and (14.62))
in order to account for the degeneracy in the problem which occurs along the slow acoustic characteristics emanating
from the pre-shock.

The intuition behind the construction of the weight function J in (14.58) and (14.62) is as follows. Based on
intuition gained from Sections 5-12 and Section 13, we need to design the weight function J such that:

e Jis H% smooth, the same regularity as J,,

o the level set {J = 0} perfectly describes the future temporal boundary of the upstream part of the spacetime 75,
at least in the vicinity of the set of pre-shocks =*, where the gradient singularities are lurking,

e such that the action of the \;-transport operators (9;+V d5) — (3—i)aX(J; 181 — g~ 2 h,p Do), gives a sign-definite
term when acting on g, for all i € {1, 2, 3}.
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The immediate issue is that as opposed to our earlier analysis we cannot let J equal simply to min,, J, (cf. Sections 5—
12), or even J, itself (cf. Section 13). This is because upstream of the pre-shock, the level set {.J, = 0} describes the
future temporal boundary of a spacetime which cannot be accessed by neither A;-characteristic surfaces (suitable for
propagation of slow sound waves via 2) nor \-characteristic surfaces (suitable for the propagation density waves via
3., vorticity waves via €, and tangential velocity waves via A), which emanate from the initial data (ug, 0g) att = ti,.

This begs the question: what is the maximal spacetime upstream of the pre-shock which is accessible by all charac-
teristic surfaces (corresponding to the A;, Ao, and A3 transport operators) emanating from the initial data? As discussed
in Section A, this is the spacetime whose future temporal boundary is given by the slow acoustic characteristic surface
(corresponding to the slowest wave-speed, A1) which emanates from the set or pre-shocks, in the upstream direction.
This matches item (c) in the statement of Theorem 4.8. As discussed in (14.1), (14.3), and Figure 15 below, this surface
would normally be characterized as a graph over (x2, t), by letting z1 = 6(x2, t) for a suitable function 6. The fact that
this surface emanates from the pre-shock =* = {(21(x2), z2,t*(x2))} is then the statement 0(xo, t*(z2)) = Z1(x2)
for all z5 € T (cf. (14.4)). The immediate issue which emerges is that the evolution equation for the function 6 con-
tains factors of Jg_l, which degenerate in as one approaches =*. Our observation is that if we re-parametrize the slow
acoustic characteristic surface emanating from =* as a graph over (1, ), by letting t = ©(z1, 25) for the function ©
such that ©(6(z2,t), x2) = t. A consequence of this re-parametrization is that the “evolution equation” for ©(x) (we
view x; as the evolution direction) now contains only factors of .J, (cf. (14.8)), which merely vanish as one approaches
=*. This makes a smooth analysis of © accessible, and with that, a smooth description of the spacetime of upstream
[MGHD].

For technical reasons, related to the third bullet in the above-described requirements for J, it is convenient to retain
a damping term in our energy estimates (see the discussion in Remark 14.14). As such, for 6 > 0, arbitrarily small,
we define a d-approximate slow acoustic characteristic surface passing though the curve of pre-shocks, and replace
the ©(z) described above by ©°(z), as defined in (14.13). Then, the §-adjusted upstream spacetime of
of the Cauchy data, H?, is characterized as the set (x,t) such that ¢ < ©3(z), matching (d) in the statement of
Theorem 4.8. For convenience, we also require ¢ < tg, in order to cap the time evolution at an O(¢) past the pre-
shock. Then, the second bullet described above dictates that J needs to be designed such that J(x, ©%(z)) = 0 for
all 7 in the vicinity of the pre-shock =* located at 1 = #1(x2) and ¢ = ¢t*(x2). In order to ensure that J vanishes
on 3top7:l5 for times ¢t < tg,, we thus design J as a H 6 smooth function in '7'le, whose zero level-set is given by
{(z,03%(z))}. This matches the first two bullets in the above list of requirements for J. The extension of J from
8t0p7-015 down into H?® is then made to also take into account the third bullet, by ensuring that the d-modified \;
transport operator (1 — 8)(d; + Vda) — 2aX(J; 181 — g~ 2 h,5 Do) has J in its kernel (see (14.60a)). Additionally, we
require that on the plane {(%1(x2), z2,t)} which emerges from the pre-shock at earlier times ¢ < ¢*(z2), the weight
g precisely matches the function J, (cf. (14.60b)). This ensures that J vanishes not just on the pre-shock, but on the
entire surface (;, ©%(z)), which is a characteristic surface for (1 — 8)(8; + Vds) — 2a%(J; 101 — g~ 2 h,5 0,). This
strategy is implemented by letting J(z, ©%(x,t)) = J,(&1(w2), z2,t) for t < t*(x3) and all x5 € T (cf. (14.58)),
where ©° (., t) represents a family of characteristic surfaces for the 5-approximate \; transport operator (1 — 8)(9; +
V8y) —2a%(J; 10y — g~ 2 h,y ), which emanate from the plane { (i1 (x2), 22,t)} (see (14.10)). In fact, the surfaces
(z,0°(x,t)), for (x,t) as described in (14.11a), smoothly foliate a portion of the spacetime H® which has Z* on its
future temporal boundary, labeled as ”Hi in the analysis, and defined in (14.15a). The fact that (2, ©%(z,¢)) smoothly
foliates ’Hi allows us to perform a smooth and sharp analysis upstream of the set of pre-shocks. The spacetime
HS \Hi is denoted by #° in (14.15b). Here the analysis is simpler because .J, ~ 1 (see (14.71¢)), we are “far away”
from 5‘top7jlé, and so we just need to ensure that J satisfies the third bullet from the above list of requirements. This is
implemented in (14.62).

With the weight J and our spacetime H® defined precisely, the proof turns to the closure of the bootstrap assump-
tions, establishing the properties stated in item (f) of the Theorem. As before, pointwise bootstraps are closed in
(z,t) € H® coordinates, while energy norms are estimated in flattened (z,s) € H® coordinates defined in (14.99)—
(14.106) below. Note that while the parameter & does not enter the bootstrap assumptions explicitly, this parameter
does affect the dependencies of the bootstrap constants themselves, cf. Remark 5.4. Our analysis shows that the con-
stants appearing in items ((iv)) (corresponding to K)—((xiv)) (corresponding to ) of Remark 5.4 need to be chosen to
depend on 9.

At the level of pointwise estimates, we highlight the lower bounds for J in (14.67), the fact that J gives a (good)
signed contribution when acted upon by the { /\i}?:l transport operators (this follows from (14.93)), and the fact that
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J, > %H (see (14.71)). In particular, this last fact and the fact that § > 0 in the interior of 7—015 ensures that J, > 0in
the interior of 72, implying the invertibility of ¢ claimed in item (b) of the theorem.

At the level of energy estimates, several complications arise when compared to the analysis in Sections 5—12
and Section 13. The principal new difficulty stems from the fact that 7% has a “right lateral” boundary located at
x1 = P (,s) (see the definition in (14.118)). As such, the adjoint operator D* corresponding to the L?-norms defined
in (14.118) contains a number of boundary terms (14.129) at x; = ¢° (x4, s). At the top level of the energy estimates,
these boundary terms seem to be out of control; a more careful inspection, which uses fine properties of the spacetime
H® and the design of the weight function J shows however that these boundary terms (or, suitable combinations of
them) either have a good sign (see e.g. (B.23)), or they vanish altogether since J vanishes (see for instance the proof of
Proposition (14.10)). Another difficulty in closing the energy estimates stems from the \;-transport operators, written
as (QOs+V o) — (3—i)aX(J o —g 2 D2hDs) in (z, s) coordinates, acting on J. Here, by design we obtain helpful
signed damping terms, see e.g. Remark 14.14 and the lower bound corresponding to y4 ~ in (14.211) (which is due to
the fact that 6 > 0). We also mention here that the functional analytic framework from Appendix B can be adapted
to the (x,s) coordinates considered in Section 14, as discussed in Section B.5 below. Similarly, the space-time L*°
estimates from Appendix C also hold in the flattened upstream geometry, which changes to the proof of these estimates
that are described in Section C.2.

Concerning points (¢) and (g) in the statement of the Theorem, we remark that at points (xz,¢) such that 7 <
27 (w2,t) and such that ¢ > sups¢ (o, 1) ©2%(x), that is, at points which lie upstream of the pre-shock and above the

envelope of the §-approximate slow acoustic characteristic surfaces (-, ©%(-, -)), an Euler solution cannot be computed
in a smooth and unique fashion from the initial data (ug, o) at time t;,. This is because a slow acoustic characteristic
surface passing through (x, t) would necessarily have to intersect (backwards in time) the surface Op’toppﬁ N II, the
downstream part of the top boundary of the space time PP* constructed in Theorem 4.7. But according to Theorem 4.7,
item (g), at every point on 3t0p73jj N I} a gradient singularity occurs both in density and in the normal derivative of
the normal velocity, precluding a smooth continuation back to the initial data.

In closing, we mention that the only gradient singularities for the fundamental variables u or ¢ which may be
encountered on the closure of the spacetime #® (the closure of ﬁéulerian in Eulerian variables) occur on the set
of pre-shocks Z* (denoted as =f ., in Eulerian variables), which is embedded in the future temporal boundary
of our spacetime, 8t0p7-015. This fact was claimed in items (g) and (h) of the statement of the Theorem. Indeed,
as was already discussed in proof of Theorem 4.6 and the proof of Theorem 4.7, the only potential singularities
permitted by the pointwise bootstrap assumptions are in (n - d,u,9,0) o ¥(x,t), because these terms are com-
puted in terms of W, while the bootstraps only control J,W, = (wg),;. As before, for (z.,t.) € Z* we
have that limﬁég(m)ﬁ( J,(xz,t) = 0, and thus WN — —oo. However, for any (z.,t.) € Btop?’-olé =*,
5 (1) (e ) Jy(z,t) > § when dist((z4,t.),2*) 2 € due to (14.80a), or we have that
WMgys 50 0y (an i) Jo (@) = (@a—hi(zaa))® (Ldist((x+,t.),E%))%, when 0 < dist((z4,t.), 2*) < € (due to
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(14.86) and (14.92)). As such, limﬁéa(z’t)ﬁ(mht*) J,(z,t) > 0, and so the bounds for Jg\iVN do imply a (finite)

upper bound for (|n - d,ul, |0n0|) 0 ¥(z,t), thereby concluding the proof.

Tyt )
we either have hmi’ﬁ

5. SHOCK FORMATION: SPACETIME, ENERGY NORMS, AND BOOTSTRAP ASSUMPTIONS

5.1. Local well-posedness. With the Cauchy data defined in Section 4.2, the classical local well-posedness of the
Euler system gives the existence of a time T" € (tjn, tfin ), such that uniform sixth-order energy estimates for solutions
(W,Z A, J, h,) to (3.34) are obtained on the time interval [t;,, 7], and the support of each solution at all times

t € [tin, T is contained in the set
Xin = {z € T?: dist(z, Xin) < Couppe } (5.1)

where the constant Cg,p, > 0 depends only on « and kg (see (6.5) below). That is, solutions to the compressible
Euler system have finite speed of propagation, and we are bounding solutions for an amount of time which is at most

thn — tin = ffa - 21 moreover, the local existence theory implies that

(%t)alrgfx [tin,T] Jy(2,t) >0 52)

which is to say that no collision of characteristics occurrs on [t;,, T
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5.2. A smooth remapping of spacetime. Our initial goal is to extend the ALE Euler solution (\IQV7 i A J h,o) of

y Yg
(3.34) from the set X, X [tin, T'] described in Section 5.1 to a certain spacetime P C Xap X [tin, tin], such that
e in this spacetime P, the ALE Euler solution maintains uniform sixth-order Sobolev bounds;
e J, > 0 in the interior of P; and
o the boundary of P contains a co-dimension-2 surface on which J, and J,,; vanish, the so-called curve of pre-
shocks.

FIGURE 11. Consider the function J, = J, (21, 2, t) resulting from the evolution of the initial data
from Example 4.3, with (wo, z0,a0) = (wo,ex,0,0), with ¢ = 2—10. The bounding box represents
the zoomed-in region |z1| < 7F, |za| < %, and t € [—tfin, tn]. In red, we plot the level set
{(z,t) € T? X [tin, thn): J,(21,72,t) = 0,21 > 2} (22,t)}. In magenta, we plot the future temporal
boundary (or “top” boundary) of the spacetime P from (5.3), which consists of the level set {(z,t) €
T? X [tin, thn): ming, J,(z1,72,t) = J,(z%(22,t), x2,t) = 0}, together with the flat portion of this
temporal boundary {(z,ts,) € T? x {tsn}: ming, J,(21,72,ts,) > 0}. The curve of pre-shocks,
represented in black, is defined by the intersection of the magenta and the red surfaces, i.e., it is the
set {(z,t): J,(x,t) =0 = J,,;1 (x,t)}. See also Definition 6.6 below. Lastly, in green we represent
the slow acoustic characteristic passing through the curve of pre-shocks.

A priori, it is natural to consider the spacetime set

'ﬁ = {(m,t) € T2 % [tin7tﬁn): mé% Jg(.’lil,xg,t) > 0} . (5.3)
T

We note that the future temporal boundary of the spacetime P in (5.3) is not smooth along the intersection of the
parabolic cylinder {(z2,t): ming, et J,(21,22,t) = 0} and {¢ = tsn} (see the green surface in Figure 11). The
lack of smoothness of this future temporal boundary along this intersection is an artifact of our choice of the final
time ¢ = tg,; in particular, any “final time” which is O(g) can be used in place of tg,. As such, we introduce a new
spacetime, which coincides with Pfort € [tin, tmed], but whose future temporal boundary is both smooth and properly
contained in the set T2 X [tin, tfin].

For this purpose, we introduce a specially constructed modification of .J,, which we denote by .J,, which has the
following three properties:

) zs = J, forall ¢ € [tin, tmed];
(i1) J, has the identical regularity as .J,; and
(iii) for any z € T2, we have that J,(z, -) vanishes at a time . (x) < tgp.
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More precisely, we define J, by modifying (3.15) as follows:

(0 + Vo), = J,(FEW + 152Z,) — F,in T? X [tin, thin) , (5.4a)
J =1, on T? x {t =ti,}, (5.4b)
where J = J(t) > 0 is a smooth time-dependent function (independent of x), given by

3(t) _ 2(tﬁn—tmed)¢( t—tmed ) (5.5)

€ tfin —tmed / ’
where € is a C®-smooth cut-off function, with C( ) =0forr <0, with0 < €(r) < 2and 0 < €'(r) < 4
for r € (0,1], with fo r)dr = 1, and with Hdrk €llL>~0,1) < 1, where the implicit constant depends only on
ke {1,5}.
We note that in view of (3.15a) and (5.4a) we have (9; + Vd5)(J, — J,) = —J, and thus we arrive at the identity

t

J (2, t) = J,(2,t) — Lyst,, / (g, E(xy, €7 (b)), 1), dt . (5.6)
tmecl

With the choice of J in (5.5), we arrive at the explicit formula

t—tmed

T (,0) = J,(2,) — 21,me / U ey dr (5.7)
0

This identity, the bootstrap (5.37k) and continuity, shows that for every x € T2, there exists a time t, (z) € [tin, thin]
such that J,(x, t.(x)) = 0. Additionally, (5.7) shows that uniformly for (z,¢) € P we have

81(79 - ‘]g) = 07 82(79 - Jg) = 03 7M1t€[tmedvtﬁn] < at(jg - J.q) < 07 (5-8)
and also
|(€8t) ( —J, )| S 1te [tmedtfin] (5.9)
forall k € {1,...,6}, where the implicit constant only depends on « and k. Note also that
J, < J,. (5.10)

Next, we modify the spacetime P of (5.3), and define the spacetime
P = {(x,t) € T? X [tin, thin): mi%jg(l'l,ng,t) > 0}. (5.11)
r1€
A representation of the spacetime P is given in the left panel of Figure 12. We shall prove in Lemma 6.4 below that

for (x,t) € P with t > t;,'” the minimum with respect to 2 of J, is attained at a unique point x%(z2,t), so that we
have

J, (25 (w2, 1), 10, 1) :gé%z(xl,xg,t). (5.12)
In particular, for ¢ > ti,, % (w2, t) is a critical point for the function J,,; (-, 72, 1), i.e.
J,1 (25 (29, 1), 29,t) = 0. (5.13)
For brevity of notation, throughout Sections 5-12 we shall denote
T (wa, 1) i= J, (2] (w2, 1), @2, 1) (5.14)
We note at this stage that due to (5.10), we may show that
J(z2,t) < 1. (5.15)

In order to prove (5.15), we refer to (6.39)—(6.40) below, which implies the bound J, (x} (z2,t), x2,t) < 1+ (t —
tin) 52 (— - +2Cy,) < 1— (¢t — tin)w < 1, once ¢ is chosen sufficiently small. We note that since J, — J,
is independent of x, the global minimum of J,(-, x2,t) is attained at the same point where the global minimum of

J, (-, x2,t) is attained, and hence (5.12) may be rewritten as
J (] (22, 1), 22, t) = mil”]}Jg(xl,xz,t). (5.16)
1€

Note that if (x1, z2,t) € P, then (2, z2,t) € P for all 2, and so this spacetime is invariant under shifts in the z;
direction. It is thus convenient to define its projection onto the (x2,t) coordinates by:

P = {(x2,t) € T X [tin, trin) : T (22,1) > 0}. (5.17)

"Note that since J,(x,tin) = 1, the minimum of J, is not attained at a unique point when ¢ = t;,.
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FIGURE 12. Consider the function J, = J,(x1,z2,t) as defined by (5.7), with .J, as in Figure 11.

The bounding box represents the zoomed-in region [z1| < 77, |xa| < %6, and t € [—tfin, thin)-
Left: In red, we plot the level set {(z,t) € T? x [tin, tan]: J,(z1,72,t) = 0,21 > x}(w2,1)}.
In orange, we plot the future temporal boundary (or “top” boundary) of the spacetime P from
(5.3), which consists of the level set {(z,t) € T? X [tin, thn]: J(72,t) = ming, J,(z1,72,t) =

J, (27 (z2,t),22,t) = 0}. The intersection of the orange and the red surfaces, i.e., the set
{(z,t): J,(x,t) = 0 = J,,1(z,t)} is represented in black. The slow acoustic characteris-
tic emanating from this black curve is represented in green. Right: in order to emphasize the
fact that for ¢t < tneq the figure on the left side precisely matches Figure 11, we compare the
level set {(z,t) € T? X [tin, thn]: J(w2,t) = ming, J,(z1,29,¢t) = 0}, in orange, with the
level set {(x,t) € T? X [tin,tain]: (72,t) = ming, J,(v1,72,t) = 0} U {(2,tan) € T? x
{tfin}: ming, J,(z1,22,ts,) > 0}, in magenta. In black we represent both {(x,t): J,(z,t) =

0=J,,1(x,t)}and {(z,t): J,(x,t) =0 = J,,;1 (x,t)}. Itis clear that the modifications only occur
for t € (tmed, tfin], in order to ensure that the top boundary of the spacetime is smooth.

In order to perform energy estimates on P, it is convenient to introduce the transformation
q: P [0,¢) (5.18a)
s = q(xa,t) :zs(l—J(zg,t)). (5.18b)

We have that q(x2, tin) = 0, so that the set {s = 0} corresponds to the initial time slice {¢ = ti, }, which is the past
temporal boundary of the projected spacetime P. We also note that the future temporal boundary of P, namely the set

8t0p73 = {(1‘2715) e T x [tin,tﬁn]i J((Eg,t) = 0}

is mapped under q to the set {s = ¢}.
Next, we define a suitable inverse of q by

q T x [0,8) = [tin, thin) s (5.19a)

t=q (z2,5), (5.19b)

such that t = q~ (29, q(xa,t)) for all (xq,t) € P, or equivalently, that s = q(xo,q ! (22,s)) for all (z2,s) €
T x [0, ¢). In (5.19) we are abusing convention: it is the map (z2,s) — (22, t) defined from T x [0,&) — T X [tin, tfin)

which is the inverse of the map (z2,t) — (x2,s) = (x2,q(x2,t)). The fact that such a map is well-defined is
established in Lemma 6.5 below.

5.3. Change of coordinates for the remapped s~pacetime. Given any function f: P — R, where we recall cf. (5.11)
that P C T? X [tin, tfin), We define the function f: T? x [0,¢) — R by

flz,s) = f(z,1), where s = q(z2,t) . (5.20)
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Then, by the chain-rule, (5.18b), and (5.13) we obtain

~ ~

atf(l'7t) = Q(.’EQ,S)an(x,S) ) (5213)
0o f(x,t) = (02 — Qu(w2,9)05) f(=,5), (5.21b)
01 f(x,t) = O f(x,s), (5.21¢)
where for compactness of notation we have introduced the functions
Qa2,s) = 8tq(ac2,t)‘ = —(8,7,) (w2, 1), a2, ) (5.22a)
t=q~1(x2,s) t=q~1(x2,s)
Qo(e2,5) = ~oalwz, )| | =e(@d)(wil@nt)ant)| (5.22b)
t=q—1(x2,s) t=q~1(z2,s)
For later use, it is also convenient to define
Q(z,s) := 6(1’2,5) —V(x,9)Qa(22,5) = —£(,, + VOuI,) (2} (22, 1), zQ’t)‘t,qfl( :
— (V(@1, 22, t) — V(@] (22, 1), 32, 1)) L:q_l( ,Qlr28), (5220
and R
Q=0Q, Qs = 0sQ, Q2 = 0:Q2. (5.22d)

With the above notation, it follows from (5.21) that the spacetime gradient operator in (z,t) variables, namely D =
(€0, e04,02), becomes the gradient operator D associated with the (z, s) coordinates, which is defined by

D = (Ds, D1, D2) := (¢Qds, 201,02 — Q) . (5.23)

That is, we have that
Df(x,t) =Df(x,s).
Next, we notice that the components of D commute, that is

[Ds, D2] = [Ds, D] = [D2,D1] =0, (5.24)
so that for any v € N3 we may write unambiguously DY = 53" 51“ 6;’2 and notice that
(D7 f)(x,t) = (D" f)(x,s). (5.25)
Via the identity Q0s + Vs = %55 + ‘752, we note that material derivatives are mapped into (z,s) coordinates as
(O + V) f(x,t) = (Q0s + Vo) f(x,5) = (1Ds + VDa) f(x,5) . (5.26)
It also follows from (5.24) and the second equality in (5.26) that
[(Q, + Vd,),D*]f = [V,D*|Daf = —D*V Do f — (D*, V,Daf) . (5.27)
Lastly, we may identify the adjoint of D with respect to the L2 inner product on T2 x [0, s] by
D = —Ds — Qs + eQ(Js — &) , (5.28a)
D! = —Dy, (5.28b)
D = —Da + Q2 — Quds, (5.28¢)
(QOs + V2)* = —(Qds + V2) — Qs + Q65 — o) + VQ2 — D2V (5.284)

Here we have used that J, (, ti,) = 1, so that Qy(z,0) = 0.

Remark 5.1 (Lower bound for jg and definition of “fake .J,”). By using (5.20) with f = J,, and the definition of
the map q, we deduce that

J(x,8) = J,(z,t) > H;injg(x,t) =T (22,t) = (1 - 2) = T (x2,5). (5.29)

Throughout the paper, we shall refer to J (x2,t) = J (x2,s) as “fake J,”. We shall discuss in Section 6 several useful
properties of J. Moreover, note that J does not in fact depend on x5 at all.
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Remark 5.2 (Dropping thgiildes). Rather than~w0rking with a new family of variables that depend on the spacetime
coordinates (z,s), namely W(z,s) = W(z,t), Z(z,s) = Z(x,t), A(z,s) = Az, 1), J,(z,5) = J,(,1), J,(z,5) =
T (x,t), T(x,s) = T(z,5), h(z,s) = h(z,t), §lz,s) = g(x,t), N(z,s) = N(z,t), and T(x s) = 7(x,t), for
notational simplicity we drop the tilde and abuse notation to continue using the variables W Z A I, J, T hy g, N, T,
but now depending on (x,s) rather than (x,t). This identification is made throughout the rest of the paper and
no ambiguity may arise because we shall still use the notation D for the spacetime derivative operator in (x,s)
coordinates. As such, D f means that f is viewed as a function of (x,s), while D f means that f is viewed as a function
of (,t), where t = q~ (w2, s).

At this stage it is convenient to record a few of the evolution equations transformed into (x,s) coordinates. For
instance, (3.13b), (3.15a), and (5.4a) imply that (as mentioned in Remark 5.2, we drop the tildes)

(Q0s + Vo) J, = B2 g W, + 152, iN, (5.30)
(Q0s + Vau)J, = L2 T W, + 15972, — (5.31)
(Qds + Vdo)Daoh = g(142W, + 17(*27) , (5.32)
from (3.19¢) and (3.20) we deduce
D2 = L), (Wy —Z,) + 1 J,Doh(W, — Z,), (5.33a)
DoX = Loz (W, - Z,), (5.33b)
(Q0s + V)E = —aX(Z,y + A;), (5.33¢)
(Qs + V3y)2 ™2 = 208072%(Z,. + A,), (5.33d)
while transforming (3.14) yields
(Qs + Vo )nv = — (152 —27)7, (5.34a)
(Q0s + Vo) = (iw o7 )N (5.34b)
The specific vorticity evolution is transformed to the equation
%(QBs + V3)Q — adiQ + a,g 2Dah D2Q = 0. (5.35)

Here we have appealed to the abuse of notation mentioned in Remark 5.2.

5.4. The L?-based energy norms. In Sections 5-12, we will make use of the “energy” and “damping” norms defined
as follows. We use the convention in Remark 5.2, dropping all tildes for functions that depend on (,s) € T? x [0, ¢).
We keep the D notation from (5.23) to emphasize this (z,s) dependence. See also Remark 5.3 for equivalent norms in
term of (z,t) coordinates.

The energy norms at the sixth derivative level are given by

E3(s) = &5 5 (s) + (Ke) €3 () (5.36a)
€5 x(8) = | T IED (I, W, J, 2oy, A (9)] 1 (5.36b)
567 = ||~74J2 DS(W,,Z,,A;) HLz ) (5.36¢)
and are defined at the fifth derivative level by
E3(s) = E3 5 (5) + (Ke) €2 1 (s) (5.36d)
E2 () = ||J2 D°(J,Wi, J, Z,, J,A\)( HLZ (5.36¢)
E2,(s) = |7 D (W, 2, Ar)(9)]| 7 (5.36f)

where K = K(a) > 1 is a sufficiently large constant chosen solely in terms of «, see (10.74). In particular, K is
independent of €. The sixth-order damping norms are given by

Di(s) = D3 (s) + (Ke) "2DZ (s) (5.36g)

D§ x(s) / |75 JEDO (W, T, 2o, A8, (5.36h)
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DE . (s) = /OSHji J2 DS (W, 2T,AT)(-,S')|12L§ds’, (5.361)
and the fifth-order damping norms are
D3(s) = D3 1 (s) + (Ke) *D3 . (s) (5.36))
D2, (s) / 15° (1, Wex, J, 2o, T, AN ()], 8 (5.36k)
D2 .(s) / D3 (W, 2, AL) (s )Higds’, (5.361)

where K > 1 is the same constant in (5.36a), (5.36d), (5.36g), and in (5.36j).

5.5. Bootstrap assumptions. The existence of solutions in the spacetime P (equivalently, on T? x [0,¢) in (z,s)
variables) relies on quantitative bounds on all unknowns in the problem. We establish these quantitative bounds via
a series of “bootstrap inequalities”. Assuming these inequalities hold true with a specific constant on P (intuitively,
this constant is related to the size of various norms of the initial data multiplied by a constant which only depends on
« and Kg), we use the equations to prove that the bounds in fact hold true on P (equivalently, on T? x [0, ¢) in (z,s)
variables) with a constant which is strictly smaller than what was assumed. A standard continuity argument is then
used to justify that the bootstrap inequalities indeed hold true globally on P.

The bootstrap assumptions are as follows. There exists a constant Cypp > 0, which depends only on o and kg
(see (6.5) below), such that for all s € [0, €), we have

supp (W, Z, A, DJ,, DDyh)(-,s) C Xgn := {x € T?: dist(z, Xin) < Couppe } - (5.37a)
Regarding W, we assume that pointwise for (x,t) € P, or equivalently, (z,s) € T2 x [0, ), we have
J. WN > —105 ~1 implies that J, > 23 (5.37b)
<(1+e)t, (5.37¢)
ID(J,W,)| <3¢, (5.37d)
W, | <1+4e¢, (5.37¢)
IDW.| < 2Cysa (5.379)

Regarding Z and A, we assume that pointwise for (2, ¢) € P, or equivalently, (z,s) € T2 x [0, ¢), it holds that

|Z,| +|DZy| < Cy,, (5.379)
Ay|+ (DA <G4, (5.37h)
|Z;|+|DZ,| < Cy ¢, (5.37i)
As|+[DA;| < C4 e, (5.37))
where C; ,C4 ,Cs ., and C4  are sufficiently large constants which depend only on «, ko, and Cgata, and which

are fixed throughout the proof (see conditions (9.17), (9.20), (9.26), (9.33), (9.40), (9.47), (9.54), and (9.61) below).
Similar pointwise in spacetime bootstraps are assumed on the geometry, ALE-drift, and sound-speed:

0<J, <2 (5.37K)

IDJ,| < 4(1 + ) (5.371)

max{2|D hlv 3|D2h| 1+a)n0 ‘Dth‘} <e, (5.37m)
max{ 5(1+a) |DD1h|’ 5Caoma }DDQh|} <e, (5.37n)
V] +|DV| < Cye, (5.370)

<Y < kKo, (5.37p)

DS < 2k, (5.379)
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where Cy is a sufficiently large constant which depends only on «, k¢, and Cyata, Which which is fixed throughout the
proof (see (9.15)). Lastly, for the energy bootstrap we assume that there exist constants Bg, Bs, By, B, > 1, which
only depend on «, Kg, and Cgata, such that

ez sup 56(5) + 256(5) < Bg, (5.371)
s€(0,e]
e sup Es(s) + Ds(e) < Bs, (5.37s)
s€(0,e]
o
HD D1h||L§,5([075)><T2 + HD D2h||L2 <([0,2)xT2) S Bh5 (5.379
DS, ox12y < Bue. (5.37u)

Without loss of generality, we will henceforth assume the ordering 86 < Bs <By,By.

Remark 5.3 (Norms with respect to (z,s) versus (z,t) variables). Using definition (5.20), in the bootstrap bounds
(5.37) we have identified functions F = F(xz,t): P — R and their counterparts F = F(z,s): T x [0,e) = R

Additionally, according to Remark 5.2 we have dropped tildes, writing F instead of F, but have kept D instead of
D to emphasize (x,s) versus (x,t) dependence. The perspective taken in our proof is that some of the bootstrap
assumptions (e.g. for W ~ and J,) are more convenient to close in (x,t) variables, while some others (e.g. the energy
bounds) are more convenient to close in (x,s) variables. It is important however to emphasize that with the exception
of the bootstraps for sup, E5(s) and sup, Eq(s), no ambiguity arises from using (x,s) versus (x,t) variables. Indeed,

it is clear that at the level of pointwise bounds, (5.20) and (5.25) imply that for any function F(x,t) = ﬁ(m, s) and
k > 0, we have

ID* F| e, (p) = ID* | L2e,(10.6) x72) - (5.38a)
This addresses (5.37a) (5.37q). Next, we note that the Jacobian of the map (x,t) — (x,s) present in (5.20) is easily
seen to equal |0yq| = Q and the bound (6.38a) below gives global upper and lower bounds for Q (which are strictly
positive, and depend only on ). As such, with the spacetime P defined in (5.11), the change of variable formula gives
that for any function F(z,t) = F(x,s), any k > 0, and any weight o(x,t) = @(x,s) > 0, we have

C M IBD* Fll Lz (o.eyxr) < 19D Fll2 ,py < Call@DFFllLz (0.c)x12) » (5.38b)

for a constant Co, > 1 that only depends on c. This addresses the L7 ; = L*([0,¢) x T?) norms present in (5.37r)—

(5.37u). It remains to discuss the L° L2 = L>°([0, €); L%(T2)) norms norms encoded by the bootstraps for sup, Es(s)
and supq 5~6(s) in (5.37r)=(5.37s). Here, bounds which correspond to the “time-slice foliation” of T? x [0, €), namely
(T2 x {s})sc(o,], do not translate to bounds on a “time-slice foliation” of P. Instead, a foliation via level sets of 7,
namely {(x1, 2, t): J(x2,t) = 1—2} = {(21, 22,97 (22,5))} fors € [0,&], must be used. That is, for any function
F(z,t) = F(z,s), any k > 0, and any weight ¢(z,t) = @(z,s) > 0, we have

[(ZD* F)(x,5) 2 (r2) = | (¢D*F)(2, a7 (22,9)) |l 22 (12) » (5.38¢)

for any s € [0,¢). The equivalences in (5.38a) and (5.38b) will be used throughout the paper. In contrast, (5.38¢) is
never used.

Remark 5.4 (The order in which the bootstrap constants are chosen). We will show that the bootstrap assump-
tions (5.37) close if the various constants appearing therein, namely

Csupp7c C Ci7—7c,&7-aCVaKaBG7B57BJ)Bha (539)

are chosen suitably. In order to make sure that there is no circular argument, we discuss the precise interdependence
of these constants. We first note that:

iN’ AN’

(i) The Euler equation fixes the parameter o = 77_1 > 0, where v > 1 is the adiabatic exponent.
(ii) The initial data, through assumptions ((1))—((iii)), jjxes two parameters kg > 1 and C > 1. Moreover, as
explained in Remark 4.2, the parameters o, ko, and C determine a sufficiently large parameter Cqara > Ko.
It is important to emphasize that o, kg, and Cyaa are independent of € > 0, which will be chosen to be sufficiently
small at the end of the proof. Next, the precise order in which the bootstrap constants are chosen is as follows:

(iii) Csupp is chosen in (6.5) to depend only on o and k. Subsequent dependence on Cqpp, is encoded as dependence
on a and Ky.
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(iv) K > 1is chosen in (10.74) to depend only on o. For the downstream given in Section 13, K also needs
to depend on kg, cf. (13.55).

(v) Be > 1 is determined by (10.75) and (12.92) to be sufficiently large with respect to only o, and Cyara. For the
downstream in Section 13, Bg also needs to depend on k, cf. (13.54) and (13.84).

(vi) By is chosen in (6.79) to depend only on , Cyata, and Bg. As shown in (6.10), the quotient Bs Bgl is bounded
from above by a universal constant, and from below by a constant that only depends on o. As such, subsequent
bounds of the type A < Bg will be written as A < CBg or A < Bg (see Remark 4.5).

(vii) By is chosen in (7.2a) to depend only on «, Ko, Cdata, and in a linear fashion on (Bg). Since B > 1, subsequent
bounds of the type A < By will be written as A < CBg or A < Bg (see Remark 4.5).

(viii) By, is chosen in (7.2b) to depend only on «, ko, Cyata, and in a linear fashion on (K)(Bg). Since Bg > 1 and
K > 1, subsequent bounds of the type A < By, will be written as A < CKBg or A < KBg (see Remark 4.5).

(ix) C Ay IS determined by (9.17) and (9.20), and depends only on o and Cyata.

(x) C;\T is determined by (9.26) and (9.33), and depends on «, kg, Cyata, C;\N, and Bg. In view of points ((v))
and ((ix)) above, dependence on C Ay is subsequently encoded as dependence only on «, kg, and Cyata.

(xi) Cy is determined by (9.15) and depends only on o, kg, Cqata, CZ\N, and C;\T. In view of points ((ix)) and ((x))
above, dependence on Cy is subsequently encoded as dependence only on o, kg, and Cyata.

(xii) CiN is determined by (9.40) and (9.47) and depends only on «, ko and Cyata.

(xiii) CiT is determined by (9.54) and (9.61) and depends only on «, kg, Cqata, and CiN' In view of point ((xii))
above, dependence on CiT is subsequently encoded as dependence only on «, kg, and Cyata.

The last parameter chosen in the proof is:
(xiv) € > 0, which is taken to be sufficiently small with respect to o, kg, and Cyata. That is, € is taken to be small
enough with respect to the parameters induced by the initial data, cf. points ((1))—((ii)) above.

We emphasize that in view of points ((iii))—((xiii)) above, ¢ is sufficiently small enough with respect to any of the
constants appearing in the bootstrap assumptions, cf. (5.39). This fact is used implicitly throughout the paper.

6. FIRST CONSEQUENCES OF THE BOOTSTRAP ASSUMPTIONS

In this section we collect a few direct consequences of the bootstrap bounds (5.37), which are then subsequently
used throughout the paper. We emphasize that the order in which these consequences are proven is irrelevant, they
are all consequences of (5.37). As such, we sometimes make forward references to other bounds which are direct
consequences of the bootstrap assumptions.

6.1. Spatial support. The goal of this subsection is to prove the bootstrap (5.37a). Recall that at the initial time
t = t;, we have that (W, Z, A) and hence (U, X) are compactly supported in [—137e, 13me] x T; see the set Xy,
defined in (4.7). Then, for a speed v which is to be determined later in the proof, one may define an expanding set

X(s) := {x € T?: |21| < 267e + vs}.

Note that at time s = 0 we have that X, C X(0), giving us a bit of room to operate, at least for some infinitesimally
small time. Then, we may use the system (3.3), (3.15a), and (3.19b) to show that there exists a sufficiently large
parameter v, depending only on «, s, such that

/(X( . W (1O + |E))de =0, 6.1)

for all s € [0, ¢), where we have denoted |U|? = U}~c }C and 3|2 = %%, with the usual convention of summation
over repeated indices. As QQ‘S > 0on T? x [0,¢) (cf. (5.11), (6.38a), (6.38b), (9.10)) if we establish the above identity,
it means that the solution (LQJ7 EQJ) is compactly supported in X(s), as claimed. For the sake of a contradiction, assume
that there is a minimal 5 € (0, ) such that (6.1) holds on [0,5], but that (2 Sz Qo (102 + |2[2)de)|s=s > 0.

Then, from the chain rule we obtain
Jy (11 2
(& S0P+ 57)a)
(Xx(s))C
Next, from (3.3), (3.15a), (3.19b), (5.21) and (5.26), we obtain

O5(Ye (O + [BP) = L0 + (B2 (M2 W + 152 ,2, + 2J,A, + EV2 1)

7§/ ) 8S<3§(|0|2+\2°1\2))dx—5/ (0P +BP)dz. 6.2)
(X(5))° X (s)

S=S
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oooooo

— 4, (350 + [£P) - aZkes U — 597 b (0] + 12P))

— (aUiZk'g™F + aieb U + S0P + [Z)g ™ hoa + 35 (102 + S12)) 7,2

— (a7l U5y — 59730 + [21) ) s (6.3)
A remarks is in order. Since for all s € [0,5] we have that (U, ), and hence also (W, Z, A), are supported in X (s),
from identity (6.25) below, and the bounds (6.8), (5.370), and (6.38), we obtain that if v > Cé¢, then J,(z,s) = 1 and
h,s (z,s) = 0 forall z € (X(3))C. Thus, in (6.3) we have that the .J,, and h,55 terms vanish identically, at all points
in the interior of (X (§))E. Moreover, we may freely multiply (or divide) the right side of (6.3) by powers of J,, since
we are then multiplying by 1. Using these observations, we integrate (6.3) over (X (s))c, integrate by parts the pure
derivative terms, and appeal to the bootstrap bounds (5.37) to conclude

g?/ 3§(|0\2+\i\2)dx+(32a(1+a)no+c°s)/ U (1012 + B)dz. (64
(X(3)C 0X(s)

Note that by assumption on the minimality of s, the first term on the right side of (6.4), vanishes. As such, if v is taken to

asv := 65a(1+a)ko, and € is chosen sufficiently small, (6.2) and (6.4) yield - f(X(s))G % (|0|2+ ‘iP)d.ﬁ‘szg <0,

a contradiction. o
We have thus shown that by letting v = 65a(1 + «)xg, the functions (U, 3, DJ,, DD,s h)(-,s) are compactly
supported in the set X (), for all s € [0, &]. Choosing the constant Cgypp in (5.1) to equal 137 + v, i.e.,

Caupp = 137 + 650(1 + o)k , 6.5)

shows that the bootstrap (5.37a) is closed.
6.2. Flow of the ALE velocity V. Due to the presence of the ALE transport operator 9; + V 0, when working in
(z,t) coordinates it convenient to consider the flow map:

0l (21, 2, t) = V(21,&(21, 22,1), 1) for t € (tin, thin) s (6.62)

&(x1,x9,tin) = 22, (6.6b)
where we recall that V' is defined in (3.6). Given a label z, the flow £(z, -) is then defined up to the stopping time

Te(z) = sup{t € [tin, tan]: ({(x,1),t) € P}.
Then, for any function F': P — R, by the composition F'o£ we mean
(Fof)(x,t) = F(x1,€(21,22,1), 1),

which is well-defined for ¢ < T (z). Similarly, the composition with the inverse of £, which is denoted as usual by
£~1 only affects the second space coordinate.
Next, we note that the bootstrap assumptions (5.37) and the identities

O¢(log&.2) = Vi of (6.72)

2 0h(82) = Vi of (6.7b)
Vi=—aSg thys+g * (JQAN —hyo (HTanVOVN + 17T06quj\/))

+ g Sho J (A — b (H2W, 4 1527 (6.7¢)

Vo =—aXg 2hos+A, — hy (H%WT + 1_7027) ) (6.7d)

imply that pointwise in (z,t) € P we have
‘5(I,t>—$2|§€2, |£a2 _1‘ 5627 |at€| 557 |§71| 55~ (68)
Pointwise estimates for V2¢ may also be obtained upon by noting that (6.6), (6.8), (7.1j), and (B.2d), imply
(€111 S e7HIDEV| o, +¢[DiDoV o +*(IDEVI]
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S 3 [DiD*V (- 0) . +e7D'DiV . S K(Bo) (6.92)
[€12] < [[DiD2V| o +2%D3V|,.. < eK(Bo). (6.9b)
[€22| S €[|D3V] e < €K (Bs), (6.9¢)
pointwise for (z,t) € P. The bounds (6.8) and (6.9) imply that for any smooth function f we have
[D(fo€) — (Df) o €| S*Df| o€ (6.10a)
D*(f o &) = (D*f) 0 &| < e*K(Bg)|Daf| 0 £ +%[D* flo ¢ (6.10b)

pointwise for (x,t) € P. For later use, we record the equations (6.7¢) and (6.7d) transformed into (x, s) coordinates:
DiV = —aXg #D1Doh +eg™ % (J,Ay — Doh(152 W, + 1527.2,))

+eg72Doh J,(A; — Doh(1E2W, + 1522 ) (6.11a)

DoV = —aXg 2D2h + A, — Do (oW, + 1522, (6.11b)

6.3. Bounds for (W, Z, A). The goal of this subsection is to establish the pointwise bounds
(W (z,t) — kol < ko, |Z(2,t)] < Koe(1+ 2%Cy ) |A(z, t)| < Koe(1 + 3ro + 22C, ) . (6.12)

1+a 1+o¢
forall (x,t) € P.
From (3.19a), (3.14a), and (3.21c) we deduce that

(0 + V) (U - N) — a¥Zy + A(X2W, + 152Z,)
(O +VO)A+ SX(W, —Z, —2A,) — (U - ) (W, + 1592,)
and hence, by also appealing to the bootstrap inequalities (5.37), we obtain
10+ Vo) ((U-n)?+ A%) = aZ((U . N)iN — lA(v“v —~2Z,-2Ay))
< a%((U N + 42) (12| + (W |+ 2, +21Ay])
3

0, (6.132)
0, (6.13b)

<C(U-n)? +A2) (6.14)
Upon integrating the above estimate we further obtain
(U n)% + A2)% 0 &(a,t) — Jug(x)]| < Ce. 6.15)
On the other hand, appealing to ((ii)) we have that
luo(@)] = (& (wo () + 20(2))% + ao(x)Q)% L T S P (6.16)
We deduce in particular the preliminary estimate [|U - N[ 1z¢, < 2 3 Ko + Ce <5

The estimate for A now follows by integrating (6.13b), and using the prev1ously established bound for U - & along
with the bootstrap inequalities (5.37), to obtain

|Ao&(z,t)] < lao()] + £25 (%no(l +e+eCy +2C; ) + f5r0(RF2 (1 +¢) + 15%eC5 ))

< ke + 1%&%(7—2149&% +0‘“0C/3N + Ca) < 505(1 + 3Kko + %CAN) .

The A estimate in (6.12) follows by composing with 1.
The Z estimate is obtained in a similar way by integrating (3.21b), and appealing to the existing pointwise bounds

|Z o &(a,t)| < lz0(2)| + 25 55 <€C’+2om0C ) < 505(1—# £2%Cs )

The Z estimate in (6.12) now follows.
Lastly, the TV estimate is obtained by integrating (3.21a), together with assumption (5.37p), and appealing to the
existing pointwise bounds

|W05(x,t) - wo(m)‘ <0 = |W05(x,t) - ﬂ()’ < |W05(x,t) - wo(m)‘ + |w0(x) - no} <O+ 1

Taking ¢ to be sufficiently small and composing with £ ~! yields the W estimate in (6.12).
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6.4. Pointwise bounds for Dk(JgV'V ~) and D*.J, when 0 < k < 2. For future use, it is convenient to record the
following pointwise bounds for the first few derivatives of J,W , and J,Z ..

Lemma 6.1. Assume that the bootstrap bounds (5.37) hold on T? x [0,¢). If ¢ is taken to be sufficiently small with
respect to a, kg, and Cyata, then

|(J, W) (@,t) — (wo) 1 ()] S e (6.17a)
|D(J,W,)(z, t) D(wo).1 (#)| S eK(B (6.17b)
|D2(J,W ) (2, t) — D*(wo).1 ()| < K(Bg (6.17¢)

holds for all (x,t) € P.

Proof of Lemma 6.1. From (3.24b), upon composing with the flow £ associated to the vector field 9, +V 05, we deduce
that for each frozen «, and for t < T¢(z), we have

(J, W ) o (2, 1) = (wo),1 () WM (a, t) + 132 (2, 1), (6.18a)
where we have denoted
Wl (1) = ¢~ 8 R r g EShaeganar. (6.18b)
132 (x,t) = /t ENot(z,r)e” 2 J:(‘&ngfgEh’”)og(”/)drldr , (6.18¢)
tin
EY (z,t) = —aZg_%JgAN,g —i—%Eg_%h,zQ (Jyzv — 2JQA7—)
+2AL T2 — (35oW, + 522 ) LA — (SeW, + 152Z,) W, (6.18d)
Using the bootstrap assumptions (5.37), we see that the terms defined in (6.18b)—(6.18c) satisfy the pointwise estimates
- <e?, WP Se, (6.19)
from where we deduce that
[(, W) o (x,t) — (wo) 1 ()| S %|(wo) 1 (z)| +¢ Se. (6.20)
Additionally, the implicit function theorem combined with the bounds (4.11) and (6.8) give
ID* (wo),1 () — D¥(wo),1 0~ (&, )] < IDF (wo) 2 [l o2 — €M (2, 0)] S e, 621)

for k € {0, 1,2}, from which (6.17a) follows.

Establishing (6.17b) and (6.17c) requires bounds for the derivatives of I{} 'L and 132, which we obtain as follows.
Using (6.8), we have that [D (0 )| < Dy f|0 & +22Daf|0€ < [Df| o€, ID2(f0&)| < [Daf| o€ and [De(fo )| <
IDif| 0 & +€2|Daf] o & < |Df| o & With this in hand, we return to the terms defined in (6.18b)—(6.18d) and use the
bootstrap inequalities (5.37), the product and chain rules to estimate

HD lV"VAMHLoc Set+ EHDh’?? HLOO

D2, S €%+ 2 [D?Ar]| e +llD?hn ||, + €208, + € [[D%Ris | e +llDhn [,

IDEY s, <1+ D%, + [D2(AA) |, + (D2,

102 E3 11z, 5 2% 4 02 Az o + DA

|2z + 2 D% )| e, + (1D, o

+¢2||D%h,s

’L‘X’ + ’|D2(WT>2T7JQAN)HL2LOO +5HDQATHL2LOO +EHD2(‘]92N)HL2L°C '

The L‘X’t norms present in the above estimate, which are the same as L%, norms cf. (5.38a), are estimated using (B.2d).
On the other hand, the L2L§§.O norms are not equivalent to L2 < L2° norms, akln to the discussion above (5.38c). Nonethe-
less, the proof of estimate (B.2¢e) (designed for Lf L2° norms) can still be applied in this case,'® leading to obtain upper

18 First, at each fixed ¢ one uses fundamental theorem of calculus in the 21 and x2 variables, and the Poincaré inequality in the x1 variable to
bound the L°(({t} x T?) NP) norm of a function F in terms of the L2 (({t} x T2) NP) norm of e2 D1 DF (see (B.6)). Second, one integrates
this expression in ¢, leading to a bound for HF||L%LOC in terms of £~ 2 ID1DF|| ;2 . Third, one uses (5.38b) to transfer an upper bound in terms

of |[D1DF|| ;2 into an upper bound in terms of || DiDF| 2 . This argument is used repeatedly throughout this section.
x,t x,s
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bounds in terms of Li’s norms for 5! order derivatives. In turn, to bound these we appeal to the bootstraps (5.37r)—
(5.37u), the bounds for the geometry and sound speed in (7 1), and to the vorticity estimate (8.2). For instance, (B.2d),
(7.1c), and the fact that 7 < 1, imply that |[D*h, ||, S € ~3||D*h,, (- tin)llzz +e 1 ID%hya || 2, < Ke(B). Sim-

< (Be). ID*S L2, < (Be). [ID*hs2 |12 S Ke?(Bg), N

ilar arguments show that ||D%.J,

£z (Bg). Similar arguments 1mply for (VOVT, iT,AT, JgiN, JgAN). For instance, (B.2e) and (5.36j) implylthat
D2(W., Z,, AT)HL%L;O < ez ||DY (W, Z, AT)”L?T), < 5*%2557 < Ke2(Bg). The same argument shows
D2(J, 2| 2L S £~ 2 (Bg). Some of the bounds for the terms involving A are more delicate and require that we
relate A v to the ‘Vorticity via A N~ = Q+ %VDVT + %27 These vorticity-improved bounds are obtained in Section 8
(see (8.21a) and (8.21c)). For instance, (8.21c) implies [ D2A || 27 < e~ %[ D*A | 2, S Kez (Bg). This bound,
the bootstraps (5.37), and the product rule in turn gives ||D2(.J,A )| L2ne S Ke2 (Bg). Next, by appealing to the im-
proved bounds in Corollary 8.2, and to Lemma B.4, we may show that || D2(J A,) lpse, S14e7t ||D5(Jg.&,\/)||L32ut <
(Bs) +e 1 [D?A |2, < K(Bo), and that [[D*(J,Ax 2 )|l 21 S e 2 [ID*(J,Ay)| 12, + 22 (Bs) S Ke? (Bo). In-

serting these bounds into the previously established bounds for DI3**, D213, DE}, and D%E}/, we derive

D, < Ke*(Bo) (6.22a)
D21 ]], - < Ke(Be) (6.22b)
IDEF]] < K(Bo) (6.22¢)
ID% Bl 2 < Ke®(Bs). (6.22d)
The bounds on E} and the integrating factor I} L imply also that
IDIV2)« + D2« < Ke(Bs). (6.22¢)
t,x t,x

With (6.19) and (6.22), we return to (6.18a) and obtain the pointwise estimates
ID((J, W) 0 &(a,t) — (wo)1 (2))] S Ke(Bs) (6.232)
ID2((J, W) 0 &(z,t) — (wo)1 (2))| < K(Bs) (6.23b)
for all (x,t) € P. We note that (6.23) and (6.10), together with (6.17a) and (6.21) imply (6.17b)—(6.17c). O

Integrating the bounds obtained in Lemma 6.1, we obtain pointwise bounds for .J, as follows:

Corollary 6.2. Assume that the bootstrap bounds (5.37) hold on T? x [0, ¢). If € is taken to be sufficiently small with
respect to o, kg, and Cyata, then the bounds

|, (2, ) = 1 = (t — tin) 12 (w0) 1 (2)| < FH2Cy (¢ — tin), (6.24a)
D, (2, t) = (t — tin) 52Dy (wo)1 (@) S (¢ — tin)eK(Bg),  for i€ {1,2}, (6.24b)

(00 + VDo) J, (2, 1) — L2 (wp) 1 (2)] < =2y (6.24c)

|0¢ ], (2, t) — 15 (wo) 1 ()] < H2Cy,, (6.24d)

|DiD;J, (2, t) — (t — tin) 2£2D;D;(wo) 1 (2)| S (t — tin)K(Bg),  for  i,j€{1,2}, (6.24¢)
|Di0yJ, (2, t) — 1£2D;(wo) 1 ()| < 8(1+ « )Cs for ie{1,2}, (6.241)

|0:0:J, (2, )| <4(1+ )]l —alCy e, (6.249)

hold for all (z,t) € P. Here we have introduced C,, = C, (e, Ko, Caata) > 0, defined by [1 — a|Cy = ltac

Proof of Corollary 6.2. Upon composing (3.15a) with the flow £ and integrating in time, we obtain that for ¢ < T¢(z),

t

Job(z,t) =1 +/ (#(JQWN)ogjL %(ngN)og) (z,t")dt’ . (6.25)
tin

Using the bootstrap assumptions (5.37), and the previously established bound (6.17a) , we deduce from the above

identity that

| J,08(x,t) = 1 — (t — tin) 552 (wo).1 ()] < (t —tin) (eC + 22720C, ). (6.26)
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Upon composing with £ =1 (x, t) and appealing to (6.21) with & = 0, we deduce (6.24a).
In a similar fashion, we may differentiate (6.8) with respect to space, appeal to (6.18a), and deduce that for ¢ €
{1,2} we have

Di(J,08)(, 1) — (t — tin) 252D (wo).1 (x)
= /t (HTa(wo)q (x)Dilevl(x,t’) + HTaDi(wo),l (x)(|wfy,1(x’t/) —1)

+ L52DK 2 (1) + 152Di((J, 2x) o) ) ()l (6.27)
Using the initial data assumptions, the bounds (6.19), (6.22), (6.10), (5.37g), (5.37k), and (5.371), we deduce
|Di(Jgo§)(x, t)—(t— tin)l‘%aDi(wo)d (x)‘ < (t — tin)eK(Be) . (6.28)

Next, instead of merely appealing to (6.8), we use that similarly to (6.8) we may show |9 (z,t) — 1] < e(t — tjy) and
|€,1 (2, )| < (t — tin). The resulting bounds are

’(DiJg) o&(x,t) — (t— t;n)HT“Di(wo),l (x)| < (t — tin)eK(Bs) , for ie€{1,2}. (6.29)
Combined with (6.21) with k£ = 1, this bound implies (6.24b).
Differentiating (6.25) with respect to ¢, recalling the definition of £ in (6.6), the identity (6.18a), and the bounds
(6.19), (5.37g), and (5.37k), we obtain
(9 + V) J,) 0 €, t) = 152 (wo) 1 ()] < Ce+ 270lC, (6.30)

The bound (6.24¢) now follows upon composing with €' and using (6.21) with k = 0. The bound (6.24d) follows
from (6.24b) with ¢ = 2, (6.24¢), and (5.370).
Next, we establish (6.24e). We apply D; to (6.27), appeal to the bounds (6.19), (6.22), and (6.10), to obtain

|D;D;(J,08) (@, ) — (t = tin) 52 D;Di(wo )1 ()] < (¢ — tin)K(Bg) + (¢ — tin) [D*(J,Z:) | £ge, - (6.31)

To bound the last term in the above estimate, we use (B.2d) and the improved J, z ~ bound available from (8.22a). We
obtain

ID%(J,Z,) |z, S & 2 ID*(J,Z0) (- tin) |22 + €MD (F, Z) |2, < K(B) - (6.32)
The bounds (6.31) and (6.32) thus imply
|DjDi(JgO§)(I,t) — (t — t;n)”%DjDi(wo),l (1‘)| (t — t,n)K< > (6.33)

Appealing to (6.24b), (6.9), to the bounds [€,5 (x,t) — 1] < e(t —tin) and |€,1 (z,t)] < (t — tin), and to the previously
derived estimate ||D2.J, || L, < (Bg), we also obtain

D;Di(J, 0 §)(,t) — (D;DiJ,)0&(w, t)] < (t — tin)K(Bs) - (6.34)

Upon combining (6.33) and (6.34), composing with £ ~*, and using (6.21) with k& = 2, we arrive at the proof of (6.24¢).

In order to prove (6.24f) we apply D;0; to (6.25), use (6.23a) and the bootstrap assumptions (5.37), and obtain that

[€,2 (D2(8; + Vs)J,) 0 € — 152Dy(wp),1 | < CeK(Bg) +7(1+a)Cy, , (6.35)

|€72 815 + Vag) ) & — 1Jr7O‘D1(’LU()),1 —e€ (Dg(@t + V82 f’ < C€K<Bg> + 7(1 + a)C . (6.35b)

By again appealing to (6.8) and also to (5.370) and to ||D?J, ||, < <B@> we derive from the above that

x,t —

(D3 J,) 0 € — 2D;(wo) 1 | < CeK(Bg) + 7(1 + a)Cy

Zy o

(6.36)
for i € {1,2}. The bound (6.24f) now follows from the above estimate, upon composing with £ =1, and from (6.21)
with k£ = 1.
The last estimate in (6.24), namely (6.24g), follows by differentiating (3.15a) with respect to time, which yields
(010 + %Dﬂ/@g +V9:00)J, = HT"(& + V@g)(JgWN) — 1Jr—"“V(‘)g(J WN) + 12 2D (J, ZN) (6.37)
Using the previously established bound (6.24f), the bootstrap assumptions (5.37), the time differentiated version of

(6.18a) which gives (0; + V82)(J,W ) 0 £(z, 1) = (wo) 1 (€)1 (1) + Ok % (2, t), and the bounds (6.22), we
deduce that

00,7, < €+ 1321Cy 71+ ).
The bound (6.24) now follows, concluding the proof of the Corollary. ]
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6.5. Properties of the remapping coefficients. We recall the coefficients Q762, 6, Q, Qs, and éz introduced in
(5.22). These coefficients are bounded as follows:

Lemma 6.3. Assume that the bootstrap bounds (5.37) hold on T? x [0,¢). If ¢ is taken to be sufficiently small with
respect to a, kg, and Cyata, then the various functions appearing in in (5.22) bounds are bounded as

11040) < Q(as,s) < 401(1+ ), (6.382)

|Q — Q| < 3Cves < 3Cye?, (6.38b)

|Q2| < 3s < 3, (6.38¢c)

|Qs| < 2200 (6.38d)

Q.| < C, (6.38¢)

|Q - Q| < Ce, (6.38f)

hold uniformly for all (x,s) € T? x [0,¢). In particular, (6.38a) and (6.38b) imply that

2040) < Q < 402(1+a). (6.382)

Proof of Lemma 6.3. From (5.22a), (6.24d), and (5.7) it follows that in order to obtain a bound on 6 we first need a
bound on (wy),1 (] (x2,t),z2). To obtain such an estimate, we recall that by (5.16) 7 (x2,t) is the point at which
the global minimum of J, (-, zo, t) is attained, and hence by (6.24a) we have

1+ (t - tin)H_?a((wO)al (xi(x%t),zQ) - CJt) < Jg(f{(l’g,t),(ﬂg,t)
< Jy(m\l/(xQ)vx%t)

<1+ (= tin) 52 ((wo) 1 (2 (w2),22) + Cy,) (6.39)
where we recall cf. assumption ((vi)) that z} (w2) is the point at which (wg),1 (-, z2) attains a minimum. Therefore,
—2 < (wo)1 (21 (x2),22) < (wo)y1 (a7 (22, 1), 22) < (wo)1 (2 (w2), w2) +2C, < —35: +2Cy . (6.40)

Inserting the above obtained bounds for (wyg),; (] (x2,t), z2) into (6.24d) yields
152 (=2 — G = 5% ((wo)a (@i (w2, ), 22) — Cy))
(0rd,) (@71 (22, 1), 2, 1)
5% ((wo) 1 (2] (w2, 1), 22) + Cy,)
S (— 152 + Cu) - (6.41)

Next, we use the bounds (6.40) and (6.41) in order to prove (6.38a).
Differentiating (5.18b) with respect to ¢ and appealing to (5.7), we have

Q(x%q(x%t)) = (atq)(x%t) = _5(8tjg)(mylf(m25t)7x2vt)

IN AN A

= —e(04J,) (a7 (w2, 1), w2, 1) +200(1 + )€ (Frpet) . (6.42)
We observe that (6.41) and the definition of € implies
o —eCy) < Q(za,s) < 214 2Cy,) +400(1 + ) Lie gty - (6.43)

The bound (6.38a) now immediately follows.
Due to (5.22¢) we have that

Q= Ql(x,5) = lV (2, 9)[|02T, | (7 (2, £), 22, ) 1=q 1 (a.5) = €IV (@, 9)]|02, | (@7 (22, ), @2, )| i—g-1 (2 5
and so by appealing to (5.370) and (6.24b) with ¢ = 2, we obtain
1Q -~ Qf < €% Cy(a™! (22,5) — tin) 2 (|(wo) 12 (27, 72)| + CKe(Be))
< e(l+a)Cv(q ' (z2,5) — tin) - (6.44)

The bound (6.38b) will follow if we are able to establish q~1(x3,s) — tiy < s. Using that q(xe, tin) = 0, we write
s = q(x2,t) = q(x2,t) — q(x2, tin) = ftt (01q)(z2,t")dt’. Integrating the lower bound in (6.43) with respect to time,

t
s=/t (9pa) (2, t')dt’ > 2101 — ;). (6.45)

in
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Note that a reverse inequality also holds:

t
= / (0:q) (w2, t")dt’ < 401(1 + )(t — tin) - (6.46)
tin
From (6.45) and (6.46) we obtain that
2(15+oz) < q_l(x;s)_tm <4011+ a). (6.47)

Combining (6.44) and (6.47), we iminediately arrive at (6.38b).
Next, we recall the definition of Q5 (x2,s) in (5.22b). Using (4.10), (6.24b), (5.8), and (6.47) we deduce that
Qo (w2,5)| < (t — tin) 152 (ID1Da(wo) (2], )| + C*K(Bs)) < (22 + Ce?K(Be))s (6.48)

The bound (6.38¢) follows. -
In order to prove (6.38d)—(6.38f), we first note that implicit differentiation of the relation J,,1 (25 (z2,t), x2,t) =
Jo1 (25 (22, 1), x2,t) = 0, with respect to z3 and with respect to ¢ gives the relations

0o} (w2,1) = = (G527) (af (w2, 1), o, t),  and  Byaf(wa,t) = (g9t ) (@5 (w2, 1), 22,t) . (6:49)
In turn, cf. (5.8) and (5.22) this implies
2 o _ 810:J,-0104 *
Qu(w2,5) = g5 (0100 T, — 2000 ) (i (2, 1), 2, ) s (6.50a)
A 0102J4-0104 *
Q2(z2,s) = Q(¢ 9 (8ta2=] - %)(%(952775)»xzat)‘t:qfl(m%s) (6.50b)
Q(z2,5) = Qs(22,5) — Qa(w2,9)V (2,5) — Qu(x2,5)8V (2,5) . (6.50c)

It thus becomes apparent that we require a positive lower bound for J,,11 (27 (x2,t), 22, t); we note that this is the only
place in the argument where assumption ((vii)) on the initial data enters. We revisit the second and third inequalities in
(6.40), which show that 0 < Dywg (2} (2, 1), 22) — Dywo(z) (22, 1), z5) < 2eCy,. Since 26Cy, < £1 for  sufficiently
small, by assumption ((vii)) this implies that |2} (25, ) — xY (x2)] < £%. We can however obtain an improved bound
for this difference. We recall that J,,1 (z7(x2,t), x2,t) = 0 (see (5.13) and (5.8)), while (6.24b), (5.37r), and (5.37s)
imply that | J,,1 (% (22, t), 22, 1) — (£ — tin) (wo) 11 (2} (22, 1), 22)| < C(t — tin)K(Bg). Together, these bounds yield

|(wo),11 (2} (22, 1), 22)| < CK(Bs). 6.51)

On the other hand, using assumption ((vi)) and (4.11) we may perform a second order Taylor expansion in z; (at fixed
x2) around ) = Y (x2), to obtain

(wo),11 (2, w2) = (wo) 11 (x), x2) +(2 — 1) (wo) 111 (27, 22) +3 (2} — 2Y)? (wo) 1111 (z}, x9) (6.52)
——_— ——

[-1<C(Bs) =0 > || < Stz

for some xti that lies in between z% and z}. Moreover, using that |2} (22,t) — zY (z2)| < €7 we have that |(z} —
2Y)(wo)s1111 (2}, 22)] < Caarae ™31 and thus

| (9, 1) — ) (22)] < CK(Bg) (125 — S2255) ™" < 2CK(Bg)e® . (6.53)

10e3

Notice the improvement of (’)(51) — O(e?) that the above bound gives over assumption ((vii)). Using (6.53) we
return to (6.24e) with ¢ = j = 1, use the mean value theorem in x; and assumption ((vi)), and deduce that

D1D1J, (25, @2, 1) > (t — tin) 2D (wo) (27, 22) — C(t — tin)K(Bs)
(t — tin) 52D3 (wo) (2, ) — (t — tin) S22 =20 DA | e — (¢ — tin) K(B)
(

2>
Z t— tm) 9(;3—;‘) - (t t|n) 1+a MC data — C(t - tin)K<Bﬁ>
> (1 — tin) 2022 (6.54)

upon taking ¢ sufficiently small. We note that the above lower bound vanishes as t — t;,. We may obtain a matching
bound for D1 0;J,(x7, 2, t) as follows. By Taylor’s theorem in time, and using that .J, (-, ti,) = 1, we obtain that

t
0= DyJ,(x,tin) = D1J,(x,t) + (tin — t)D10;J, (, 1) +/ D102, (x,t')(t — tin)dt’ . (6.55)
t

in
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Evaluating the above expression at z = (7 (z2,t), 22), and using that J,,1 (23 (z2,t), x2,t) = 0, we obtain that
t

D10, (x5 (x2, 1), 2o, t) = = [ D102J,(x} (2o, 1), 2, ') (t' — tin)dt’ (6.56)

t—tin

and therefore

‘DlﬁtJy(x’{(xz,t),xg,t)‘ S %HD@EJQHL;% . (657)

In order to bound the right side of the above identity, we appeal to Lemma B.1 and the available bounds at the 6"
derivative level which are given by the bootstrap (5.37u) and the initial data assumption. More precisely, we have
D3, | Les, S e73 D%, (-, tin)ll2 + &1 [DOJ, [l 22 . < (By). This estimate gives a sub-optimal bound since upon
noting that D107 = e=2D, D2, we infer ||D167 J, ||L;°t < £72(By). To obtain the correct bound, which is sharper by a
full power of ¢, we note that (6.37) implies 1

D187J, = —1D1(DiVda],) — D1(V9,02J,) + 52 D1(0; + V) (J, W)
— 149D, (VEy(J,W,)) + 352D1D¢(J,Zy) - (6.58)

2¢e

Next, recall that the D19, differentiated version of (6.18a) gives D1 (0; + V82)(J,W.) o £(z,t) = —e€,1 82(0; +
V) (J, W) o€ (, t) +e(wo )11 ()0 (@, 8) + (wo),1 (2)D19 ! (2, £) + D101 % (x, t). Therefore, using (6.8),
(5.37s), the Sobolev embedding bound [|D?(J,W.)||rx, < 2D (J, W) (-, tin)l £z + e D> (S, W) |12 . <
e=1(Bs), and (6.22), we deduce ' '
ID1(8; + VO2) (S, Wy )|, S e " (Be) . (6.59)

Using the above estimate, we return to (6.58), and bound the remaining term by brute force using the bootstraps (5.37)
and the improved Z,, bounds from (8.22a), to obtain that

||D18152Jg||L;f’t < 671<Be> . (6.60)
Then, the above estimate and (6.57) imply that
|D18:J, (27} (w2, 1), w2, )| < 5= (Bg) (6.61)

holds pointwise for (22, t) € P.
Using (6.54) and (6.61), we return to bound three terms in (6.50). By also appealing to (5.7) we rewrite 0;0;J, =

0:0;(J, — J,) + 010, J,, the fact that |€’| < 4 and tg, — tmed = m, and to the bounds (6.24), (6.38a), (6.38b),
(6.38¢), (6.46), and (6.51), we deduce
A cy, C 2 -52.502
Qa2 9)| € gy (e + £)+22(B6)?) < 2520°0 (6620
|Qa(22,9)] S g5 (5 + £(Be) S 1 (6.62b)
Q(z2,5) — Qs(@2,s)| Se+s<Se. (6.62¢)
The above bounds establish (6.38d)—(6.38f), thereby concluding the proof of the lemma. U

6.6. Properties of .J,, q, and the definition of the curve of pre-shocks. First, we show that the minimum of
J, (-, w2, t) is attained at a unique point as soon as t > t,, justifying the definition (5.12).

Lemma 6.4 (The point =7 (x2,t) is uniquely defined). Assume that the bootstraps (5.37) hold, and assume that € is

sufficiently small with respect to o, ki, and Caata. Then, for all (z2,t) € P witht > ti, there exists a unique % (2, t)
at which the minimum of J, (-, 2, t) is attained.

Proof of Lemma 6.4. Recall cf. (5.16) and the discussion in the paragraph above that equation that ] can be equiv-
alently defined as the location of the global minimum of J, (-, xa,t) or J, (-, xa,t). Fix (xa,t) € P, with t > ti.
By (4.7), (5.37a), (6.8), and (6.25), we have that the continuous map z; — J,(z1,22,t) — 1 is supported in
{Jz1] < (9 + Coupp)e} C T. As such the minimum of this function is attained at at least one point. For any such point
x7, we have that (6.40) holds, and thus the argument which as lead to the bound (6.53) holds true, yielding the estimate
|zt — zY| < e3. Now assume that 27 was not unique, rendering the existence of two such points zj , and z7 ;. Then

41 (27 3, ¥2,1) = 0, and by the mean value theorem there must exist xﬁ which lies

we must have J,,1 (27 ,,z2,t) = J,
in between 27 , and 27 ;, such that J,,1, (2%, 22,t) = 0. But note that (6.53) implies |z} — zY| < 3. Therefore, we
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may repeat the bounds in (6.54), with 7 replaced by xl, and deduce that J,,1; (xl, Zo,t) > (t—tin) 2%:30‘) > 0. This
is a contradiction, concluding the proof. ]

Lemma 6.5 (The map q is invertible). Assume that the bootstraps (5.37) hold, and assume that € is sufficiently small
with respect to o, ko, and Cqata. Then, the map q defined by (5.18) is invertible, with inverse q~! defined by (5.19).

Proof of Lemma 6.5. Fix x5 € T and s € [0,¢). We need to show that the equation s — ¢(x2,t) = 0 has a unique
solution ¢ € [tin, tan). The uniqueness part is easy: if two solutions t;, < t, < t; < ta, would exist, then we’d
have q(22,t,) = q(x2,tp), and so by the mean value theorem 0;q (w2, t*) = 0 for some ¢, < t* < t;,. But we have
already shown earlier, see (6.43), that 0;q(z2, tﬁ) > @ > 0, a contradiction. When s = 0, then ¢ = t;, clearly
solves the desired equation since q(z2,tin) = 0. When s € (0,¢), the existence of ¢ follows by the intermediate
value theorem, the continuity of q with respect to time, and the bounds (5.37k) and (6.46). Indeed, (6.46) shows that
q(ze,t) < 401(1 4+ «)(t — tin), so we can find ¢, > t;, such that s — q(z2,t,) > 0. For the other bound, we recall
cf. (5.7) and the bootstrap (5.37k) that for every x € T? there exists t.(x) < tg, such that J,(z,t.(z)) = 0. This
implies that for every x5 there exists t, € [tin, tfin) With J (z2,t,) = 0. Hence, s — q(x2,t,) = s — & < 0. Thus, by
the intermediate value theorem there must exist aroot ¢t € (¢4, t) of s — q(z2,t) = 0. O

Definition 6.6 (The curve of pre-shocks). For all x5 € T we define, extending the definition of q~' by continuity,
r1(z2) == Slil?_ 23 (22,97 (22,5)) = 2} (22,97 (22, 2)). (6.63)

he parametrized curve

[1]

= {(i1($2)7$27q71($2,5))1 Zg € T}
is called the curve of pre-shocks. We define t*(xz) := q~ (22, €) so that Z* := {(3"31(3:2), To, t*(w2)): 2 € T}.

Proposition 6.7 (Equivalent characterization of the curve of pre-shocks). The curve of pre-shocks =* is precisely
the intersection of the two-dimensional surfaces {J, = 0} and {.J,,1 = 0}.

Proof of Proposition 6.7. We first establish the inclusion =% C {J, = 0} N {J,,1 = 0}. The fact that J,,; vanishes
on =* follows from the definition of z7 (see (5.13)), which gives that .J,, (xf(xg, t),22,t))|t=q~1(zs,s) = 0, and thus
this equality also holds as s — &, by continuity. The fact that .J, vamshes on = is a consequence of the definition of
the map q~ ! (see (5.18b) and (5.19)). Indeed, as s — &, we have that J (z2,q~*(z2,s)) — 0, which means via (5.14)
that J, (23 (z2,q 1 (72,s)), 72,9 1 (22,s)) — 0 as's — ¢. By continuity of J, in the ; and ¢ entries, it follows that
J,=0onZ=*.

The proof is completed once we establish the reverse inclusion, namely {J, = 0} N {J,,; = 0} C Z*. Let
(v1,2,t) € {J, = 0} N {J,,1 = 0}. We need to show two things: ¢t = q~(z2,¢) and x1 = 2} (22,9 1 (72,€)).
Since J,,1 = J,,1, we have that J,(z1,72,t) = J,,1 (v1,22,t) = 0, and therefore the map z1 — J,(x1,z2,t),
with (z2,t) frozen, has a global minimum at z; (indeed, .J, cannot attain strictly negative values in the closure of
the spacetime considered here). By (5.12) and the uniqueness statement established in Lemma 6.4, it follows that
x1 = 2 (z2,t). Moreover, by the definition (5.14) it follows that 0 = J,(z1,22,t) = J(z2,t), which gives in light
of (5.18b) that t = q~*(z2, €). This concludes the proof. O

6.7. Damping properties of J, and 7. In this section we record the properties of J, and 7 that are most important
to the analysis, especially to the energy estimates in subsequent sections.

Lemma 6.8 (Damping). Assume that the bootstraps (5.37) hold, and assume that ¢ is sufficiently small with respect
to a, ko, and Cyata. Then, for all (z,t) € P, we have that

(J,W)(z,t) < =12 + 2] (z,1). (6.64)

Proof of Lemma 6.8. If (z,t) € P is such that J,W . (2,t) < — -, then (6. 64) holds automatically due to (5.37k).

If on the other hand J, WN(x, t) 10 , then by (5.37b) we have J,(z,t) > =. In this case, (6.17a) and (4.10) give
105 + JWN(‘T t) = + (w0)71( )+ 05 S 105 + 106 + CE < 1+C€ J J -1 < 1+Cs J_} 225 5

thereby proving (6.64). ]

For the purpose of closing energy estimates, we will make use of the following crucial lemma:



58 STEVE SHKOLLER AND VLAD VICOL

Lemma 6.9 (Damping and anti-damping). Assume that the bootstraps (5.37) hold, and assume that € is sufficiently
small with respect to «, kg, and Cyaa. For all (x,s) € T2 x [0, ), we have

—J,(Q8s + V)T +T2(Qds + Va)J, > Ha g3, (6.65)
Proof of Lemma 6.9. We recall that by (5.29) we have
(Q0s + V)T = -9. (6.66)
As such, using (5.30) we rewrite the left side of (6.65) as
—J,(Q0s + VD) T % + T5(Qds + Vo) J, = 272,2 + 7% (2 I W, + 152J,2,) . (6.67)

Using the bootstraps (5.37), the coefficient bounds (6.38), and the fact that 0 < J < J,, we then bound from below
the right side of (6.67) as

3TRLE 4 THCE AW+ 150 0,20) = §75,8 + 570,958 5 TH (S W + 150,2,)
> 3740, gt = 2eeg b, - TR (132 4 €)
> g2, 200 _ g5, (e 4 C)
> 7, (M=) - ¢)
> g3, (6.68)
Combining (6.67) and (6.68) proves (6.65). O

6.8. Closure of the (5.37s) bootstrap. In this section we show that (5.37s) follows from (5.37r).
We first consider a general function F' such that J"0;F € L%S for some r € R. Then, by the fundamental theorem
of calculus in time we have that for ' € R to be determined, pointwise in s it holds that

T IFCS) 2 < T (NFC0)p2 + T (S)/ T (SNOF () 22T " (s')ds’ (6.69)
0
and therefore we have

197 Fllez, < 100 oz + 170 F iz, ([ 726 [[7>@asas) . 60
0 0

At this point, we recall from the definition (5.18b) that we have the identity J(s) = 1 —
computation shows that (6.70) yields

2. Therefore, an explicit

. & r
IEC O + oo I 0F ez, (6:71)

, 1
if r > Jand7’ > 7 — 1, then: HJTFHLLS\/%

and

ifr <1andr’ > —1, then: | F(-,0) |T"0F |2, . (6.72)

, 1
r _e2 —_—
17" Fllez, < 7m Iz + @ +1)(1_2r)

Returning to (6.69), we also note that upon taking 7’ = 0, we have

1
ifr <%, then:  ||F|pecr2 <|IF(-,0)[22 + 5 1T70F 12, (6.73)
Lastly we note that if only a bound on J"0:F € Li’s is available with r > %, then (6.73) is not available. In this

situation, we require knowledge of J T3 Jg% O F € Lg,s and conclude JQ%F € L L2. The argument is as follows.
Using (5.30), (5.37), (6.38), and (6.64), we conclude

LI - [ §lrrQau, +2 [ g ror

- / SIFP(-Vad, + 2 I Wy + 1520,2,) + 2/J9F85F

20e 2

9(14«a 13(1+« 31—« 1 1
§/$|F|2(5s(1+a)cv— (o) 4 180ke) g 4 30200y ) 4 2|7 F g2 || T2 0.F | 2

< BYJEF|2 + 20|07 Fll 2 |17 0F | 12 (6.74)
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upon taking ¢ to be sufficiently small. Integrating the above inequality in time, and recalling that 7 (s) = 1 — £, we
are lead to conclude that

£
if 1 <r <1, then: sup. 12 F(-)|lp2 < €)lJZ F(-,0)] 2 + ¢ / |2 05F(-,5)| 12 ds
s€|0,e 0

— e9||Jy%F(.,0)HL§ +69/ |\jT*%Jg%85F(~7s)||L§j*T+%(s)ds

< NP0 + LT A IEAFC s, 679)

Having established the bounds (6.71), (6.73), and (6.75), we show that (5.37s) follows from (5.37r), assuming B
is sufficiently large with respect to Bg. Indeed, from (6.71) with v/ = 0 and r = %, using (4.11), recalling that

Os = %55, and that (5_1 is bounded according to (6.38a), we deduce

2’55’/\/(5) < Cdata + 1+QD6 N( )

55,T(<‘3) < eCata + 1+a DG T( )
From the above bound and the definitions (5.36g) and (5.36)), it follows that

DEQ)(E) S 2Cgata + (1+a) D6 ./\/’( ) (KE)_Q (252C(2:|ata + (1ig)2 D(ZS 7'(5)) S 4Cc%ata + (1+a) D6( ) (676)
since K > 1. Similarly, by appealing to (6.75) with r = % usmg (4.11) and the fact that J,(-,0) = 1, we deduce that

sup 557,\/( s) < €”Cyatac ™ 3 ‘|'( )26 1+aD6N( e)

s€(0,e]
sup &5 () < €?Catac ® + (2)% 91_‘?&56,7(5)
s€[0,¢e]

and therefore, upon recalling (5.36a) and (5.36d), we obtain
€ sup gg(s) < 2618Cc213ta Jr4618(1_|_a)2 DG ~(E) + (Ke)™ (2618Cdat35 +4e'® (1+ 12 DG (e ))

s€[0,¢e]
< 4e’8C2 Jr461&3(1+(’)21)6( £). (6.77)
From (6.76) and (6.77) we thus obtain
e* sup &5(s) + Ds(e) < 2(1 + €”)Caara + 1% (1 + €°) Dg(e) (6.78)
s€[0,e]

and so the bootstrap (5.37r) implies that (5.37s) holds (with a strict inequality) as soon as
2(1+€”)Cata + s (1 +€”)Bs =: Bs.. (6.79)
Remark 6.10 (B; and Bg are proportional). Note that since we will choose Bg > Cyata (see (10.75)), the relation

(6.79) implies
7 (14 €”)Bs < Bs < 12(1 + ¢”)Bs. (6.80)

As such, any upper bound of the type A < By may be written as A < Bg, upon changing the implicit constant.
7. BOUNDS FOR THE GEOMETRY, SOUND SPEED, AND THE TANGENTIAL REPARAMETERIZATION VELOCITY

The purpose of this section is to establish the following bounds, which are then subsequently used throughout the
paper. Additionally, we close the bootstrap assumptions for the DS level bounds on the geometry, (5.37u)—(5.37t).

Proposition 7.1 (Bounds for the geometry, sound speed, and ALE velocity). Assume the bootstrap assumptions (5.37)
hold, and that ¢ is taken to be sufficiently small to ensure 2 ((By)+ (Bn) + (Bg)) < 1. Then, assuming € is sufficiently
small with respect to o, kg, and Cqata, we have

e2[| 7D, || o o + |7 ID%, [ 2 S 2(Bs). (7.1a)
D%, o2 S€2(Bs), (710
e | TFD Doh|3 s + T EDDah|3, S KE2(Bs), (o)

€2 | J 7D Dihl|pzor2 + [T FDDihl 12, < €*(Be), (7.1d)
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|D°Dah(- O s Ke? (Bg), (7.1e)

e | 5D poere + 1T~ 4D6g||Lg,s <K% (Bg)?,  (T.16)

Y a<iy<6llT F (DI 4 g7 TDIDoR) |2 4 (|75 (DIl — g7 'wDIDoh) |2 S KePBe), (11
175D N2, + |7 3D T2, S Ke*(Bg),  (7.1h)

175 DN ez + [T TDOT| 1oz SKe2(Bg),  (7.10)

1B+, S e(Bo) s (7.1))

17D°5* | e o S €% (Bo), (7.1K)

IBV|,, S Ke*(Bo) (7.11)

||.Jg%f)6vHL§,OL3 <Ke?(Bg), (7.1m)

where the implicit constants in all the above inequalities depend only on «, kg, and Cyata.

Proof of Proposition 7.1. The proof consists in combining the bounds contained in Lemmas 7.3, 7.4, 7.7, 7.14, in
Remarks 6.10, 7.6, 7.9, 7.10, 7.11, 7.12, and Corollary 7.13, which are all proven below. O

One immediate consequence of the above proposition (we recall that the implicit constants therein only depend on
Q, kg, and Cyata), and of the bound (5.15) is that the bootstraps (5.37t)—(5.37u) are closed.

Corollary 7.2. Assume that By and By, are sufficiently large with respect to Bg and K. More precisely, define
60(%.1a)<86> =: B, (7.2a)
1 1
6(C(§_IC)K + C(%_ld)) (Bg) =: Bp. (7.2b)
Then the bounds (5.37t)—(5.37u) hold with constants %Bh and %B J respectively, thereby closing these bootstraps.

The following inequalities will be used several times throughout the proof, and provide bounds for the norms of V/
and X*! in terms of norms of Dok and J,, and of (Bg).

Lemma 7.3. Under the same assumptions as Proposition 7.1, the rescaled sound speed 3. and the tangential transport
velocity V' satisfy

B8, < (B +ee + [BBahlo -+, ) (Bo) + [B°Bonl . +[B%],. ). 73
\\56VHL;S < e2(Bg) + \’5652’%35 + 6”55JQHL£ - (7.3b)
Proof of Lemma 7.3. We prove (7.3a) only for ¥. Comparing (5.33d) with 8 = 5 L and (5.33c), and appealing to the

bootstrap (5.37p), it is clear that the bounds for ¥~! are proven in exactly the same way.
In the case that DS = DQ D" we apply D to (5.33b), and apply (4.11), (5.37), and (B.13), to obtain

||D5D22HL§S_2||D“( (W, — T))||Lis§D5,T+5HD"D2h||L§,S+5§5D5+5||D"D2h}|Li,s. (7.4)

Similarly, in the case that D¢ = [~)1 55, we let D® act upon to (5.33a) and and apply the inequalities (4.11), (5.37), and
(B.13), to obtain that

ID°D1% . < elD* (W, ,24)|[ 2 +[[D°(J,D2h(Wr — Z7))[ 2
SeDR, +e2DF  +¢|[D°Doh|, +2|D0 |, +e
< eDs +¢||D°Deh| ., +£%|D°, | L. (1.5)

Finally, in the case that D¢ = D6 from (5.26), (5.33c), we have the identity
DSY = —£D,XD%V — eVD?DLX — as(Zy + A, )D°S — aex(D?Z, + DIA,)
— (D%, V,Dy%) — ae(D%,Z, + A, %)
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Using (4.11), (5.36j), (5.37), (7.4), (7.5), (8.22a), (B.2a), (B.2d), and (B.16) we find that
IBS] < ellB3V]l,. +€*(ID°Dexf|, +e]|D°DyXf|, +eD2(Zy Ar) ;.

+e(e+ 1DV IILz,) (e FIDD2E(, 0)l 1z +2 1 [D*D1DDoEl 2 ) + (1 + D2 (2 A1z
<5 BV, +B7Dsn]|,, +elBBinl|,. + BV e DD s, +<2(Bs) + <

542 ) 76

In light of (7.4), (7.5), and (7.6), the DY bound is completed, once a bound for D5D1V is available.
The bound for D8V is obtained in a similar fashion. If D® = D2 DS, then using the identity (6.11b) together with
(4.11), (5.37), (7.5), (B.2a), and (B.13) shows that

[5°aV],, < 5759 253+ 5%, + 5% (Boh(M4o W, + 522,)

<e+ €||6551V||L2 +¢(

D°D1V], ) ((Bs) + [ DD2

)

Iz2
Lm,s

<e|D°2||,, +||D°Dah||,, +e+eDs s

< (D) + [B°Bahll, + B .7)

Next, if D6 = D D’ we apply D° to (6.11a), and use (4.11), (5.37), (8.21c¢), (8.22), (B.2a), and (B.13) to obtain
515V, < 5% 3BuBah) +2B%(0E LA, +e[Ba B2 AW + 52020,

+[B°(g™ B A, o+ ][BoF (Bah) I, (W + 1522

SellD°S]| .+ [D°Dahll, +elID°S, |+
e BPAy] . 2 [BI W L2+ BW 2 A
< e(Be) + /]6652hy|L2 +¢[[D°, s | | (1.8)
Lastly, if DS = D, we transform (3.23) into (, s) coordinates, apply D? and find that
IDEVl,s S lDI(VDaV)|l,,  +¢l|D2 (2% (252 Wy — 52 — Ay —Dah(ah, — (1 -)2,)) )|, -
By appealing to (4.11), (5.37), (7.5), (7.7), (7.8), (8.21c¢), (8.22), (B.2a), and (B.13), we obtain
IBSV ][, < €[B2D1V. DoY), +€[DIDi],, +£%|BIDok||,, +<?
+¢|[BIWr. 2 Ar Ay, 2,)|| 4[| DIDsR])

< e*(Be) + €7 [N)ﬁﬁzh‘

R [I0A P (7.9)
In the last inequality we have used (5.26) and (5.32) to bgund |
IDD2A| . | < el (g( Wi + 252 20))]| 1+ DS (VD3R | 2
< (BiDah||,, +€*(Bo) +<2|BID3]|,, + <7 [BIVI],, -
To conclude the proof of the lemma, we first s;m (7.7), (7.8), (7.9) to obtain | |
ID°V[ ., < *(Be) +[ID°Dahl| , + 2D,z
which proves (7.3b). Finally, inserting (78) in the sum of (7.4), (75) and (7.6), wengtain that
IS, S &(Ds) +€[[D°Dsh| p + %Dl
+e(e2(Bs) + HB%mH% + EH[~)5JQHL%S)
+e(e+e%(Be) + [D°Dah]l y +€[DJi ],y ) ((Bs) + [D°Dah]| , +£l[D ], )
S (Ds) + (e +[[D°Dah]| . + D]z ) ((Bo) + Dby +<l[D7 I, )

which proves (7.3a). Here we have used that e(Bg) < 1. a
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Next, we turn to the energy estimate for J,, aiming to prove (7.1a).

Lemma 7.4. Under the same assumptions as Proposition 7.1, we have that

€ ~
sup HJ4D6 L9)l7, +§/ |772D5J,(,5)||%.ds < £(Bg)?, (7.10)
x 0 x

s€[0,e]

where the implicit constant depends only on o and Cyata.
Proof of Lemma 7.4. We let DS act on (5.30) and write this as
(Qds + V3,)(D®J,) = 1£2D8(J, W) + 152D%(J,Z,) +R,, , (7.11)

where R, = —D®V Dy.J, — (D, V, D2J,) thanks to (5.27).
We compute the L2-inner product of (7.11) with J B 56Jg to obtain that

;/j% (Q0, + Vo) |DOJ,|? = HTa/ﬁﬁﬁ(Jg\ivN)B% + %/j%BG(JgiN)E)"’JQ +/ﬁRJ9 DSJ,. (7.12)

We next commute 72 around (Q0s + V 02). For this purpose we note that identity (6.66) shows that for any function
f = f(z,s) and any r € R we have

T (QOs+ V) f =0(T"Qf) + 0o(T'VF) +rfT 'S — fT(Q+ 0:V). (7.13)
Using (7.13) with 7 = 3 and f = 1|DSJ, |2, we rewrite (7.12) as

e [apeap e [giepear -y [ 7@ aw)Brp

= HTa/j%BG(Jg\ivN)BGJg+%/j%f)(o’(JgiN)ﬁfiJﬁ/ﬁRJg DS,

Then, using the bootstraps (5.37), and the bounds (6.38) we obtain that

e [ QIHBEA + B (- ColT 1 I - 222 [ Q7h B

< 7D, o (52 1T DML 22 + L5 T (1,20 llns + ITH R, 122 )

< Lo 771D0 T [|2, 4 4(1 4 )| TTDC(J, Wy, J,Z4) |22 + e ITiR,, 2. . (7.14)

In order to bound the commutator term appearing on the right side of the above estimate, we appeal to the boot-
straps (5.37), the bound 7 < 1, and to Lemmas 7.3, B.1 and B.5, to conclude that

174 R, [l 2 < ID°V 2z, D2, 12, + 1(D°, V. D2, )|z,
S (%(Be) + [ID°Dahl| 1, +€l|D° ||, ) (14 1D, llzs,) +€lD°, 22, + €2 (1 +[ID?J, | 2sx,)
< e*(By)((Bs) + (By) + (Bn)) - (7.15)

Using Gronwall’s inequality in time for s € [0, £] in the bound (7.14), inserting the commutator bound (7.15) with the

assumption that £2 ((B;) + (By) + (Be)) < 1, appealing to the upper and lower bound on Q which arises from (6.38),
we deduce

st]HﬁEﬁ s)Z: + / [Faul 8)72ds S DO, (-, 0)[72 +=(Be)?, (7.16)
s€[0,e

where the implicit constant depends only on «. The bound (4.11), which gives [|[D6.J, (-, 0)||2 72 < & and the bootstraps
(5.371r)—(5.37s) conclude the proof of (7.10). U

Remark 7.5. We shall frequently make use of the fact that (B.2d), (4.11), (7.10), and the bound 1 < J 1 imply
1D, |, S (Bs)- (7.17)
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Remark 7.6. In the proof of Lemma 7.4, we have tested the equation (7.11) with J z 56Jg. The presence of the J 3 is
what allowed us to obtain the damping term on the left side of (7.14), by commuting Q0s + V 02 past J 3. In addition,
this factor was necessary in order to bound [~)6(Jg\/°V N Jgi ~ ). Other than this, the T 3 factor did not play any role in
the bounds; indeed, already in the first line of (7.15) we have discarded the extra factor of J 1. With this in mind, we
may return to (5.30), act on it with D5, and this time test it with [~)5Jg. By repeating the same bounds as in the proof of
Lemma 7.4, in analogy to (7.14) and (7.15), we may thus establish the bound

i [QBP < e [QD OB U 2 + R,

and therefore

sup e = |D°J,(-,s)|% < e(Bg)?. (7.18)
s€[0,¢e]

This concludes the proof of (7.1b).

Lemma 7.7. Under the same assumptions as Proposition 7.1, we have that

sup 740D (53 + & / |7 DOBA|2, < K2 (Be)? (7.19)
s€(0,e

where the implicit constant depends only on o and Cyata.
Proof of Lemma 7.7. The proof is similar to that of Lemma 7.4. We let D¢ act on (5.32) and write this as

(Q0s + V3,)D D21

= ((1+ )W + (1 — a)Z;)D2hDODoh + g(142DW, + 159D6Z) + 373 Rt (7.20)
where the remainder terms are given by
Roin= —[D%, VID2h, R, =(DC g, 22W, + 152Z.), RS, = ((1+a)W, + (1 - a)Z,)[D,D2h]DDsh.
We compute the L2-inner product of (7.20) with 72 D®Doh, and use (7.13) with r = 1and f = %|D6D2h|2 to obtain
2ds/Qj2|D6D >+ /j 2Q|DOD,
— [ THR@+ 0+ (1 Wy + (1 )2,)Bah) BB
/]2 (1£2DOSW, + 152D5Z, )DODah + 35, / J?R, D°Dyh.
Thanks to (5.37), (6.38), and the Cauchy-Young inequality, it follows that
ste [ QDDA + 521 — C)lTHDBan 2 — 229 [ Q7HIBBan?
< 32 (1+ C)||TTDDoh| o |7 (DWW, D2 )| o + (|7 7DDl 05 | T RS

HQHJ D6D2hHLQ+41—|—a5HJ D6WT,D6 HL2 5;Zk:1\yRD2h\|L2. (7.21)

In anticipation of integrating (7.21) in time (via Gronwall), we bound the three commutators appearing on the right
side as follows. First, using (4.11), (5.37), (7.3b), (B.2d), and Lemma B.3, Lemma B.5, we have that

[Rozill 2 < [ID3 DOV[. +[I(D° VD3| » < e*(Bh)(Bs) -

lus.
Similarly, since £3 (Bh) < 1, we have

HRD2hHL§’S S HTOLH((SGM%VOVT)) + liTa||((66ag7iT))||Liys S 83<Bh> + 53KB5 S 62 )

Izz
LITS

and also

RS .2

< ((1+a)

Se’(Bn) Se?.

+) ([(D?,D3h, DD2) | o+ [IDah]l ., [D°D2] 1 )
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Inserting the bounds obtained in the previous three displays into the time-integrated form of (7.21), and appealing to
the upper and lower bound on Q which arises from (6.38), we obtain

sup (|74D°Dah(, )72 + 7D Dol < [T ¥DDa( 0)[Fa + K7 (Be)” +€7(B)*(Be)” (7.2
s€[0,e

where the implicit constant depends only on «v. The fact that £(By,)? + £(Bg)? < 1, and the bound on the initial data
which arises from (4.11), concludes the proof of (7.19). O

Remark 7.8. We shall also make use of the fact that from (B.2d), combined with (4.11), the bound 1 < J _i, and
(7.19), we have

ID*D2h||, .. < Ke(Bs). (7.23)

Remark 7.9. In the proof of Lemma 7.7, we have tested the equation (7.20) with J 2 > 6652h The presence of the
T2 is what allowed us to obtain the damping term on the left side of (7.19), by commuting Q@ + V05 past Jz. In
addition, this factor was necessary in order to bound DG(WT, ZT) Other than this, the Jz factor did not play any
role in the bounds; indeed, already in (7.21) we have discarded the extra factor of Ji from the commutator terms on
the right side. Keeping this in mind, we return to (5.32), act on it with D5, and test the resulting equation with D° Dgh
By repeating the same arguments as in the proof of Lemma 7.7, in analogy to (7.21)—(7.22) we may establish

2dS/Q\D5D2h|2 < Cs‘l/Q|D5D2h|2 +ng| D’W,,D5Z, HL2 + 02 1HRD2,L o

and therefore

sup e~ [ D°Dah(-,s)|22 < K23(Bg)? . (7.24)
s€[0,¢]

This concludes the proof of (7.1¢e).

Remark 7.10 (Estimates for g). The th estimates established in Lemma 7.7 have as a direct consequence estimates
for g = 1+ (Dah)% More precisely, the identity D’g = 2D%(DyhD3h) = 2D2hD3h + 2[D5, Doh]D3h combined
with the bounds (5.37m), (5.37n), (7.19), (7.23), (7.24), (B.16), (B.17), and (B.21) (with a = a’ = b = 0) imply that

e? sup [|74D%(-,s)| L2 + |7 D] 2 , < K2 (Bs)?,

s€[0,¢]

which proves (7.1f). Since 1 < g < 1+ Ce?, by appealing to the chain rule it is clear that any rational power of g
appearing in the proof (e.g. g% , g% , g*% , 97%) satisfies the same bound as g.

Remark 7.11 (Estimates for f)lh). We note that the bound (7.1d) is a direct consequence of the identity Blh =
sg% J,, of the bounds (5.37k)—(5.37n), (7.1a)—(7.1f) and of the product Moser-type Lemmas B.4 and B.6.

Remark 7.12. We note that with the bound 1 < j‘i, inserting estimates (7.10) and (7.19) into (7.3), gives the proof
of (7.1j) and (7.11). Indeed, (7.3a) becomes

||662||L25 S e(Ds) + (e + Ke(Bs) + £2(Be)) ((Bs) + Ke?(Bs) + £2(Bg)) < e(Ds) + £2(Bs) < (Be)
since €(Bg) < 1, and recalling Remark 6.10. Similarly, (7.3b) becomes
ID°V . S €%(Bs) + Ke?(Bs) + 2 (Bs) < Ke?(B)
Corollary 7.13. Under the assumptions of Proposition 7.1, we have that for 3 < |y| < 6,
17 =5 (D" + g7 1 7DD2h)|| 2 + |75 (D1l — g~ ADIDah) |12 | < Ke®(Be) (7.25a)
175D Nz, + 17 #DII7 12, < Ke?(Bs). (7.25b)

Proof of Corollary 7.13. The bounds for A and 7 are symmetric, so we only prove the estimates for A. From (3.11),
we have that DA = — g ! DD,k 7. Therefore, we have

D"l + g~ 7DDyh = — D1, g1 7DDy k. (7.26)
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In order to bound the commutator term on the right side of (7.26), we appeal to inequality (6.72) with r' = —% > —%,
r=0< %, and F' = |[D‘“f|’1 , g~ 17]DD2h, together with the chain and product rules, and the D bounds for Doh(+, 0)
contained in (4.11), to deduce

|74 D", g7 7]DDshl| ,, S e3||[D1, g7 7]DDsA(-, 0)]| o + <[] SO, g 7IDDsA|
S +|[Bs[D !, g~ 7DDk, - (7.27)
Using the product rule and (3.11), we may further rewrite |
BB, g~ 71Dk = [B,D1 1, g~ 7]BBsh + (2Dsh7 — x°)g~2DD2hD Dot
Due to (5.15), (5.37m), (5.37n), and (7.1c), the second term in the above estimate may be bounded as
|(2D2h7 — x)g~?DsD2hD"!D2h ;, < €[[D'D2h|[ S e*K(Bs).

Similarly, by by appealing to the chain rule, the bootstrap inequalities (5.37), the bounds (7.19) and (7.23), and
Lemma B.5, that

BB, g~ 7B h1s , < [[BBal, . 57 (577 s +[I(B7 g~ 7)BBoA] S *K(B).

Combining the above five displays concludes the proof of (7.25a). The bound (7.25b) follows from (5.37m), (7.19),
and (7.25a). O

It remains to prove estimates (7.1k) and (7.1m), which is achieved next.

Lemma 7.14. Under the assumptions of Proposition 7.1, we have that

|77D°S*Y|, . . < Ke?(Bo), (7.282)
172DV ||, ... S Ke?(Be), (7.28b)
177D | Lgorz + HJ%66T”L§°L§ < Ke? (Bg). (7.28¢)

Proof of Lemma 7.14. In view of Remark B.7, the proof is very similar to that of Lemma 7.3, and so we only present

here the differences. As such, by repeating the argument used to establish (7.4), we deduce from (B.22) that
17D°Do3| o S [[2D° (W, Z)|[ o o + | 7DD oy + €2 (Bs) S Ke2 (B

Similarly to (7.5), with (B.22) we have

||J9%65512HL;>0L§, S EHJQ%BS(JQW/\/’zN)HLchg +52||J9%65J9HL30L3
+ ][ JFD°Dah| oy + €2 TE Wy 27 )| + 7 (Bo) S22 (Bs). (7.29)
while in analogy to (7.6) from (B.22) and (B.2c) we have
175085 | 2 S DV ez + 1P DIDZ ez +€lIBZS e e
b el IEDTZ] s + DA+t (B
Lo~

S BBV, + BBy + B2

—I—a‘

JEDYZy|| ey +el|JEDAL ||, o + 2% (Bs) S €% (Bg). (7.30)
In the last inequality we have additionally appealed to (7.1j), (7.11), the improved Z, estimate in (8.22a), and to the
previously established bound for HJ_Q% D3 DQEH Loop2-

The bound for HJQ% [N)GVHLOCL2 is obtained similarly to (7.7) when D® = D®D,, in analogy to (7.8) when D® =

D5Dy, and in parallel to (7.9) when DS = DS. To avoid redundancy we omit these details.
The bound for ||j D6 | | LooL2 follows from the identity (7.26), the previously established bounds (7.1¢c) and (7.1e),
the bound (7.23), and the commutator bound (B.21)withm =5anda = b = 0:

174D |y < 1T #DDob| ey + CellD 9™ D] e g + Ce (2D (67 Tz, + DDl +€7)

< Ce?K(Bg). (7.31)
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This concludes the proof of the lemma. ]

8. VORTICITY ENERGY ESTIMATES AND THE RESULTING IMPROVED ESTIMATES
8.1. Bounds for the vorticity. The goal of this subsection is to establish the following bound.

Proposition 8.1 (H° estimates for the vorticity). Let Q be the ALE vorticity, defined in (3.30), and Q be the ALE spe-
cific vorticity given by (3.31). Assume that the bootstrap assumptions (5.37) hold, and that € is taken to be sufficiently
small to ensure £ (By) + 2 (By) + €2 (Bg) < 1. Then, assuming ¢ is sufficiently small with respect to ., ko, and
Cdata, We have the bound

g
2 ~ 2
sup [|12D°Q(,s)|[7. + g/ [D°Q(,)]|;.ds < £(Be)?, (8.1)
s€0,e] * 0 *
where the implicit constant depends only on o, kg, and Cyara. Additionally, we have that
2 ‘= 2
sup A5 9, + g/ 159052, ds < (Be)?. 8.2)
s€[0,e] @ 0 @
where the implicit constant depends only on «, kg, and Cyata. Moreover, we have that
0] . < 235! Chata (8.32)

20-23(14«)

<2(4e®) 7o Cyata (8.3b)

Proof of Proposition 8.1. Recall from (3.31) that the vorticity is obtained from the specific vorticity by Q = (aX) 0.
In light of the already established bound (7.1j) and the product and chain rules, the bound (8.2) follows from (8.1). As
such, we shall only establish the later.

Applying the operator DS to (5.35), we have that

%(Qd, + V,)D°Q — ad, D°Q + aJ,g~2D2hDyD°Q = Rq (8.4)
where the remainder term Rg is given by appealing to (5.26) and (5.27) as
Ro = —[D°, £](1Ds + VD2)Q — £[D°, V]D2Q — a[D°, J,g~ 2 D2h] D2 Q
= 1D £]D,Q — [D%, £](VD2Q) — £[D%, V]D2Q — DS, J,g~ 2 D2h]D2Q
= RS +RY +RY +RY. (8.5)

For 8 > 0 to be chosen below, we compute the spacetime L? inner-product of (8.4) with £-28+1D6(), use the
identities (5.28b), (5.28c), and (5.28d), to obtain that

1 *fi=
J9@ 0.9, - |42 500, - [[Bal Qo+ vangh - aes - [ [i50f 5
0
//|D6Q| i (Qs — VQo + DY) +a//|D6Q| (D, —Qg)iqéwftizh

/ D0 Q, H;Z;Df” / / <2—-RaD’Q (8.6)

By appealing to (5.30), (5.33a), (5.33c), the above becomes

1 S
|42 50009, - | 425 00, + [ [P0 deGo

a/;gﬁmﬁgng%6211\5+/0722?an569. 8.7)
where
Go = _<(1+7<IJQV'\/N +1520.2,) + 208, (Zy + Z\T)) —a(B— 5 (W — J,Zy + J,Dsh(W; — Z7))
—J, (Qs —VQs + 62V) + (28 = Daw,g” 2DahDsX + aQoXJ,g~ 2 Dok (8.8)

Using the bounds (6.38), the damping inequality (6.64), and the bootstrap assumptions (5.37), we conclude that
Go > —(af + 1) Wy — 2BCQJ, — C(8) > (af + 1) (1% — 2J,) — 2BLQJ, - C(B), (8.92)

€
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and that _
|QaXg™2Doh| < Ce2. (8.9b)
From (8.6)—(8.9) we conclude that

o 1 1 o s ~
(1= €| 4220009}, - | 422000, + a8 + 5~ C=(9) [ D00 )70
< Bepsipametie [YUGLE )} a + 2 [ D200, dRal )] 8 @10

where, as usual, we have that C is a function only of «, kg, and Cyata, but is independent of 3.
Next, we estimate HﬁRQH 2 - The most delicate term is RS). From Hoélder’s inequality and the bootstrap

assumption (5.37p),

(S

L4rghy? ZHD5 1DJ"

where the implicit constant depends only on Cg,pp, hence on o and xy. Usmg the initial data assumptions (4.11), the
bootstrap assumptions (5.37), and the bounds in Lemmas B.3, we arrive at

o, BB
x,s

18RS 2, < 21D

4 5—i 5—3 ~ i i
IRz, < Sl0°0l, + £0sa Y S o(IB°2LE, +=77) (sl D%l ) + %)
! 1=0 .' )
< (B0l + (EIIB° %l +(5)°). @10

where as usual, C' = C' (a, Ko, Cdata) is independent of 3. For the remainder terms {Rg) }i=2.3.4 we can afford rougher
upper bounds since no inverse powers of € are present. As such, using the initial data assumptions (4.11), the bootstrap
assumptions (5.37), the Poincaré inequality (B.2a), the bounds in Lemmas B.3 and B.5, and the definition of Q, we
may thus estimate that

Z?:ZHEB R(Z HL2 (4’(1 die 2||R(Z HL2

< C(4rgt)? (6%0 5= DS

b +elD % + BV, +eD0Al,. +[D°Bah],, +e). (812
Note that Lemmas B.4, and the Poincaré inequality (B.2a) and the bootstrap bounds give that

D%, S D%l + 1D +e @13

By further appealing to Proposition 7.1 and the bound 1 < ~%, we deduce from (8.11)—(8.13) that
[eRall, < S0 +240)| 3B, +Cany ) (Bo). .14

where C' = C (a, Ko, Cdata) > 1 is a constant independent of /3.
Next, by combining (8.10) and (8.14), with the Cauchy-Young inequality we arrive at

. 1 1
(1= G| =00 9)||;, — [ D°Q(. 0)][ 3,

b2 (af L - Ce(f) — C(1 4 £24)) /HwD“Q I, as

2
< 33(af+1)+2-250 1+a)/ H(J Q)2D6

) 3, ds + Ce(47ky 1) (B2, (8.15)

where C' = C' (c, Ko, Cdata) > 1 is a constant independent of 3. Since (03'(8_15) is independent of 3, we may first choose
[ to be sufficiently large (in terms of «;, kg, Cqata), and then e to be sufficiently small (in terms of «;, kg, Cgata), to
ensure that

aff — Co'(s.15) >0, and i- eCg13)(8) — 526(8,15)4[3 >0. (8.16)
This makes 8 = («, ko, Cdata). With this choice of 3, (8.15) implies

S ~
HPER 00 )3, + & [ 110700 ) 08
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3~ 2 o f° 5~ 2 o _
< 1492500, 003, + £ [ 1G9 5°0C )|, d8 + Ce(ar5) (B, (8.17)
H 0 H
Using a standard Gronwall argument, and using the initial data bound provided by (4.11), we obtain from (8.17) that
2 o
s [[FAB°9), + 1 [ |50 9} s < ol
s€[0,e] z

where C = C (, ko, Cdata) > 0 is a constant (the 3 dependence is included in the dependence on «, kg, Cgata). The
proof of (8.1) is concluded upon multiplying the above estimate by m%ﬂ and appealing to (5.37p) and (6.382)—(6.38b).
The first inequality in (8.3) follows from (4.11) since we may apply Proposition C.1 to the evolution (3 32) of Q,
to deduce that || Q] Ly, < 4e18Cyata. The bootstrap (5.37p) allows us to convert this into ||| Lo, <4- 4a el 5Cyata-
The second 1nequa11ty in (8.3) follows in a similar manner, but we need to differentiate (5 35) before applying
Proposition C.1. We have that

J,Q05(DQ) + J,(V + aXg~2Dsh)Da(DQ) — 2D, (DQ) = Error, (8.18)

where
Error = —XD(£)(1D,Q + VD,0Q) — (JgBV + aEB(Jgg*%BQh)) D2Q. (8.19)

Notice that (8.18) is in the form of the equation (C.12) with f: DQ and with ﬁtf—k q = Error. Using the bootstrap
assumptions (5.37), we have that

7|z, < L[|ED(% L6(1+a)+18) < 20t and  |[g]px, < CeD2Qllz, . (8.20)

HLOO — €
In turn, this means that the parameter 8 appearing in (C.13) may be chosen to be 8 = max{%“ra), 1} =

w, which is a constant that depends only on «.. Then, (C.13) leads to the bound

HDQHL < (4e'®)P HDQ(-,O)HL?O+Cs208(4618) ID2Q)| e, -

Taking ¢ to be sufficiently small to absorb the second term on the right side into the left side, concludes the proof. [

8.2. Improved estimates for A ~- The boundedness of the damping norms 156 and 55 assumed in the bootstraps
(5.37r) and (5.37s) implies that the L2 _ norm of 7 i Jg% DS(.J,A,) and D3(.J,A ) are bounded by B and respectively
Bs. The goal of this subsection is to show that these bounds for A A are greatly improved (one fewer powers of .J;, and
one gain of €) as a consequence of the vorticity estimate obtained earlier in Proposition 8.1.

Corollary 8.2. Under the standing bootstrap assumptions, we have that

||JQ%B5AN||LSOL§ < e2K(Bg), (8.21a)
!|~7%Ja%56’3w|h;%g < e2K(Bg), (8.21b)
HBW\NHL% < eK(Bg), (8.21¢)

|T7 2 BGZ\NHLL < eK(Bg). (8.21d)

where the implicit constant depends only on «, ko, and Cyata.

Proof of Corollary 8.2. We first prove (8.21b) and (8.21d). From (3.30), (5.36a), (5.362), (5.37r), (5.37s), (8.2) and
the bounds 7 < 1 and J, < 2, we deduce that

|73 72D A |y S 2Dy + [ T5 TED W, Z1)]| e S 2 (Bs) + Ke(Bo)e 2
|75 JE Ao S IIB°9| o + | THIFDO (W, 20| | S e(Bs) +Ke(Bs)

thereby proving (8.21b) and (8.21d), since J < 7 < J,.
Next, We note that (8.21c¢) 1mmed1ately follows from (8.21d) and (6.71). Indeed, we may apply (6.71) with 7' = 0
and r = ¥, and recall that s = < D so that with (4.11), (6.38a), (8.21d), and F' = D? AN, we obtain

ID ANHL;,sgsfHDSAN( g +20|Q o 17 DDAl 12, S =K(Bo),
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thereby establishing (8.21c). Similarly, (8.21a) follows from (8.21d) and (6.75). Applying (6.75) with r = % and
F = D°A,, we arrive at

sup [ TED%A (- 5)l1iz S 1D%A (- 0) 1z + = [ THIEDD A s < = K(Bs)
s€(0,e]

concluding the proof of the lemma. ]

8.3. Improved estimate for Z e Since yA ~ does not appear in the definition of the vorticity, we take a different
approach to improve the bounds for the derivatives of Z, in L%s. By using an argument similar to that in the proof
of Proposition 8.1, and by appealing to a key step in the bound (8.21), we are able to show that when ¢ is sufficiently
small (in terms of «, kg, C4ata), We have the following:

Lemma 8.3. Under the assumptions of Proposition 8.1, we have that for any 3 > 0, and a € |0, %],
A} 4 2 [ 152005 5 (). 8220
ID*Zo[| ez S <2 (Bo), (8.22b)
57775 DD L], < gelIS T PTETID D, 20 ) 2, + Ce() K (Be) . (8:220)

IS PTHI DD 2 < LIS TITDDZ, 1, + Co(2)K(Bs),  (8:224)

where the implicit constant and the constant C depend only on o, kg, and Cyata. It is also convenient to record the
estimates

w\»—-

|7%77D, D5ZNHLW <e 2 (Bg), (8.22¢)

|72z DzD5zNHstL2 < e 7 (Be), (8.22f)

~

where the implicit constant and the constant depends only on o, ko, and Cyata.

Proof of Lemma 8.3. We first prove (8.22a). Letting D act on the (x,s)-variable form of (3.25a) which has been
. e J.
pre-multiplied by 5%, and find that

L(QOs+ V) (D°Zy) — 20(D°Z) 1 +2ad,9 2 D2hD2(D°Zy) = — & (D25 ) (152 T, W + 1227, 2,) + Errz,
(8.23)
where the error term Errz is given by

Errz = —[D% %£](1Ds + VDs)Zy — %2[D% V]D2Z, — 2a[D?, J,g~ 2Doh]DoZ,y
— [D%, L(52 T W,y + £27.2,)]Z, — 2D%((J,Zy)(£A, + g~ 2D3h))

+ 9D°((J,Wy)(£A, — g7 2D2h)) +aD’(g7 2 (J,Ax) 2 ) + 2aD° (972 (Z; + LA\)Da ;)
- D5(%(J9AN)(1TQVOVT + ?RTO& T)) - 55(%(Jgi7)(1+O‘WT + 1522 )) + O‘D5((J A )g~2D h)

= S Errg ) (8.24)

The first ihree terms appearing in (8.24) should be compared to the remainder terms in (8.5). Next, we test (8.23) with
Y28+1D5Z ., for B > 0 to be determined, and similarly to (8.6) we arrive at

1 1 sp_ . sp .
H%#DF’ZN("S)H; - H<J.§Z$D5ZN(.,O)HQL2 —//’D52N’2(Q85+V82)%—204(2[3—1)/0/‘[)52“2;%
//|D5ZN| J2: (Qs — VQa + DoV +2a//|D5ZN| D2—Q2)J%+th

—//%|D52N|2(%JQWN+HT“ngN)—i—//EQg,IE)‘E’iNErrZ. (8.25)
0 0

By appealing to (5.33a) and (5.33c) the above becomes

1, ~ S~ o
9225209, ~ |20 + [ [16°2.
v 0

+2a/\D5zN\ Qulug 2Deh
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/ / 2 D2, Bz, (8.26)
where

G:— ((1—23a TIW,, + 82 77 ) — 208, (Z, + Z\T)) —20(8 = 1) (J, W — J,Zy + J,Doh(W, — Z,))

o f|572. R

— J,(Qs = VQa + D2V) + 2a(28 — 1)J,g~ 2D2hD,Y + 2aQ2%J,g~ 2 Doh (8.27)
By using the pointwise bootstrap inequalities in (5.37) and (6.38), using the bound (6.64), upon taking
B> 2t (8.28)
and e sufficiently small with respect to o, kg, and Cyata (but not 6) we may derive the bounds
G > ~(208 — a— 194 Wy, — 22EQT, - C(8) > (0B + ) (15 — £7,) — 22Q], ~ C(B), (8.29)
[QuEg 2 Doh| < Ce?. (8.29b)
‘We note that the bounds in (8.29) are identical to those in (8.9), and hence, as in (8.10) we deduce
(1= C SR L 9}, — | A B2l O}, + 5 (08 + = Ce3) [ D2l )]}y
< 33(”*%&13?(’2““ SIS 208 + 2 [ B2l ) | srErrate)] 0
(8.30)

where C is a function only of «, kg, and Cyata, but is independent of 3. It thus remains to bound the error term Errz
appearing in (8.24), in Li,s. We note that the first three terms in the definition of Errz are in direct correspondence
with the three terms in the remainder R from (8.5); as such, these terms are estimated in a nearly identical fashion,
leading to a bound analogous to (8.14), namely

Sl B, < U +20%) D2, 4+ Oy ") (Bs) (8.31)

The remaining terms on the right side of (8.24), namely {Errz(’)}l —,, are bounded similarly, using the Moser-type
inequality in Lemma B.4, the Gagliardo-Nirenberg inequality in Lemma B.3, the bootstrap inequalities (5.37), the
bounds in Proposition 7.1, and the above established estimates (8.21). We shall detail the estimates for the two most
difficult terms: Errz(4) and Errzm For the fourth error term, we have that

H Erl’z(4)HL2 ( BH Ds 1 5 anWN—i_#JgiN)]IzNHLg,s

< Clarg ")’ ZI!B‘“%%(%&JQWN + 52,20 e D2 20

i=0
4
A A 5 ot i ~rs i i
< Cltmg ) S (IO (SN 2T + &) (6 52, ) )
=0 '
< §||$552N||L3’5 +(L£)7(Bg), (8.32)
and for the seventh error term, we obtain that
5Bz (|, < [[$5D°(9 *Da(AAN)|| 2 < Coldig ') (Bo). (833)

A straightforward application of (5.37) and (B.16) shows that all of the remaining terms on the right side of (8.24)
satisfy even better bounds, which combined with (8.31)—(8.33) leads to

[=7PEmz| . < S +22)| D 2|, +C475")" (Be) (8.34)

where C' = C (@, ko, Cyata) 18 a suitably large constant, which is independent of 8. Inserting the bound (8.34) into
(8.30), similarly to (8.15) we are lead to

(1= 6|45 2, (97, - AR5 20 (0

9 (af+ L — CelB) — C(1 + 24%)) /||E,jo5zN I, as
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ds' + Ce(4°k51)?P (Bg)?, (8.35)

Iz

33(af+1)+2250% (1+a) (Jy Q =53
< 8(1+a /H D ZN

where C' = Co’(a7 k0, Cdata) > 1 is a constant independent of 3. Since 6(8_35) is independent of 3, we may choose
first 3 to be sufficiently large (in terms of «, kg, Cqata), and then ¢ to be sufficiently small (in terms of «, kg, Cgata), to
ensure that

af — Cgas) >0, and i- eCs)(B) — 2Cg354° > 0. (8.36)
The choice (8.28) and (8.36) makes 5 = 5(«, ko, Cdata). With this choice of 3, (8.35) implies
(JsQ) ? 55
U B2, + [ D2 ) 08
1,
< || 4L 57, (,0)[2, + / | QL B72,(-, )2, ds' + Ce(ah ) (Be)? (8.37)

Using a standard Gronwall argurnent and using the initial data bound provided by (4.11), we obtain from (8.37) that
€ ~ o 2 o
sup || 4= QB2 5)|2, + 2 / 1552, (9|2, ds < C=(Bs)?. (8.38)
sel0 0 e

where C' = C' (a, ko, Cdata) (the 8 dependence is included in the dependence on «, kg, Cyata). The proof of (8.22a) is
concluded upon multiplying the above estimate by mgﬂ and appealing to (5.37p) and (6.382)—(6.38b).
The bound (8.22b) follows directly from (8.22a) by the fundamental theorem of calculus; in particular, using (B.2c),

we obtain that
1

ID*Zxllzsorz S ID*Za(-0)llz2 + 272 [D°Zy 12, < 2 Caara + 22 - €(Be) . (8.39)

which proves (8.22b).

Next, we turn to the improved estimates for D¢Z ~ stated in (8.22¢)—(8.22d). We emphasize that the parameter
B > 0 appearing in these estimates is arbitrary, it is not the same as the 6 appearing in (8.37). Note that we are
only able at this point to obtain such an improved estimate if either DS = D?D;, or Db = D®Ds, i.e., if at least one
space derivative is present. To see this, we return to (3.19b), which we first differentiate in space, and then convert to
(x,s)-variables, to obtain

DiZy = -DiA; — L (IDs +VD2)D;Z — £(Zy +A;)D;E — LD, VD.E,  for i€ {1,2}. (8.40)
Upon applying D5 to the above identity, and recalling from (3.20) that
Di¥=5J,(Wy —Z,) + £J,D0:h(W, —2;), and DX =Llg3(W,-2,), (8.41)
we deduce
D°DiZy = ~D°D1A; — 52 71DDs(J, Wy — J,Z, + J,Doh(W, — Z,)) — LVE~ID’D, (g2 (W, — Z,))
— - [D°, 57 YDs(J,W, — J,Z + J,Doh(W, — Z;)) — L[D?, VE~1]D,D,%
~D°(S7Y(Zy + A;)D;3) — 1D° (27D, VD,Y) (8.42a)
D°DoZy = —D°DoAA, — 5L 271D%Dy (9% (W, — Z;)) — L VETID Dy (g2 (W, — Z,))
— 5= [D% =Dy (g% (W, — Z,)) — L[D°, VE~!|D3%
~D°(L(Zy + A+ 1D,V)DoX) (8.42b)

Taking into account the bootstraps (5.37), the previously established bounds (7.1), (8.21), (8.22a), and the Moser-type
bound (B.13), we deduce from (8.42a) that

IS0 T 8T DIZy |, < gl BT T TAD DL, 20 e,
+ (45512 (1 + Ce)eKBg + C(4ry 1) Pe2K (Bg) + C(4rg ") e(Be)
+C(4rg ") Pe| T7J,7D°(Q0s + V) (J, W, )| 2
+ (45 1) (Bo) [ (QDs + V02) (J, W) e,
+ C(4r5 )P ||D*(QOs +V82)(JWN)HL2 . (8.43)
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In the above estimate we have chosen not to leave the terms involving gf)s(ng"v ) as is, since they would give sub-

optimal bounds, and instead to write them in terms of (Qds + V@g)(Jg\iV ~)» which satisfies better bounds. Indeed,
from (3.24b) written in (z, s)-variables, combined with (5.37), (7.1), (8.21), (8.22a), and (B.13), we obtain that

1(Q0s + V) (J, W )l| =, S 1 (8.44a)
ID*(Qds + V) (J, W) 2, S K(Bs) (8.44b)
175D°(Qds + V) (J, W) 12, < K(Bs) (8.44c)

holds, under the assumptions of Proposition 8.1. Inserting the above bounds into (8.43), and using that ¢ is sufficiently
small with respect to a, ko and Cyata, it follows that for any @ € [0, %]

|S7PT57 7 DD 1 Zy|,, < &IE"TPTITUIIDD(J, 20 12 + Cl4rg 1) eK (Bs) (8.45)
where the implicit constant is independent of 3 and @.
Similarly to (8.43), we may deduce from (8.42b) that
2P T30 D DaZ | < Celdng ) K(Bs) + LB P T 377D Q0 + VR) (97 Wy — Z,)) 12,

+ Ce(4ry )7 (Be) [(QDs + Vo) (9% (W — Z7)) |12, - (8.46)

Here we have again chosen to rewrite some of the %f)s terms in terms of (QJs + V' 02), as otherwise we are obtaining
sub-optimal bounds. By using (3.16a) and (3.27), written in terms of (x, s) variables, and by appealing to (5.37), (7.1),
(8.21), (8.22a), and (B.13), we may show that

=P TEIIDYQ0s + V) (97 (Wi = Z7)) | 12,
< Ce(4ry " )PK(Bg) + 1|22 75791 DD Z | 12 | (8.47a)

and
1(Q0s + Va) (9% (W — Z1)) 1, S &+ 1(Q0s + V32)Zy | e, S 1. (8.47b)

The bound (8.22d) now follows by combining the above two estimates and (8.46).

It remains to prove the bounds (8.22¢) and (8.22f). Notice that here we do not aim for a sharp pre-factor in front of
the leading order term, as done previously for (8.22c) and (8.22d). First, we revisit (8.42a). Taking into account the
bootstraps (5.37), the previously established bounds (7.1), (8.21), (8.22a), and the bounds in Lemma B.6, we deduce

|72J2DiD°Z ||, ., < €2KBg + e 2B + || 7172 DO(J, Dah (W —
+e| THIED (g} (W = Z))| 2 + 7 F (Bo)
+|| 75 JZ[D°, VEDiDoE|, 0 + 2 (Bs) + % (Bg) - (8.48)

))HL;XJLg

For the three terms on the right side of the (8.48) which still involve norms of products and commutators, the results
in Lemma B.6 do not apply directly; instead, the desired bound follows from the argument which was used to prove
Lemma B.6. For example, the available bounds, Sobolev interpolation, and the fundamental theorem of calculus in
time, imply

|73 I3 Wy — Z)) e S K (Be) + 30, 1B (B OW, 2,

i

S Ke?(Bg) +e? +e” QZ ||D566_k( D (W, Z;) 22

+E—§Z HD6 *(g7)DsD* (W, Z,) HL%S
< Kez(Bs). (8.492)
Similarly to (8.49a) one may show that
1747 D° (7, Do (W — Z,))|

S Ke? (Bg), (8.49b)

|75 [D°, VETDiDS| .y S Ke?(Bo). (8.49¢)



GEOMETRY OF MAXIMAL DEVELOPMENT AND SHOCK FORMATION FOR EULER 73

Inserting (8.49) into the bound (8.48) leads to
HJ%JQ% 5155iNHLwL2 S 6_% <Bﬁ> ’

~

thereby proving (8.22¢). Estimate (8.22f) is established in a nearly identical manner, by bounding the right side of
(8.42b), instead of (8.42a). We omit these redundant details. U

8.4. Improved estimates for JgV°V ~- We next obtain a few improved estimates for D5 (JQW V)

Lemma 8.4. Under the assumptions of Proposition 8.1, in addition to the improved bounds for (Qds + V 3)(J,W )
from (8.44), we have the estimates
157 (W)l o < 2Castae™ 2 (8.502)
17572 DD (J, W )| o < CeK(Bs). (8.50b)
Proof of Lemma 8.4. In order to prove (8.50a), we apply D? to (3.24b) and then transform to (z,s) variables, to obtain
(Qds + V3)D(J,W,) + aXg~2.J,D°D,A

—[D°, VD2 (J,W,) — D°((2A, — 2%¢~2D2h)(J,W,)) — Rem (8.51)

where the remainder term is given by

Rem = a[D°, £¢7 % J,]D-A, — D°((A, + £g™2D32h)J,Z,)

+D5((352W, + 1522,) A ) + D°((1452W, + 1522,) J, W, ) + aD° (2 2D3hJ,A,) . (8.52)

Thus, establishing (8.50a) amounts to bounding the forcing terms in (8.51) and the remainder from (8.52) in L%S. For
this purpose, we note that (5.37), (6.17¢c), (7.1), (8.21), (B.2a), (B.13), and (B.17), imply

11, VID2(J, W) 5+ [ID°((§A7 — §g™2D3h) (S, W) [ 5 S K(Bs) (8.53)

and
[Reml|,, < Ke(Be). (8.54)

Next we return to (8.51), which we test with [~)5(JQV.\IN). By appealing to (5.28c¢), (6.38), (8.53), and (8.54), we
obtain

s X 2 ~ o
Q D5 JWN ) Q D5 JWN , — 2 Zg*%JgDBDZANDS(JgWN)
Le Lz 0
+C/ ||Q 3D (J,W,) (-, Hdes'+éK2<BG>2. (8.55)

The only tricky term is the second term on the right side of (8.55). For this term, we recall the bootstrap (5.37s),
Remark 6.10, and the improved estimate (8.21d), to bound

Y¢~2.J,D°D,A,D%(J, WN)‘

HCAL O] P aR/AIsE 2. W 1P Kl P

< CQ'E%K<BG)2 (/ j(s)_éds)2
0
< C=K(Bg)?, (8.56)

where in the last inequality we have used the fact that s < ¢ and that J(s) = 1 — £ is a function independent of .
Using this bound and taking a supremum in time in (8.55) for s € [0, ], we deduce that

sup ||Q D? JWN

< QFD° (W) (-, 0)] . 9l + CK*(Bo)?.
s€[0,e]

||L2 +Ce SFp HQ D® JWN
se[o

The proof of (8.50a) now follows upon absorbing the second term on the right side into the left side, by appealing to
(4.11), to the upper and lower bounds for Q at time s = 0 which follow from (6.43)—(6.44), and by taking & to be
sufficiently small with respect to K and Bg.
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In order to prove (8.50b), we appeal to (8.44c), to the identity (Q0s + V) = %55 + Vf)g, and to the bound
J, < % to conclude

L J3I7D°Da(J, W) 22, < ellT 72 D°Da(J, W) 2, + [|[D°, VID2(J, W) |z, + K(Bs).  (8.57)

Note that (5.37r) gives || 7% JZD?D2(J,W.)|| 12 . < Bs. Moreover, from (B.17), (5.37), (7.11), and (8.50a) we obtain
I[D%, VD2 (J,W )| 12 . < eK(Bg). With these bounds, multiplying both sides of (8.57) by ¢, gives (8.50b). I

9. CLOSING THE POINTWISE BOOTSTRAP INEQUALITIES

The goal of this section is to close the pointwise bootstrap inequalities (5.37b)—(5.37q). We first claim that:

Proposition 9.1. Assume that the bootstraps (5.37) hold, and assume that < is sufficiently small with respect to «, K,
and Cyata- Then, for all (x,t) € P we have that

Jg\iVN > —%571 implies that J, > lgﬁ, (9.1a)

| JW| < (1+5)e71, (9.1b)
ID(J,W,)| < 3e7, 9.1¢)
J, <2 (9.1d)

IDJ,| <4+a. (9.1e)

In particular, the bootstraps (5.37b), (5.37¢), (5.37d), (5.37k), and (5.371) are closed.

Proof of Proposition 9.1. The bound (6.17a) implies that
[T, W (2,)] < |(wo),1 (z)| + Ce <e M (1+Ce?) <e M (1+5).

The same estimate also shows that if J,W - (z,t) > — 271, then we must have (wp),1 (z) > —$e! — Ce, and
therefore (6.24a) and (4.4) imply

J(JZ t)>1+ t—tm

)
> 1+ (t— tin)
1

_ 2e 5114
21 1+a 50 2¢

%( wo )1 ( CJt)
1ta

( 105 2CJt)

2
* (15 +22Co) 21— 555 —32Cu = 555 — 3Cu > 10555

assuming that ¢ is sufficiently small. In a similar fashion, the upper bound for J, is also obtained from (6.24a),
combined with the upper bound in (4.10)

Jy(,t) < T+ (¢ —tin) 52 ((wo) 1 () +Cy,) < T+ 25552 (75 +Co) <1+ 25 +26Cy, < 5,
assuming that ¢ is sufficiently small. The bound for D(JgVQV ) follows from (6.17b) and (4.10), which together give
ID(J,W,)(z,1)| < 1[DDywp(a)| + CeK(Bg) < 2 + CeK(Bg) < 2

assuming that ¢ is sufficiently small. It remains to estimate D.JJ,. When D = D; or D = Do, from (6.24b) and (4.10)
we deduce

D, (2, 8)] < (t — tin) H2DDywo (z)] + C(t — tin)eK(Bg) < e+ Ce?K(Bg) < 3, 9.2)
assuming that ¢ is sufficiently small. When D = £9;, from (6.24d) we deduce
€0, J, (2, 1)) < 52|Dywo(x)| + Ce < E2 + Ce <1+ a

The claimed bound for DJ, thus holds in both cases, concluding the proof of the Proposition. |
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9.1. The \iVT bootstraps. Next we turn to the bounds for WT From (3.27) we obtain that

o §(x,t) = (wo) 2 (x)e Ji, (839" 3 hisa— 22 Ar)og (@,r)dr

t
+ / (~o%g Ar 24550 o (2, + 2Ay) — 15222, A, ) o (o, 7)
tin

« ef,f(%&f%h,zz—3+22“57)0£(1J”)d7"/dr 9.3)
By appealing to the bootstrap inequalities (5.37) we deduce from the above formula that
‘WT o §(x, t) — (wo),g (.Z‘)’ 5 82‘(11}0),2 (x)’ + g2, 9.4)

Upon composing with £ ~!(z, t) and using that (6.8) implies |(wq),2 (£ (2, 1)) —(wo) 2 (7)] < €2]|(wo),22 lre S €2,
we arrive at
(W (2,) — (wp),2 (2)| < Ce? 9.5)
where the implicit constant depends solely on «, xg, and Cqyata. In view of assumption ((iv)) on the initial data, which
gives ||(wp),2 |[L~ < 1, the bound (9.5) closes the bootstrap (5.37e), upon taking ¢ to be sufficiently small.
In order to obtain a bound for D\iVT, we differentiate (3.27) to obtain

(9, + V32)DW, = —DVDoW, + (S92 h,op —3120A ) DW,,
— aD(%g2)DsA, — aXg EDDsA, + (2D(Xg ™ 2)hy0 +2 X9~ 2Dh,gy —3H22DA, )W,
+2D(Sg 2(Zy + 2A4)) hyoo + 259" 2Dhyao (Z, +2A,) — 1529D(Z,A,). 9.6)

In order to derive an estimate in the spirit of (9.4), we need to estimate in L3°,

o.1» the last two lines of the above identity.

The most difficult terms are DDA and Dh,s0, for which we do not have pointwise bootstrap inequalities readily
available. Instead, we use (7.23) to bound ||Dh,22 ||, < Ke(Bg), and we appeal to the Sobolev embedding (B.2d),

Tt

which gives | DDA, | >, S K(Bg). The remaining terms on the second and third line on the right side of (9.5) are
then bounded using bootstrap inequalities (5.37), in Lg%, by Co'e<86>. Similarly to (9.4), we then obtain

|(DW) 0 &(a,t) — D(wo),2 ()| < €2|D(wo).2 (z)| + Ke(Bg) 9.7)
which in turn implies upon composing with ¢ = that
|(DW)(2,t) — D(wo),2 (z)| < Ke(Bs). 9.8)
By combining (9.8) with (4.11), we thus obtain
IDW., (2, )| < [D(wp),2 || £ + CKe(Bg) < Caaea + CKe(Bg) 9.9)

where as usual we have C' = C' (o, Ko, Cdata). Taking e to be sufficiently small with respect to «, kg, Cdata, and B,
closes the bootstrap inequality (5.37f).

9.2. The X bootstraps. We seek sharp estimates for the quantities

DS _ Dog

¥ —og, and > o

For this purpose, we appeal to (6.8), (6.9), and the X evolution in (3.19b). First, by using the bootstraps (5.37g) and
(5.37j), we deduce that

|E o&(x,t) — 00(:1:)| = og(x)

Since the mean value theorem gives |X o &(z,t) — X(z,t)| < |€(z,t) — z2]|| X2 || Lo
deduce that

_ t 3 A o N
o~y BrvostArotdr | o G oCe

by (4.8), (6.8), and (5.37q), we

Lt,

oo(x) oo(z) =
upon taking ¢ sufficiently small with respect to «, K0, and Cdata The initial data assumption (4.8) closes the bootstrap
(5.37p) if we choose ¢ to be small enough to ensure Ce <3 /<;0

Next, differentiating (3.19b) we deduce

(8t + Vag)% = —DV% — OLDiN - OLDAT,

D) _ 1‘ < Ceele 4+ L2 < (e (9.10)
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and thus by appealing to (5.37g), (5.37h), and (5.370), we obtain that

o0 oo ()

“t “t t o °
19 0 (1) — 2a(a)] < 122 [ R VS 1] ok PV 102, o)+ DA o €lar
tin

2 2|D00($)\ -
< (Ce o0(2) + Ce.
Using the bound [[Do 8% |1, <14 [|D?E|e, $ 1+ 1[|D*D1X|12, S (Be), and the estimate (6.8), we deduce
from the above bound that
|32 (x,t) — Dg?( )| < C52|D;0( ) Dl 4 Ce+ Ce2(Bg) < Cz—:QIDUO x)l + Ce.

Note that from ((ii)), ((iv)), (4.10), and (4.11), upon taking ¢ to be sufficiently small w1th respect to kg and Cyata, We
have that

Dio 1 Dso 1

Bo@ <<l ad [P < k<l ©.11)

where we have used that kg > 1. By also appealing to (9.10), and by taking ¢ to be sufficiently small with respect to
@, K0, Cdata, and (Bg), we deduce

IDE(, )| < [Dog(z)|(1+eC) +eC < 2+ Ce <1< k. 9.12)
This closes the bootstrap (5.37q).
9.3. The h bootstraps. We first note that the bootstrap (5.37m) implies
‘g(m,t) — 1‘ < (1+a)’kie?.

In order to close the bootstrap (5.37m) we first recall from (3.8) that D;h = €0 h = ag_% (HT“W—i—l’To‘Z ). Therefore,
with (6.12) we arrive at
ID:h| < (1 — Ce?) 72 (B kg 4 Ce) < 2 e

which closes the D;h part of the bootstrap (5.37m). Moreover, since h,; = g% J,, from (5.37k) we deduce
IDih| < 32(1 4 Ce?)z,

which closes the D1 h part of the bootstrap (5.37m) upon taking ¢ to be sufficiently small. On the other hand, from
(3.13b), (5.37e), and (5.371), we obtain that

h,pof(z,t)| < 1+a(1+05 )2 (Ha-(l—&-s)—f—l_Ta-CiTs) <24 Ce?.

which improves the Dsh part of (5.37m).
Next, we estimate Dh,5. Upon applying D to (3.13b), we derive

(8t + Vag)Dh,g +DVh,9o = 1-ngDWT + 1 gDZT + 2( 1+aW7— + = aZT)h,Q Dh,s .
By appealing to the bootstraps (5.37e), (5.37f), (5.37g), (5.370), we deduce from the above identity that
|(Dhys) o &(w, t)] < 12 (1 + Ce?) (52 - 2Cupta + C2)e® < 4Cqaae + C2.

Taking ¢ to be sufficiently small, and composing with £~! then improves the Dnyh part of the bootstrap (5.37n). In
order to improve the DD & part of (5.37n), we just note that

IDD1h| < £g?|DJ,| + eJ,g7 2 |hy Dhyy | < e(1 4 Ce2)4(1+ a) + C® < 4(1 + a)e + Ce? .
9.4. The V bootstraps. From (3.6), (5.37m), and (6.12) we obtain that
’V| <(1+ 60'62)_% (Iiot’:‘(l + 6Kg + ﬁTaaCi\N) +3e(HE2 3k, + C{:‘))
< K,()é“(l +10(1 4+ a)ko + 1MC ) (9.13)
upon taking ¢ to be sufficiently small. Next, the bootstrap inequalities (5.37) and the identities (6.7¢)—(6.7d), yield
|ID1V| < 5Cqatac¥eko(l — 60’52)_% +e(1- 60’52)_% (%CAN + brgelte) + Ce?
< &g (6Caata +5(1 + @) + 5C4.) , (9.14a)
DoV | < 5Chatacverin(l — 6'52)_% + CZ\TE + 10k2¢e
< ek (6Cdatacy + 10k0 + C4 ) , (9.14b)
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where we have used that ko > 1. It remains to estimate D;V = €0,V For this purpose, we appeal to (3.23), which
combined with the bootstrap inequalities (5.37) yields (for a constanat C; = C4 (e, Ko, Cdata) > 0)

ID,V| < Ce® + akge(l — 60'52)*% ((2 + @)k + Ce + C,;N)
< omoe(Q(l + a)ko + CZ\N) (9.14¢)

by choosing ¢ to be sufficiently small, in terms of «, k¢, and Cgata. By combining (9.13) and (9.14), and choosing the
constant Cy to satisfy

Cy > 2(1 +27(L+ a)ro + 6(1 + ) Caara + BC, + C;\T) , (9.15)

we have thus improved the bootstrap (5.370). We note that since C Ay and C Ar only depend on «, kg, and Cyata, and
therefore so does Cy.

9.5. The A bootstraps. The estimate for A ~ 18 rather direct to obtain, since we’ve already estimated the vorticity
Q=A,— %(WT + Z;) in (8.3). Indeed, by using (8.3), (5.37¢), and (5.37i), we obtain that

|AN| < Cg32Cdata + Ko + Ce < (Cig3a) + 1) Caata + Ce (9.16)

where we have appealed to the bound Cgata > Ko, and recall that Cig 3,y = Cgaa () = 23+ %18, As such, if  is

taken to be sufficiently small, and if

Ca, > 4(Cis30 +1)Cata + 1 9.17)
then
Ax| < 3Ca, - 0.18)
Similarly, by using (8.3), (5.37f), and (5.371), we obtain that
|5AN| < Cg36)Caata + Caata + Ce < (Cig3v) + 1) Caata + Ce, (9.19)
where Cg 3 = Cig.an) (@) = 2(4@20)4204235”) . Thus, if we also ensure that
Ca, = 4(Csan) + 1)Caata + 1 (9.20)
then N
IDAy| < 1Ci,. - (9.21)

These estimates thus close the bootstrap assumption (5.37h). Note that both C(g 3, and Cis 3p) are explicit functions
of the parameter « alone, and thus the smallest number C An which satisfies both (9.17) and (9.20), depends on « and
Cdata alone. This parameter is henceforth fixed.

The estimates for A and its derivative does not follow from the vorticity estimate, but it is established in a similar
manner, by appealing to Proposition C.1 and Corollary C.3. We start from (3.29b), which we multiply by J,:

(J,0c+ J,(V +aXg ™ 2h,2 )0, — aXdi)Ar =gz 9.22)
where
Ga, = — 509 T, (Wr — Z7),0 =359 5 (Wr + Z; + 28,)J,2 + 58972 (J, Wy — J,Zy — ho J,A ) oo

+ S LANW, = Z7) = J,(Ar)” = §T,(Wr = Z,)7 = LJ,(W, + Z;) (52 W, + 5522,). (923)

Using the bootstrap inequalities (5.37), we have that

qu\THL;?,, < 8250 Cya + 2a(1 + a) ko (1 + 2Cz,) + 500 Cyppa + %‘"CAN + w +Ce

< 4akoCyata + 2a(1 + a)ko(1 + ZCZ\N) + %C'&N + M =: Clo2a), (9.24)

upon taking ¢ to be sufficiently small. Here we recall that C A, Was already chosen (see (9.17) and (9.20)) to depend
solely on o and Cyata, and so C{g 24 in fact just dependens on a, kg, and Cqata. Then, since (9.22) takes precisely the
form of (C.1), with f = A, we deduce from the above estimate, from (4.11), and appealing to (C.3), that

|ATHL;Qs < 4e'® AT('vo)’|L:o 4 20e” Coaae < e(4e"®Cuata + 20¢™® Cloo4) =1 €Co2s), (9.25)

[0} [e3

for some computable constant Cg 5, which only depends on «, kg, and Cg,ta. Thus, if we ensure that

Ca, = 4C02s), (9.26)
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where we note that C4 " has already been chosen at this stage by (9.17) and (9.20), in terms of «, kg, C4ata, then
|A,| < ieC o (9.27)
Lastly, we turn to the DAT bound. We differentiate (9.22) to obtain
(1,0, + J,(V + aXg 2 h,5 )05 — a0, )DA,
= —DJ,0,A; — oD A —DJ,(V + aXg~h,3)0eA — J,(DV +aD(Sg~2h,2))d:A7 +Dgs . (9.28)

=mp; DAT =idpA,

which thus takes the form of equation (C.11) for f = DAT, with suitably defined functions m = m A and g = qp Are
First, we note that
1 4(14+a)+2ak
HmDZ\THL;ft < EHDJHHL;ft + %HDZHL;QJ < R 9.29)

As such, the parameter 3 in Corollary C.3 may be taken to equal 8 = 22(4(1 + a) + 2awkg), so that 3 = (e, ko). In
order to apply (C.13), we then use the bootstraps (5.37), the Sobolev embedding (B.2d), the geometry bounds (7.1),
and the initial data bounds (4.11), to estimate

HqD»&THLgft < é(l + C'&N + ECAT 4 ECiT + 62(:2,&7,)
+C([|D*(J, W, ‘]ng)HL;?t +(1+ Ca [P Al ) + D22 || o,
< Co30)(C4,,)(Bs) ; (9.30)

where C(9 30y is a computable constant that depends only on ¢, kg, and Cgata. Using the above two estimates, we apply
Corollary C.3 to the evolution (9.28), estimate the initial data via (4.11) and deduce that

DA < (4¢18) 2 (404 a)+20R0) (ECdata n €4&<CZ\N><B6>> . 9.31)

THL};Q‘S (14+a)+2ako

Taking ¢ to be sufficiently small, in terms of «, k¢ and Cgata, We deduce that there exists a computable constant
C9.32) > 0, with the same dependences, such that

||DATHL?S < eClo32)(Ci,.)(Be) - (9.32)
Thus, if we ensure that
CAT > 40(9-32)<CAN><B6> , (9.33)
then i
‘DAT‘ < iECZ\T- (9.34)

We note that (9.27) and (9.34) close the bootstrap (5.37j). Moreover, we emphasize that the conditions (9.26) and
(9.33) on C Ar mandate that this constant is chosen to be sufficiently large with respect to «, kg, Cqata, but also with
respect to C Ay (which has been chosen already in terms of «a, Cyata; cf. (9.17) and (9.20)) and Bg (which will be
chosen to be dependent only on «, k¢, Cyata; cf. (10.75), and (12.92)).

9.6. The Z bootstraps. From (3.25c) we deduce that Z, solves the forced transport equation
(L, + J,(V + 20897 2,3 )0 — 20801) 2y = m3 Zy + a3, , (9.35)

where we have denoted

my, = =152 W — 27, — SR, — %9 2hoay
and
az,, =20597%(Zr + A\) 0+ aXg 2T A N2 + S (Ar — N9 T hon ) J, Wy (9.36)
— (MW, + 3527, ) LAy — (BeW, + 5592,)J,Z, + aXg 2 h JA,. 9.37)

Since (9.35) takes the form of (C.11), with f = y4 ~ and « replaced by 2q, the desired upper bound for y4 A will
follow from (C.13). We note that since (5.37) implies |lmy [lrze, < (1 + a)e~! (upon letting ¢ be sufficiently

small), we may choose the exponent 3 appearing in (C.13) to equal 5 = §(a) = W. Moreover, (4.11) implies

that ||i ~ (5 tin)llLee < Cdata. Thus, it remains to estimate the space-time L> norm of 43, From the bootstrap
inequalities (5.37) we deduce

gz, llzee, < 8a(l+ a)roCh, + ko Ca + $(Ca, + 5roCaata) + 152 8C4  + Ce

Ay
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< (1 =+ Oé)(l + 904)!60(:/‘:\/\/_ + %(CZ\T =+ 550Cdata) =: 0(9_33), (9.38)

where Cg3g) > 0 is explicitly computable solely in terms of «, k¢, and Cgara. With the above estimate, we deduce
from (C.13) the pointwise estimate
20(14a)

12| < ()55 (|20 tin)| o + 155 Coa) < 2Caana(de!®) =5 (9.39)

upon taking ¢ to be sufficiently small. This justifies the first condition we need to impose on CiN’ namely

20(14«)

Cs, > 8Cqata(4e™®) &, (9.40)

which in turn implies the pointwise estimate
|Zy| < %ciN. (9.41)

The estimate for DZ ~ 18 obtained by differentiating (9.35), which leads to
(1,0 + J,(V + 2059~ 2y )3y — 2039, )DZ,

=my, DZy — DJ,0:Zy — D(J,(V + 2059 2 h,5))0Zx + 20D8 Zy +4p3,, » (9.42)
::mDiNDiN
where
Ipz,, = Dmi/\fz/\/ + in/\f . (9.43)

As before, it follows that DZ, solves a forced transport equation of the type (C.11). We start by using (5.37) to
estimate the stretching factor

Impg, llzee, < 12 4 30ED) 4 G o Same < SUta)(Itro) (9.44)

x,t — I

by taking € to be sufficiently small. As such, we may take the constant 5 appearing in (C.13) to equal 5 = %0(1 =+
a)(1 + Kkg). In order to estimate dpz,» as defined by (9.37) and (9.43), we use the bootstrap inequalities (5.37),
the previously derived bound (9.37), the Sobolev estimate (B.2d), the initial data bounds (4.11), the bounds for the
geometry (7.1), and the improved estimate (8.21), to deduce

lapz,, Il e, < 2Caaa(4€™®) (L2 (1 + @) Charac— + C) + C(Be). (9.45)

By taking ¢ to be sufficiently small with respect to «, kg, Cqata and Bg, we deduce from the above two estimates and
(C.13) that

20(14+a)
o

. 20(1+a)
|DZN| < 4618)6Cdat3 + 681(:())) (4618) « +ﬁcgata (9.46)
where we recall that § = S(a, ko) = 70(1 + a)(1 + ko). Thus, by further imposing that
o 20(1+a)
= ( Cdata + 23(11&3) (4 18) +ﬁcdata) ’ 9.47)
we obtain
IDZy| < 1G5, (9.48)

which together with (9.41) closes the bootstrap inequality (5.37g). We note that the constant CiN depends only on
«, Ko, and Cyata, through (9.40) and (9.47).
It thus remains to estimate Z- and DZ . For this purpose, (3.28b) yields

(1,00 + J,(V + 2059 2 hy2 )0y — 203501) 2, = —(af,Zy + 59 oo J, + 3J,AL)Z, + 4.,  (9.49)

=imy
where we have denoted
Gz, = 20572072 (Ar—Zy) +aXg 2 J,Ar 0§59 2 hoo J,(Wr+2A,) +a,Z W, — LA W, . (9.50)
Thus, Z solves a forced transport equation of the type (C.11), with « replaced by 2c.. From (5.37) we note that
Iz, llre, < %2Cy  + Ce < 20Cy (9.51)

x,t —

and thus by taking € to be sufficiently small we may ensure that B = 1in (C.13). Next, we estimate

lgz, =, < 12a(1+ a)ro(Cy,, + Ce) + Ce < 12(1 + a)?koCy,, (9.52)

z,t
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upon taking ¢ to be sufficiently small in terms of «, kg, Cgata- From the above bound, (4.11), and (C.13), we deduce
12| < 4e'eCqara + 204 - 12(1 + a)*koCy,, - (9.53)
As such, if we ensure
Cy. > 166" (Capa + 200FaSr0c, ) 9.54)
then we have the uniform estimate
1Z,| < 1eCs . (9.55)

The estimate for DZ., is obtained by differentiating (9.49), which yields
(1,00 + J,(V + 2a3g~ 2 h,5)ds — 20%8,)DZ,
= —my DZ; — DJ,0,Z; — D(J,(V + 20%g % hyy))DaZy + 20DTH 2, +apz, (9.56)

::mDiTDiT
where we have denoted
Az, = ZTDmiT + inT . (9.57)
Using (5.37) we first bound
Iz, llog, < 20F2 4 fame 4 & < COtetars) (9.58)
so that the constant £ in (C.13) may be taken to equal 5 = 1720(1 + «a + akg). Next, by using the bootstraps (5.37),
the Sobolev estimate (B.2d), the initial data bounds (4.11), the bounds for the geometry (7.1), we obtain
lapz, Iz, < C(Bg)e + CCs . < Clos9)(Cs,.) (9.59)

for some computable constant Cg 59y, which depends only on «, Ko, and Cyat,.
From the above bound, (4.11), and (C.13), we deduce the pointwise estimate

IDZ,| < (4e'¢)PeCqara + em(4elg)ﬁc(9_59)<ciN> , (9.60)
where we recall that 3 = 1%0(1 + a + akrgp). Thus, choosing CiT large enough to ensure
Cy > 4(4e'%)? (Cyata + C(9.59)<C2N>) ; 9.61)
we obtain the uniform bound
IDZ,| < ;¢Cs_, (9.62)

which together with (9.55) closes the bootstrap (5.37j). We note that since C(9 59y and <C2N> only depend on a, Ko,
and Cy,ta, SO does CiT’ via (9.54) and (9.61).
10. THE SIXTH ORDER ENERGY ESTIMATES FOR THE TANGENTIAL COMPONENTS
From (3.35d), (3.35e), and (3.35f), we obtain the sixth-order differentiated (VOVT, 27, AT) equations
L(Q0s + V35)DW, + ag~2D2D°A, — ag2DoDO7 - N (Q + W, + Z,) = D°R] + R +CF (10.1a)
%(Q@s +V8,)D°Z, — ang_%[N)gl?)fiAT + ang_% DoDOT - M(Q+ W + Z,)
—2aD%Z, 1 —2a(A,; — Z,,)D%7,1 N + 2ang*% D,k D,D°Z, + 20<Jgg*%52h (A, —Z,)D,D% - &

=D°F +R] +cT . (10.1b)
%(Qds + V3,)DOA, + aJ,g 7DD, — ag ™3 (J,3,)DsD%7 - & — aDA 1 +a(Q + W + Z,)D07; v
+aJ,g 2D2h D2D°A; — ad,g 72 Doh (2 + W, + Z,)D2D%7 - & = DOF] + R] +C7 (10.1c)
where
RY, = D2 H(Q0s + V)W, + B1DVD, W, + aD®g 2 DoA, — aDar D8 (wig ™% (2 + W + Z,))
(10.2a)

Ch = S71(D°, V,D:W,) + (D, 571, (Q0s + VA2)W) + a(D°, g~%, Do)
— a(D°, Do, Mg E(Q+ W, + Z,)), (10.2b)
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and
R =DO(£)(Q0s + V32)Zy + £J,0°VDsZ, — aD%(g~2J,)D2A, + aDom D (Wi, 2 (2 + W + Z,))
— 20D ((Ay — Z, )Nk )T",1 +2aD%J,g~ 2 DohDoZ, + 2aD%(J,g~ 2Doh (A — Z,,)N3,)DaT",

(10.3)
] = (D°, %, (Qd:+ V)Zr) + 2(D°,V,D2Z,) — a(D°, g~ 2 J,, D2Ar)

+ a(Ds, Do7*, N J,g7 2 (2 4+ W + Z,)) — 20(D° ( _zN)N,W 1)

+20(D®, J,g” 2 Dok, D2Z,) + 2a(DC, J,g~ 2 Dah (A, — Z,, )Ny, Do), (10.3b)

and

R] = LJ,D°VDsA, + DO(£)(Qds + VA2)A, + aD°(J,g72)Ds3, — aD27 DO (Wig ™2 J, 5 )

+a7® DS (Wi (Q+ W, +Z,))

+ A, D%(J,g~2D2h Dy) — aDa7 D8 (Wi J,g " ZDah (2 + W + Z,)) (10.4a)
¢] = L7%(D°, V,DaAr) + (D, 27, (Qds + Vs)Ay)) — (DS, J,g~ %, D232,)

—a(D%, g 2,3, Da7 - M) + a(D®, J,g~7Dyh Do, Ay)

— oD%, N J,g 2 Dok (2 + W + Z,), Dy7") . (10.4b)

10.1. The D° tangential energy identity. In order to obtain the fundamental DS energy identities, we shall use (z,s)
coordinates where * € R? and s € [0, €]. We compute the following spacetime L? inner-product:

//Jﬁj% ((lO.la) J,DOW., 4 (10.1b) D°Z,, + (10.1c¢) 256AT>dmds’ =0, (10.5)
0 W IZr TA+
where
Js = DRt

and 8 > 0 is a constant which will be chosen to be sufficiently large, only with respect to «, in (10.69) below.
Throughout this analysis, for notational convenience we will mostly omit the spacetime Lebesgue measure dzds’
from these integrals.

The goal of this section is to show that identity (10.5), together with a good choice of 8 = 3(«), and a choice of ¢
sufficiently small with respect to «, kg and Cyata, implies a differential inequality of the type

| TS BO 2, A ()2 + /H”"J D*(Wo 27, Ap)(-8) 08

< Cla)e()2BE + ) / |2 By, 2, A,

)7, d L2 (10.6)

where C'(a) > 0 is a constant that only depends on a. The true inequality we establish, see (10.70) below, is a
bit more complicated because it turns out we need to augment the tangential energy estimate with the energy term

L[18F N B0 797,

inequality in s € [0, €] shows that

Leaving this complication aside, if we were to establish (10.6), then a standard Grénwall

sup ||MD6(WT72T3AT ||L2 / | J;é 2 DG WTviTaﬂT)(',S/)HQ dS/ S Cl(a)g(ﬁo )2BB67

s€[0,e] 2

for another constant C’(c) > 0 which only depends on «.. Upon multiplying the above estimate by %22, noting that
cf. (5.37p) we have 1 < nﬁﬂ 728, and recalling that 3 = 3(a) we deduce that the tangential part of the bootstrap
(5.37r) may be closed as soon as K is taken to be sufficiently large with respect to o. This argument is made precise
in (10.8) below.
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10.2. The integral I Wr, We additively decompose the integral 1 W- ag
I\;\/T — IYVT + I;NT + I‘;‘NT + IXVT ,

o S « ~ o ~ =3
W — //Tgﬁj%Jg(Qas 4 V,)DSW, DO,
0

(V]
I

S
a//jﬁj%gfé,]ngDG;&T DGWT,
° ° S 3 1 o o ~ ~ ~ o
M= o //Jajig_ﬁjg(ﬂ + W, + Z,)D,D%7 - & DOW, |
0
W = _//jﬂj%Jg(f)ﬁFv{+R\}v +Cg) DWW, ,
0
10.3. The integral / Zr, We additively decompose the integral 1 Z+ ag
e (RN (AR D A LA LY LAy (o
I = //T;J%Jg(Qas +V9,)D%Z, D°Z,,
0
o S ~ ~ o ~ o
I = —a //gﬁj%Jgg*%DQDGAT DSZ.,,
0
= a//JﬁJ%Jgg—%<ﬂ+\ivT+2T)52567~N562m
0
o S ~ o ~ o
1% = 7204//]/3‘7%627,1 DSZ.,
0
o S ° ° ~ ~ . o
IgT = 2« //jgj% (AT — ZN‘>D6T71 N DGZT7
0
° S ~ ~ ~. 0 ~ o
1% =20 //Jﬁj%Jgg*%DQh D,D%Z, D°Z,,
0
° S P 1~ ° o ~ o~ ~ . o
12 =20 [ [3.7%9 4 Bah (R, ~ 2,0:0°7 - 1 B2,
0
zgf S //Jﬂj% (D°F + RE +C3) DSZ, .
0
10.4. The integral / Ar. We additively decompose the integral I Ar as
S L (S (A S (S (A N
I'lAT = //%j%JQ(Qas + V62)56A7' 66AT7
0
° S ~ ~ . ~ .o
I2AT = 20&//]/397%\7%J9D2D62T D6AT7
0
o s 1 E ° ~ ~ ~n o
i =20 [ [157 874 2.05:0% DA,
o OS 3 o ~ o
1 =20 [ [17%A. 0%,
° 50 3 o ° ~ ~ . o
ISAT =20 //]Bjé (Q+W,+ ZT)DGTvl N D6AT7
0
I =24 / / 1T 4,9 ¥Dah D.DOA, DA,
0

° S ~ ° o ~ ~ ~ . o
I;‘f = f2a//gﬁj%Jgg*%D2h(Q+WT + Z,)DyD%7 - & DA,
0

(10.7a)

(10.7b)

(10.7¢)

(10.7d)

(10.8a)

(10.8b)

(10.8¢)

(10.8d)

(10.8¢)

(10.8f)

(10.8g)

(10.8h)

(10.9a)

(10.9b)

(10.9¢)

(10.9d)

(10.9¢)

(10.9f)

(10.9g)
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N = —//]/;;7%(565{4—733 +C) D°A, . (10.9h)
0

10.5. The exact derivative terms. For the terms involving a time derivative, we note that summing (10.7a), (10.8a),
and (10.9a), integrating by parts and appealing to (5.32), (5.28d), (5.30), and (5.33d), we obtain

W g 1 = // (0, + Vo) (BW,)? + (5°2,)° + 2(5°A,)?)
0

HJ4(J9Q)2 DGWT HL2 2”]41 DGZT HL2 + HMD("A HL2

_% JZ(EJ%Q) D6WT HL2 _% jZ(EJ%Q) DGZT ||L2 _ ||JZ(§ZQ)§ DGAT( O)Hig

+ [ a2 + (892,72 + 26, ) (10.10)
0

where we have defined
Go = —3(Q0s + V) (T2 J,) + 3(VQs = Qs — DoV — 208(Z, + A7) T2 J,
At this stage, we record the pointwise bound
Go > —4(Qds + Vo) (T7J,) ~C(B)T ), - B=QT 2, (10.11)
=:Ggood
which follows from (5.15), (5.37), and (6.38).

For the terms involving a 0y derivative of the fundamental variables, we add (10.8d) and (10.9d), and integrate by
parts with respect to 9y (here, recall that 9,7 = 0) to arrive at

1+ 1 = o [ [1730/(0°2, + 0%, ) = [ [ e6u(0°2,) + (B°A,)  qi012)
0 0
where 3 3
Gii=—a(28-1)T2%, > a(B - 1) (1 — 725 4Q-C)J* (10.13)
as soon as 3 > 2, in light of (3.20a), (5.37), (6.38), and (6.64).

For the terms involving a J> derivative of the fundamental variables, we add (10.8f) and (10.9f), and integrate by
parts using (5.28c) to arrive at

11y =a [ [47% 0,5 4D Ba((6°2,) + (B°A,)?)
0

S / QT3 0,67 Dok ((B°2,)? + (B°A,)?)

+ / S/ZG ((B°Z,)? + (B°A,)?)  (10.14)
s Jo

where

Gy = ax?(Qa — Do) (3T 2 J,g~ 2Dah) > —C(B)e T 2 J, (10.15)
and we have appealed to (5.37), (6.38), (6.64), and the bound J < J,. At this stage we also note that the bootstrap
inequalities imply

~o [ @t g7 H0o ((B°2,)° + (B°A.)?)
S
> -2 (| LGB, (), + | LGB 9. (10.16)

Lastly, we note that there are three terms with seven derivatives landing on the fundamental variables; these terms
combine to yield an exact derivative, which we then integrate by parts. Adding (10.7b), (10.8b), (10.9b), and recalling
that 3., = %WT — %ZT, using (5.28c) we have that

JAACIY ¢ Sy a//]ﬁj%g—%Jg@ (56}.\T (D°W,, — SﬁiT))
0

s ~ ~n 2 ~n o ~, o0
= Oé//(Qz - Dz)(]ﬁJ%{f%Jg) DSA. (DGWT — DGZT)
0

- a/ﬁzyﬁg*%J%Jq D°A, (D°W, — DZ,) (10.17)
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Note that the available pointwise bootstrap bounds imply
a2 (Q2 — Do) (37297 20,) | < C(B)T2J,, and  |aQyBg 2Q7!| < Ce. (10.18)

Summarizing the identities (10.10), (10.12), (10.14), (10.17) and bounds (10.11), (10.13), (10.15), (10.16), (10.18)
upon taking ¢ to be sufficiently small in terms of «, k¢ and Cy,¢s, and taking 8 > 1, gives

IV If I+ LY+ I 4 I + I + I 4+ I + I,

> (1- )(IIwDGWT

T, F6R (. o2
2 +2) 2L 5o, 9, )

)

+12 gtz

HL2 HL2

3 1.
(1 gt (o, + [ B 0, + 2] 20t A, o

+//271ﬁ Ggood—Co'ﬂJ%Jg)(\56WT|2+|5627|2+2|[~)6.&T|2)

3 3 1 __
200 (R ()], + | T D2, ()], + | TR0 ()| )
22D [ (G852, (), + 6% ()], )
- 260 [ (| 2G50, ), + | LA B, (), ) (10.19)

where as usual C' = C' (r, Ko, Cdata) is a positive computable constant. Note that Cis independent of 3.

10.6. The terms with over-differentiated geometry. Next, we consider the terms in (10.7)-(10.9) which contain
seven derivatives on the tangent vector 7 (or equivalently, the normal vector N).

10.6.1. The sum I~ + I%". Integrating-by-parts in (10.8¢) and (10.8g) we find that

I +I7* =2a//yﬂ —2,,)D%7 - & (D Z,;1—J,g 2DyhDyD zT)
+ 20 // al (T — Z,)NE) — Da(3T2 1,92 Dah (A, — 2N)Nk))56Tk DSZ.,
+ 2a //szg.ﬁ J,g"2Dah (A, — Z,,)D%7 - & DOZ,,
0

9 / Qup T3 Doh (A — 2,57 - n D52,
S

= I§+7a+l +7b+l5zl7,c+lg+7d (10.20)

At this stage we note that the first term in (10.20), namely 7, §;77a, contains over-differentiated terms, i.e. seven deriva-

tives on iT, but that the remaining three terms are under control. Indeed, from (5.37), (6.38), (7.1h), and the fact that
J < J,, we have

- 1. P U
270 ] S 7 BGEIDCTlILs | 557 D°2r ||y S eBGE)K(Bo) | L5202y | (1021a)
12270 S e(2)P D07l e | “;i2D62T|\L2 < (%) KB || 752 D°Z7 | (10.21b)
~ o 1 __
170 4] < <t>ﬁ||ﬁDGT|!L;.@LgII%%%Q”DGZA»s)HLgse%< VK (Bo) | LR B2, (- )| . -
(10.21¢)

In order to handle the first term on the right side of (10.20), we use equation (10.1b) and (10.1a) to rewrite
2a([~)627,1 —Jgg_% [N)Qh 626627—)
= —aJ,g 2D2D°A, + aJ,g 2DoD0T - N(Q+ W + Z,) + %(QBS +V8,)D°Z,
—2a(A; — Z2,,)DO7,1 -~ + 20,97 2Dah (A, — Z,,)D2DO7 - & — (DOF + R] +¢C])
— £(Q0, + V,)DOW., + % (Q0; + V3,)D°Z
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—2a(A, — Z,,)DOT 1 N + 200,97 2 Do (A, — Z,,)DoD0T - &
N T T N T T
— (D°F) + R, +Cf) — (D°F) +RI +¢).

Substitution of this identity into the integral I, 5217@, gives us the further decomposition

N - Z,
‘[5+7,a - I5+7,a,1' + I5+7,a,ii + I5+7,a,uz ’

N s . . .
g = //ﬁJ%Jg(AT ~Z,,)D°7 - & (Qds + V3,) (D°W, + D°Z,), (10.22a)
0

o S . . _ o

Iﬁ?,a,ii =2« //.]ﬁj%(AT —Z,)°D°7 -~ (DO7,1 N — JggféDzh DoD°7 - W), (10.22b)
0
s B = o ~ ~ ~
I5Z+7 ayiii =~ //JgJ%(AT —Z,)D%7 - w (DOF] + Ry, +C, + D°F) + RI +¢7). (10.22¢)
0

As we shall see next, the first two terms terms in (10.22) have a good structure (in spite of them having terms with
seven derivatives), while the forcing terms present in (10.22c) may be estimated directly (see Subsection 10.7 below).

The term 127, , ;; defined in (10.22b) contains perfect derivatives which may be integrated by parts:
5+7an: //Jg A, —2,)2(8,(DOT - M)? — J,g”2D2h Do (DT - A)?)
e //”“75 (A; — 2,,)D%7 - & (DT - 7,1 -7 — J,g"2D2h DO7 - Do - 7)
= a// o (T —Z,) ) (52 — éQ)(jﬁj%(AT _ 2N)2Jgg_%[~)2h))(567./\/)2

+a/ngg 2,0)2 0,93 Dok (BO7 - )2

S
+ 2a //Jﬁﬁ(AT —2,)D%7 - & (D%7 - 7Ny -7 — J,g EDh DO7 - TDon - 7). (10.23)
0
By appealing to (5.37), (6.38), (7.1h), and the bound J < 1, we conclude
’ 5+7au| ~ 5(%)26K2<BG>2 (10.24)

The term I 5.17.q,; defined in (10.22a) requires that we integrate by parts the (Q0s + V 32) operator, and then appeal to

the DS-differentiated variant of (5.34b). Indeed, from (5.28d), and (5.34b), we may rewrite
o= [ +52,) skt A, — 2 (52BW, + 155°2,)
- /:/(56\7% +D9Z,) ke T2, (A — Zy) (H54W, + 1522, ) - DO
- [+ 82, e Tt A — 2B (W + 552, i)

_ / / (BW, +D°Z,) Ly 7, (A, — Zy)ai[D°, VIDars
0

+ / / (BW, +5°2,) (VQs - DoV — Q) (e T HA(Ar — 2o - D7)
// (DSW - + D°Z, ) DO7,(Qds + V32)<22g..7% (A, — 2N)Nk)

+ /(DGWT + DﬁzT)Q(ﬁﬁJg(AT —Z)N - Dﬁr)

S

wjw

—/(66W +D5°2)Q( s TH,(Ar — 2w D7) (10.25)

0
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We have isolated on the right side of (10.25) the first term as the most dangerous term, with the remaining seven terms
being lower order. Using the available bootstrap bounds and improved estimates, we deduce from (10.25) that

s 3 i 3 TR
MHANAOﬁ%ﬁ%mmﬁw;ﬂ&%&%wwsmgw

+52(%)MK2(B )2 4+ eK(Bg)( (HJ“ 5 DSW/ T||L2 +| J4J 3 D67 THL? )
e e (28250, 1258072 1,
+gz (HJ4(JQQ)2 DOW., (-, HL2 + HMDGZT HLQ) . (10.26)

Summarizing the decompositions (10.20) and (10.22), appealing to the bounds (10.21), (10.24), (10.26), the Cauchy-
Schwartz inequality, and taking ¢ to be sufficiently small (at this stage, only in terms of «, kg, Cqata), for 5 > 1 we
arrive at

Z,
I3

’ 5+7anz‘ +05262( )2BK2<B >
3 1
+Cs(||%fﬁ)2D6WT(.,s)HQL§ + | MDGZNgS)HZ)

Pl

e, T1(J,Q)7 N6\a 2 T1(1,Q7% ~63 2
(| BB (), + | 52552, (-, )], )

+C°’/ (||.74J 3 DSW., (-, ||L2 I Hjieéq% 56%7(,’51)”?5)(15/7 (10.27)

where I 5217,(1,7:7:1 is defined in (10.22c), and will be shown to be dominated by the other terms on the right side of
(10.27).

10.6.2. The sum I + 127 + I + I**. Integrating-by-parts in (10.9¢) and (10.9g), in a similar fashion to (10.20),
we find that

A A s ° o ~ ~ o ~ ~ ~n. o0
L / / $THQ+ W, + 2D - n (DA 1 — 7,9~ D2h DDA, )
0
s . . . . . |~ . . ~ - .
-2« //(81 (T2 Q+ W, + Z,)n3) — Do (3572 J,97 2Doh (2 + W + ZT)Nk)) DS7* DSA
0
- 20‘/ / Q2357 2 J,g~ ¥ D2h (2+W, +2,)DO7-n DA,
0

+ 2 62][1«7% J997%62h (Q+W7+i7)567 -~ DA,

S

A, A, A,
=i I5l7,+ I5+7 v T Isiret 1554 (10.28)

Note that the first term in (10.22), namely A 5;7@, contains terms with seven derivatives on AT, but that the remaining

three terms are under control. Indeed, from (5.37), (6.38), (7.1h), (8.3) and the fact that 7 < .J,, in analogy to (10.21)
we have

182, S <B(2)PK(Bs) [E<EALT Al (10.29a)
127, < €3(4)PK(Bo) Hj” tBoA Al (10.29b)
18774l < EQ(KO)‘BK Y EATEAILE 7 Na SI (10.29¢)

In order to handle the first term on the right side of (10.28), using equation (10.1c), we see that
— 2a(66.&7—,1 —Jgg_% 62h 5256.&7—)
= —2aJ,972D2D%3; + 209”2 (J, 3, )DaDO7 - & — 222 (QIs + V3)DOA
—20(Q+ W + Z,)D°7,1 N + 20,97 2Dah (2 + W + Z,)D2D°7 - v + (D°F] + R +C]).
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Substitution of this identity into the integral defining I, é;%a in (10.28), gives us the further decomposition

A, A, A, A, A, Ar
15+7 a I5+7 a,t + I5+7 a,it + 15+7 a,itl + I5+7 a,iv + 15+7 a,v
I?+7 ai = 20 /O/Jﬂﬁ«fgg‘f(ﬁ +W, +2Z,)D7 - v DoD°S (10.30a)
s 3 1 ° ° ° ° ~ ~ o~
1?+7 arit = a/O/Jﬁﬁg’E(JgWN — J,Z)( Q4+ Wy + Z7)D%7 - & DoDO7 - i, (10.30b)
o S - ° ° ~ ~ . o
ITr g = =2 /O/ﬁJ%Jg(Q + W, +Z,)D°7 - & (QIs + VIo)D°A (10.30c)

I, 0 = =20 //]ﬁj%g*%m +W, +2,)2D%7 - & (DS7,1 N — J,g 2D2h DoDO7 - &), (10.30d)
0

o S . . . - .
57,00 = //yﬁﬁ (Q+ W, +Z,)D7-n (D°F] + R +CF). (10.30e)
0
The first term in the above expression, 10_17 a,i» Tequires careful analysis since it involves seven derivatives on P

(hence W, and Z,,). We may however estimate the remamlng terms by drawing an analogy with (10.22). Save for the
difference between g‘? (Q+ WT + ZT) and AT y4 ~ (these terms satisfy the same bounds in L7 even w1th one D

derivative acting on them), we have that 154*_7 a,iii (see (10.30c)) is nearly identical to [, 5+7 ai (see (10.22a)), I, 5+7 aiv
(see (10.30d)) is nearly identical to Igjrhlﬁ (see (10.22b)), and I5A_~T_77a7ii (see (10.30b)) is very similar to the D2-pan

of I §;7M_i (see (10.22b)). To avoid redundancy, we do not repeat the steps which have lead to the bounds (10.22a)
and (10.22b); instead, we argue similarly and deduce that

1877 0] + |I§‘;7,a,w! < 63/3(%0>2’3K2<Be>2, (10.31a)
il S [ 1B [y + oK (B ()| T D |
+e%<%>BK HMD‘SAT )12
+er(2)°K ||~7““Q DEA - ( )] 2 e () PK(Bs)*. (10.31b)

The forcing and commutator terms in éjﬂ a,p Will be shown in Subsection 10.7 below to satisfy similar bounds.
This leaves us with the most delicate term, namely 547.a, (see (10.30a)). It turns out that while a good bound

for this term is not available, this term completely cancels with a piece of the sum I. :\,)N T+ 37. To see this, we next
consider the sum I:\{V* + Ig*, given by (10.7¢) and (10.8c). Using (5.28c), we have that

o o S ~ ~ ~ n O
IV 4+ 15 = —2a //jﬁj%]gg*%(g + W, + Z,)D,Db7 - & DO,
0
= Iyt I A I I (10.32a)

where the four terms arising from integrating by parts the 52 operator are defined as

e —og /OngJ%Jgg—%(Q LW, +Z,)D57 - & D.D°S, (10.32b)
o o S ~ P 1 ° o ~ ~ o

I =2a /0 / Do (52,972 (2 + Wy + Z,)a;,)DSTF DS, (10.32c)

1§Yg+2f = 2 /O/QQJBJ%Jgg—% (Q+W, +Z,)DS7 - A DO33, (10.32d)

[tz g / QT3 0,g7%(Q+ W, + Z,)DO7 - & D°SS, (10.32¢)




88 STEVE SHKOLLER AND VLAD VICOL

We notice that the term Ing +2- precisely cancels the term JA 5 ;7 a,i» A8 expected:
I?l?,a,i IWJJFZT =0.
The remaining terms in (10.32) are bounded using (5.37), (6.38), (7.1h), (7.11), (8.3), and the bound J < J, as

|3b

2(:4)7K(Bo) | LEEAETY M EarA D°Z . ) (10.33a)

|1W P20 < <H(A)K(B, (Hm JQ)2D6WT HL2+|J4(E+ZQ)D6ZT Ill2).  (10330)

Summarizing the decompositions (10.28), (10.30), (10.32), appealing to the bounds (10.29), (10.31), (10.33), the
Cauchy-Schwartz inequality, and taking ¢ to be sufficiently small (only in terms of «;, K¢, Cdata), for 8 > 1 we arrive
at

|3+ I5 + I8

. 3 1
< B 0] + OB (49K (Be)? + Ce | LA BOA, (02,

+C / H%Bﬁwa-,s’m;ds’ + H@g% D°Z, (5|}, ds' + H@ﬁ 66AT<-,s’>Hig)ds’

+C (HJ4(J9Q)2 D6W7— _'_Hj‘l(-]gQ)2 DGZ

LR BeA IG.) (1034

HL2 HL2

10.6.3. The integral 1A 5. The only term with over—dlfferentlated geometry that we have not yet considered is 1A 37,
defined in (10.9c). When compared to the I W and I ™ terms which we have just bounded in (10.34), we expect I i

to be worst behaved because it contains a copy of J, 3., instead of JQET. We start by integrating by parts the D2
derivative from (10.9¢), and by using (5.28¢), we arrive at

B = =20 [ [17tg (080500 x5,
- a/oyjfijgg;(quN 7. 2,)D07 - v DDA,
t3 /os/]ﬁjég_%(‘]"\iv” - JgiN)(sz)[N)GT -~ DPA .
+ a/:]jg D, (]@g’%(JQV.VN — JgiN)Nk)ﬁé‘)Tk YA

s E 1 ° ° ~ ~_ o
- a//Qz]@J%g_f(JgWN - JQZN)D6T°N DGAT
0

+ a/ﬁzjﬁjgg_%(JgWN — J,Z2,,)DS7 -~ DA,
S
= 10 + I3 + I8 + Iy + 157 (10.35)

In analogy to (10.20)-(10.21), (10.28)—(10.29), and (10.32)—(10.33), the last thee terms on the right side of (10.35)
may be bounded directly (recall that 7 < J,) as

“[30

(£)7K(Bg) H““ﬂ DOAL[,, (10.36a)

’I§e| <ed( )ﬂK HMDGAT ||L2 , (10.36b)

The second term on the right side of (10.35) requires special care because we only have 7 3 to be paired with BGAT,
but the former requires J % in order to be bounded suitably in Lfm. The additional power of J 3 that we are missing

arises from the fact that the D®7 bound in (7.1c¢) in fact carries J ~i.As such, we obtain

18] < ()81, W, -

J 7D 12

DGAT||L2 Se(L )5K<BG>|J4D6AT||L%S. (10.36¢)

=B 5B
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The only term that we are left to estimate in the decomposition (10.35) is IQ;. For this term, we use the equation
(10.1a) to further rewrite the term over-differentiated term Do D6Z\T. To be precise, we may derive the identity

A, A, Ar
‘[3(1 I3a1+‘[3au+‘[3azu’

fg\a .=a //]ﬁjég*E(ngN — J,Z,)(Q+ W, + Z,)DO7 - & DyDOT - v, (10.37a)
0
.= — /O/ﬁj%(t]gv"vN — J,Z,/)D°T - & (Qds + V) DOW,, (10.37b)
o S N N - -
Ifn i = //jﬁj%(JQWN — J,Z,)D%7 - & (D°F] + RY, +CF) - (10.37¢)
0

The bound for the I} 3.0,4 18 similar to bounds which were obtained earlier. We rewrite

D87 - AD2DOT - & = 1D (D07 - A)? — 7 - Doa D7 - M(D®7 — g~ *ADODah) - T

and for the first term integrate by parts the D, derivative. Using the bootstrap inequalities (5.37), the estimates (6.38),
and the bounds (7.1) for the geometry, we deduce

|187,] S 28() K2 (Be)? (10.38)

In order to obtain a bound for the I T .. term in (10.37), similarly to (10.22a) and (10.25), we need to integrate by

3,a,it

parts the (Q0s + V 0s) off from DSW.,, leading to the identity
Ig\a . //D6W722ﬂj (J Wy — J,Z,)(1£2DOW,, + 152D5Z,)
+ //D6WTD67k(Q65 + V) (ﬁJ%(JQWN — JgiN)Nk.)
0

- / DWW, Q( 7 # (/W — J,Z)v - D°7)

//DGWTWJ (J Wy — J,Z3) (W, + 1597 ) - (DOn + g1 7DDoh)

° o

+ / DWW, s 7 (Wi — J, 23 )W (B, (552 W + 1522,), )
0
S E o ° ~ -~
+ / / DOW, 7% (W — J, 2, )i [D, VIDa7s
//06 (VQ ~ DoV - Q) (& T (AW, — /2, ) - D7)

+/D WTQ(ﬁj%(JgVOVN I 2N - 5%)‘ . (10.39)

0

At this stage, we denote the first three lines on the right side of (10.39) by My, M, and Mg, and note the existing
bounds and the initial data assumption (4.11) imply that

1 1
=M1 — My — M| < Ce(:5) K (Be) || T3 DWo || 1, +6(1+a)e(:5)* s,

3au

b | T W, 5 -Br, 040

It thus remains to estimate the three bad terms in (10.39), namely M1, My, M3. Concerning the second and third one,
we have

‘M2 — //DGWTN D6T225JWN(Q8 + V@z)jz < 5( )ﬁK Bs) HJ4J 3 5o

THLZ (10.41)

‘M3+/[~)6V°VTN- DO 7 ks J, W, QT 2 (10.42)
S

‘ <8 () K(Bg ||MD6WT Sl
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and the terms on the RHS of the above have an acceptable size. At this point we note that by the definition of 7,
(QOs + V@z)j% = —Q%Qj% .
Thus, we can write the left side of (10.41) as |[My — |\~/|2\ and the left side of (10.42) as |[M3 — l\~/|3|, where we define

=-2 / / DOW - D67 ks, W, QT2 , (10.43)
My = / DOW w7 - DO7 ks, WNQJ2 (10.44)
Next, we try to manipulate the |\7|2 term. We rewrite
S
My = —2 //D"’W N DO7 ks (LW — B7)QT7 — 25 //DGWTN. Do7 ks QU % J,
0
=: M’2 + I\/I’2’. (10.45)
The second term in (10.45) is estimated using Cauchy-Schwartz, (6.38g), and (5.37k) as
) < i [T R () | | L0 BT )0 (1046)
Next, we consider the term M’2 in (10.45). We apply DS to (5.34b), and obtain
N - (Q8s + V8,)DO7 = A*D° ((“T‘J“V'\/T - PTaiT)N’f) — ~F[DS, V]D, 7", (10.47)
which can be further manipulated to read
(Qds + V3y) (w - D°7) = 42DOW,, + 152D°Z + (L£aW, 4 1527 ) (w-Dox — 7-D°7
2 2
NE(DC, (W, + 1527 ) a*) — A [DC, VIDy7t . (10.48)
We deduce from (10.48) that
|[352D°W + 152D°Z, — (Qds + Vo) (v - DO7) ||, < Ke*(Bg),

and hence,
< K?e%(Be)*.
(10.49)

"\7"2 + (T /0/((Q85 + V) (v - D7) — 152D°Z; ) A DO s (LW — 27,)Q 2

Note that we also have the estimate
S
- -~ o -~ o 1 5
e [ 1552 B (b~ )0 < %
From (10.49) and (10.50), we deduce that
S
W+ et [ (@0 VA B (W~ 2,

<25HJ 4QD6

5°r],, 44D

‘lw
wleo

|

2|, . (1050

T2 15 210z Zr|s + CK2e3(Bg)? . (10.51)

Thus, we are left to consider the following term (which we rewrite using (5.28d))

W =~z | [(@o. 4 van) B0 b (1~ 20)0
= e [ [0 B s (b - ) (@0, + V)
+ ey /0 7(N- DO7)2 b QT 2 (QOs + Vs (J, W — 2.7,
+2(1_?;Q)E/OS/(N-66T)2(JQVOVN— 1) 7@k + V2)( Q)

_ 27(1.?&)5 /O/(VQQ — 52‘/ - CD)S)(N. 667’)2ﬁ(JgVOVN _ %Jg)QJ%
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_ 72(1ia)6 /Q(/\/’ . 66T)2T£13(Jg\iv/\f _ %JQ)QJE

S

S
~ 2 1
+ e [ [t B (i - )0
— M/2//a + M/// + M/// _"_ M/// + M/// _"_ M///

(=)

At this stage, we note that since (Q0s + V1) = —2, and by also appealing to (5.30) we have
Mys = rrrtmyes //N DO7)2 ks (—, Wy + 2.7,)Q*T 2 (10.52a)

/” = 2(1+a)s //N D6 ZZBQJ (Qa +V62)(JWN)

S
Ty / / (V- DO7)2 25 QI % (M, Wy + 159,2,) . (10.52b)
0

Appealing to (4.10), (5.33d), (6.17a), the identity (Qds + V3)Q = QQ + Vd,Q, the bootstrap bounds (5.37), the
initial data bounds (4.11), the bounds (6.38) for the Q-related coefficients, the bounds (7.1) on the geometry, and the
improved estimate for (Q0s + V 02).J,W . in (8.44a), we have

Ry, > —Ce( )2 K2 (Bg)? — iy / 19 x - DO (o), (10.53a)
WA | + RR] < CeB(4 )20 K2 (Bg)? + 1002507 / |9t BEr ()2, a6 (10.53b)
MY/, | < 25(1+ a)e(2)*CE,, . (10.53¢)
In the last inequality we have used that ||Q(-,0)||z~ < 1 4 «. On the other hand, (6.64) yields
Mg/a— 20( 1+ )53/ H L N D6 HL2 (10.53d)
. > g |5 s st

We note here that the second term on the right side of (10.53a) is the correct “Gronwall term” that corresponds to the
energy given by (10.53e). Combining the estimates in (10.45)—(10.53), we deduce that

—stt [ EIGOLBO ()] a5 - 20 [ L1502 ()
—25(1 4+ a)e( )25cdata—cg( -)*PK?(Bs)?
+ ke [ 1980 B0 ) 08
+ e | % B sHLg—%mﬁW [t Breslfes. aosy

The first and last term in (10.54) are Gronwall terms, while the second term is a damping term, which will be handled
by taking /3 to be sufficiently large in terms of .

Next, we return to the M3 term defined in (10.44). We estimate this term simply using (6.38g), the Cauchy-Schwartz
inequality, and the bound J < J,, as to obtain

Wy > = | LD B, (9] | 9 O (9]
%HMWWT S = s |44 Do) (1039

We emphasize at this stage that = < 5, so that the above bound is compatible with (10.19) and (10.54). Combining
(10.41), (10.42), (10.43), (10. 44) (1() 54) and (10.55), we obtain

My + My > —(2 + Co)| ZHEQLBW, (-, 9)]2, - C’/||‘74‘”D6WT O, ds
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342 J4(J Q)2 X6 252(1+a) [ 1173 565
IR () 05 - ) [ 502 ()0
—25(1+ a)e(2)* Clyyy — C°(2)*K3(Bs)
7 QJ i N6
-umww/| N DT85
2
+ ke |9 - DO (- 9)|f, — 0020 / |8 B () 7,08, (10.56)
In view of (10.40), it is left to obtain a good lower bound for the term M; defined in (10.39). We have that
3
2 [ oG8, 222 [ 591 £572,9)
/(||J“ *Bowi s’)HLst 502, ()7 s ) as’ (10.57)
where we have introduced
Gpad = J 7 (Q0s + Vs)J, . (10.58)

We emphasize that the first term on the right side of (10.57) is to be combined in (10.67) with the third term on the

right side of (10.19), which contains the damping factor Ggooq defined in (10.11). In particular, we emphasize that
(6.65) gives

Ggood + Gbad = —(Q8, + V) (T 2.1,)+T % (Q0s + V,)J,
= %(-Jg(Qas + V)T + T (Q0s + V@g)Jg) > Lagiyg, (10.59)

To summarize the bounds in this subsection, we combine (10.37), (10.38), (10.40), (10.56), and (10.57), and deduce
that

. . 1 S ~.
fﬁZ@mw%$+CHi%rﬁwwﬂﬁmé+ﬂ/%ﬁm@WWf

_1+a/|j4J2D6W

=65

715
75 Z

e )25’

0 (10 s | 7552, ) s

3~
_342_25002/ HJ4(J Q)2 D6W HL2 S W/O H%D6ZT( g Hig
= 31(1 + a)e(;2)* e — C2(5) K3 (Bs)?
e [ 19 Do)
1 ~
+ ke [ B9, — e [agly Bor(,slf,as. a060)

The forcing and commutator terms appearing in » 3.0.47 Will be shown in Subsection 10.7 to satisfy similar bounds.

10.6.4. Combining all the terms with over-differentiated geometry. Here we summarize the identities for the terms
which contain over-differentiated geometry. By combining (10.27), (10.34), and (10.60), we arrive at the identity

-+ Iif Ny Ay A () Ly
o+7 auz| |15A-|T-7,a,v| |I§Aa zu| —31 ( + a) ( )2ﬁcdata - 05262( )2ﬁK2<BG>
(B4 0| TR B () 9|3, - Ce (|IMDSZT s +| ALY e 9)|7)

3 1 1 °
Ce(HMDGWT I ||MD ZT('aO)Hiz 4 H%DGAT("O”ﬁﬁ)

s

=0 [ (1B ()05 + [T () 08 + [ SR ) )
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- / G (OW,)” 152 [ LEBW, (.9, | G072, (.5
- sst [ TGO G0N, ()}, ¢ # / 45525 08
Jr40(1+a)sd/ | %B4N DO7( HL2
+ ey | 9 B0 ( s||L3f25+1?$fz?z:5°02 18 a0 08 (1061)

10.7. The forcmg and commutator terms. The only terms left to bound are: I, W (cf. (10.7d)), Ig Z; (cf. (10.8h)),
IAf (cf. (10.9h)), IZ7, , ... (cf. (10.22¢)), Ig\+7 a0 (cf. (10.30¢)), and zg\a .si (cf. (10.37¢)). These terms do not contain
factors with derivative loss or with a deficient power of .J, or J; as such, these terms are bounded directly using

Cauchy-Schwartz and the available estimates for the fundamental unknowns and for the geometry.
For instance, from (10.7d), (5.37p), and (6.38g) we have that

|1Vr| < om0 /H~74(J9Q>QD6W

2(1+a) HL2

(HMDGFT My |2t e (o ) +| AIE LNy (,9)|l2 )as’. (10.62a)

By the definition of FJ in (3.36), and appealing to the [J estimate (5.15), the bootstrap inequalities (5.37), the coeffi-
cient bounds (6.38), the bounds for the geometry (7.1), and the double-commutator bound in (B.16), we deduce

3
1%&#\!9 < | Z1%92 Bowy, 2, A,) e +eG5) KiBo) Se(i5) K(Be).  (10.62b)

Similarly, from the definition of R;V in (10.2), and by additionally appealing to (8.2) and (3.27), which gives the
estimate || (Q0s + V&g)\loVTHLgos < €, we deduce

3 1 3 1
|G R |, < 28K (B o (| R B, + | GREBO2, |, ) S (4K Be).
’ ’ (10.62¢)
Lastly, using the definition of C\Fv in (10.2), identity (3.27), the aforementioned bounds, Lemma B.1, the Leibniz rule
and Lemma B.3, we may also obtain

3 1
J1(JyQ T J1(J4Q J1(Jy3Q)2 ~6 A
R E S C e AL LM I EAIC L, U S R e
(10.62d)
Combining the bounds in (10.62), we thus deduce
} (£)*K*(Be)”. (10.63)

Next, we consider the bounds for Ig* and IQ*, which are nearly identical. From (5.37p), (10.8h), and (10.9h), we
obtain

73] + 12|
<[40z, s’>||Lg(mo<%:DﬁFT Dz + 1R + 2R ) 0
§~°
+ [ IR (ol GO () + SRR+ | $FCR ] 1)
(10.64a)

From the definitions of F and F[ in (3.36), the bootstrap inequalities (5.37), the estimate 7 < .J,, the bounds for the
geometry (7.1), the vorticity estimates (8.2)—(8.3), the double-commutator in (B.16), and the improved estimate for
D?Z,. in (8.22a), we deduce

1% DR x +| Z DR |2 < () Bo + Ce(55) K(By) . (10.64b)
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Similarly, the definitions of Rf and Rf in (10.3) and (10.4) furthermore allow us to estimate

||E%41RT||L2 < Ce(E )5K<BG>+2a||N T —J,g” 2Dohn - DQTHLoo Hzﬂ‘*lDGzNHLQ (10.64c)

H%REHL; < Ce(£) K(Bs). (10.64d)

The term highlighted on the second line of the right side of (10.64c) is not necessarily small, and so it must be treated
with care. First, according to (3.18) and (5.37) we have that

Iv - 7.1 = J,9 2 Dahar - Do e, < g7 2 D2, l|ree, + Ce < 4(1+ @) + Ce <5(1+a).

Then, we note that if DS contains a single copy of 51, or a single copy of [~)2, then by (8.22¢), (8.22d), and the
inequality J < J,, we have that

|50 2 < ()P [ THIEDO (20 o+ Cei) K Bs) (10.64¢)
3 ~ ~_o 3 ~ . o °
[$555D2D° 2, < é”%—“DGZTHLg’S + Ce(£) K(Bs) - (10.64f)

On the other hand, if D¢ = D6 then by estimate (11.2b) below we obtain that
2a||25 1DGZN||L2 < Ce(:2)PK(Bg) . (10.64g)
By combining (10.64e)—(10.64g) with (10.64c), the bootstrap assumption (5.37r), and definition (5.36g), we obtain
||E%41RTHL2 < Ce(L)°K(B 1+f">||~”’4D6 7l +60+ ) L) By (10.64h)

We emphasize here that the last term on the right side of (10.64h) does not contain a factor of K. This fact is crucial
for the proof: we can absorb this term not because it has a helpful power of ¢, but because it is missing a damaging
factor of K. Lastly, using the definitions of Cg— and Cg— in (10.3) and (10.4), and by appealing to all available bounds,
we obtain

|5 ., < Ce + | (0 #.5.2) 5.
§32<1;a>y|~;7§562T||L§ + Cet (4)PK(Bg) (10.64i)

I$557 s, < €K Bo) + L 50D 7. DA
g@y%gomnp 4+ Cet (4 )PK(Bg) (10.64))

In the last inequality in both (10.64i) and (10.64j) we have appealed to (B.19) with m = 6, and note that the most
dangerous term comes from ¢ = 2; this is the cause of the ci term, instead of the usual €. Upon combining all the
bounds we have obtained in (10.64), we deduce that

7 a)? s 2 <63 2 o s 262 2
| ] < B [ 002 )0+ 2 [ LBA ()
+10ae (X )25824—052( =)2PK? (Bg)? - (10.65)

At last, the terms I5}r7 a,si (defined in (10.22¢)), I5Jr7 a,v (defined in (10.30e)), and Ig\a 4 (defined in (10.37c¢)),
may be estimated using the forcing and commutator estimates that we have just obtained in (10. 62b) (10.62c¢), and
(10.624d) for WT, (10.64b), (10.64h), and (10.641) for ZT, and (10.64b), (10.64d), and (10.64j) for AT We record the
bounds

il <€ [0 B [ BT + R+ G4 5 + R + ) 5]

= <71+3>53/ |9 x - DO 78 [2 48+ Ce3(4)2 K3 (Be)? (10.662)

Br0l <€ [ 152 B 16 O + R + )30
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—W/V”“N DO7(-, )|}, s+ C=* () K2 (Bq)? (10.66b)
Bl £ 25 [ I D7) |5 (B + R + C) ()]0
< 1+a>es/ 18w DO 7( (8|72 ds’ + C*(2)2PK2(Bo)?. (10.66¢)

Combining the estimates (10.63), (10.65), and (10.66), we may summarize the forcing and commutator bounds as
|L\1N | + |IZ ‘ + |IA ’ + |I5Z+7auz| + }I5A+7av| + |I3Aa “z|
o O e e

Jrﬁ/0 HQ‘74N Do ( ]|L2ds +10ae(£)27B2 + Ce? (L)%K (Bg)?. (10.67)

10.8. Conclusion of the six derivative tangential energy bounds. It remains to merge the identity (10.5), the lower
bounds from (10.19) and (10.61), the estimate (10.59), the fact that Ggooq > —%J %, and the upper bounds from
(10.61) and (10.67), we obtain

. 3 SR 3 PR
02 (& - Co)| ZGREBW, (. 5)[], + (3 - Co) (| LG22, (,9) 5, + 2 L B0 9] )

3 PR
—(3+Ce) (HMDGWT OlI2, + 742 52 (. 07, + 2| =520 0)|]3, )

S

+ (5 o) [ B () 08

+(11§g 7C€ﬂ / (HJ4] : DGZT HL2 +| J4] ' DGAT HLz)ds/
s ~ o

() e e - ey (02, + DA )

= (|G (], + | TG0, (), + LA B )], )
=250 [N 2G50, )}, + | LGB ()], )
—31(1 + a)e(:£)* s — 10ae(2)*"Bg — Ce? (L -)*PK?(Bs)?

342+5002/ ||.74 JQ)2 DGWT H ,

L2

+40(1+a /||QgB4N DG HL2
+ kel - B0 9 —28“??;23(;2;5002 I8 B0 0 (10.68)

where C' = C' (a, Ko, Cdata) is independent of § (and &, as always).
At this stage, we choose 3 = B(«) to be sufficiently large to ensure that the damping for D%(Z.-, A;) is strong

enough, i.e., so that
4a(B-3)  4(1+a) _ 25°(1+a) _ 35(14a)? >0
5e 5 5 e :

More precisely, we choose 3 to ensure equality in the above inequality; namely, as
Bo = &+ 20 (44 252 4 B(ee)) (10.69)

With this choice of 8 = f,, we return to (10.68), choose ¢ to be sufficiently small in terms of «, kg, Cyata, and use
(4.11) to bound the initial data term. After re-arranging we deduce that

5| ‘742{735)2D6(WT727’7A7’ HL2 WH e 22 Do (-.s HL%
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e [ IO W 2 R0+ sk [ 19 B0 [0
< BTGB, 2, A (02
+31(1 + a)e (2 )25acdata+10ae( )QﬁaB2+ng52( -)2Pe K2 (Bg)?
+ Gule) /|~7“Z{,Q>QD6 (W, Z-, A, HLst’—i—CQ(a /|%§; 667(~7s’)\igds'
< 33(1+ a)e(2)2P (4, + 10ae(:2) 2 BE + Ce? 821 ) 2P K (Bg)?
+ Gulo) /||~7‘* ’Q)zDG(WT,ZT,AT HLQd + S /|QJ4 667’(~,s’)}|iids', (10.70)

where C (o) = % +(34% +2-500?) and O () = W are two constants that depend only on
«. By inspecting the first line on the left side and the last line on the right side of (10.70), we observe that we may

apply Gronwall’s inequality for s € [0, £]. More precisely, there exists a constant
Co >0 (10.71)
which only depends on «, and may be computed explicitly from (6.38g), (10.69), and (10.70), such that

8.1~ . 5 o
sup || Tz DO (W, Zr, Ar) (-, 9) |, + /|J“9 DC(Wo, 27, Ar)(,9)][ o ds
s€[0,¢]
v s [ B9, + & [ B9
sE ® 0 ®
< Cue()Pe (Cdata+BQ+CazK2<BG> ) (10.72)

At last, we multiply the above estimate by &(2)6 «, appeal to (5.37p), drop the energy and damping terms for » - DS T
(since these were bounded already in Proposition 7.1), use the inequality J < J,, and recall the definitions of Egj(s)
and D2 . (s) to deduce that

 sup E2(5) + D 1 (€) < Cac4 (Cliyy + BE + O (B)?)

s€[0,¢e]
< (eK)2B2 - T, 420 ( ShabPi 1 G B9 ) . (10.73)
6
Upon defining
K := 8 max{1, c24B“} (10.74)
where f3,, is as defined in (10.69), and ensuring that
Bs > max{1l, Cyata}, (10.75)
and e sufficiently small in terms of «, K¢, Cgata, We deduce from (10.73) that
e sup &2,(s) + D2 (e) < L(eK)?BE, (10.76)

s€[0,¢]

which closes the “tangential part” of the remaining bootstrap (5.37r).

11. IMPROVED NORMAL-COMPONENT ESTIMATES FOR SIX PURE TIME DERIVATIVES

We now consider a new set of sixth-order energy estimates for Z, and A, which involve only time, or “material”
derivatives. The bounds in this section, estimate (11.2b) to be more precise, were used in Section 10 to bound the
20(N - Ty —Jgg_%f)zh/\f . 52T)562N contribution to R; (see (10.64g)), and are used in Section 12 to bound the
2?"‘[N)l J, D6Z  contribution to RJZ\/ (see (12.37)). Except for these remainder terms, the bounds in this section are not
used anywhere else in the argument.

We define the operator e-rescaled ALE transport operator in (x, s) coordinates by

D =¢(Qds 4+ V) = Ds + VD,

With the above notation, the goal of this section is to establish:
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Proposition 11.1. Under the standing bootstrap assumptions (5.37), assuming that € is sufficiently small with respect
to o, ko, and Cyata, we have

sup |[J2T1D0(Zn, Ar) (- Hm / |75 J2D(Zn, Ar)( HL2d555K2(86>2, (11.1)
s€[0,e]

where the implicit constant in (11.1) only depends on «, kg, and Cyata.

Before turning to the proof of the above estimate, we record a corollary which is used throughout our proof.

Corollary 11.2. Under the standing bootstrap assumptions (5.37), assuming that € is sufficiently small with respect
to o, ko, and Cyata, we have that

|73 IEDZ |, ;0 S 22K (Bo), (11.2a)
I72D8Z ||, < [T IFDEZe || 0 S K (Bo). (11.2b)
where the implicit constant depends only on «, kg, and Cyata.

Proof of Corollary 11.2. We note that for k£ > 2 and sufficiently smooth functions f, we have

@kf Dkf Z <k> EV k— 'LDsz 7.f

k—2k—i—1 1 j+1+n

ted > D DBt 3T ainaes [ DDV, a1y
i=0 n=0 5=0 la|=k—i—1—n,|8|=n =1
for suitable combinatorial coefficients ¢ ; n j.a.3 = 0. IdenNtity (11.3) with k& = 6 shows that D°Z,, — 6Si N

consists of a sum of terms with at most five derivatives on D2Z, times a power of ¢ which is at least equal to
one. These terms are already bounded by (8.22a), by (8.22d) (with 8 = 0 and @ = 1) which for instance gives

|72 5D,D°Z, |2 < 2% B, and by (8.22f). Using the triangle inequality, the bounds for V' established in (7.11)—
(7.1m), and the 1nterpolat10n bounds in Lemma B.3 to treat the non-endpoint cases, it is then clear that (11.1) implies

both (11.2a) and (11.2b). O
Corollary 11.3. Expansion (11.3) implies that we have the bounds

19"l o <2l[D*f|,5 +Ce*K(Be)By, 0<k <6, (11.4)

|7528% |, < 2T o+ OB (B, 0) |+ B2 ) ab>0, (114

1T D gz < 2T HD | e 2 + CFKB) (IB°FC0)| e +7H D)0 @b >0, (11.d0)

where we use the notation in (B.12).

Proof of Corollary 11.3. For simplicity, we only give the proof of (11.4a) when & = 6, the most difficult case. Due
to (5.370), the first line of (11.3) contributes at most (1 4 Ce?)||D* f|| 2 _ to the upper bound. In order to deal with

the second line in (11.3), note that the V' estimates in (5.370) and (7.11) imply that ||5jVHLg°s < eK(Bg) for all
0 < j < 3. As such, by also appealing to the Poincaré-type inequality (B.2a), we see that the second line of (11.3)
only has a nontrivial contribution when 7 = 0 or ¢+ = 1. For these special cases, we use the interpolation inequality
(B.9), to obtain
1
ok f||L2 < (14 Ce%K(Bg)) {|D6f||L2 + CsZ(HDGfHLz B, T e By (eK(Bg)) T
=0
The bound (11.4a) with k£ = 6 now follows from the e-Young inequality.

The bounds (11.4b) and (11.4¢) follow since the L , bound on D3V implies
|7, b©5fHL2 < (1+Ce*K B6 ]| VAP A D5f||L2 +Ce||DofDV |12,
|77 M ipeerz =1 +C’£2K Be))|| 7, D5fHL§,OL§ + Ce||D2fD°V || oo 2
We conclude the proof of (11.4b)—(11.4c) by appealing to (B.2d), (7.11), and to (6.73) with r = 0. O
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The remainder of this section is dedicated to the proof of Proposition 11.1. The proof of (11.1) is based on an energy
estimate for A ~ and y4 ~ (see (11.9)), in which the JqVDV ~ evolution is used passively as a “constitutive relation”. The
proof consists of several steps, which are then finalized in Section 11.6.

In preparation, we write equations (3.24b), (3.25a), and (3.26a) in (x, s) coordinates as

(QOs + Vo) (J,Wy) + aSg~2J,D:A, = G, (11.5a)
%(Qds + V)Zy — ag~ 2 J,DaAy — 202,y +20972D2hJ,DaZ, = G, (11.5b)
%(Qds + Vo)A — $972J,D2Z5 — aB 1 +ag ED2hJ,DoAy + $g72Da(J,Wy) = GV, (11.5¢)
where
GN = 98973 (J,\Wy + J,Zy — 2J,A)D3h — 2 (J, W, — J,Z,)A,
— (3w, + 1527 ) J A, — (HOW, + 1527, W, (11.6a)
G) = —2g 3 (J Wi + J,Z, — 2J,A;)D3h + 20972 (Z, + Ay)DaJ, — L (52T W,, + 1£27,7,)Z,,
) "

Loy, 4 207 ) 1A, — (1;aWT+1—T‘*zT)ngT), (11.6b)
G) = —2¢7%J,(W, — Z,)D3h + ag*%@iN +A Do), — A (W + 17,2, +2,A0)A,

35 (W + 0,20 = 2, A0 (B2W, + 1502,) = $ (LW = J,20)(W, ~2,)) . (1160)

/N

Next, we let D6 act upon equations (11.5b) and (11.5b) to obtain that
%(Q@S +V9)DZ, — ag_%Jgf)gﬁ(SAN —209%Z, 1 +2ang_% DyhDy D02,

= 356g4\f + Q:/y (11.7a)
%(QE) + V@g)@ A, — 59 2J DyD%Z, — a®OA, 1 +ag™ 2D2hJ D,D%A, + 2 $9 2D2®6(J W)
=954 + el (11.7b)
where the commutator terms are given by
¢ = — 1[5, J, 27 YDZ, + a[D°, g2 J,]D2A — 2a[D°, g ED2hJ,]D2Z (11.82)
ey == 105, 1,5 DA, + ¢[0°% 975 J,]D2Z, — a[D°, g 2D2hJ,]D2A, . (11.8b)
Our goal is to compute the spacetime L? inner-product:
/05/22ﬁ+1j3 ((1 1.72) D52, + (11.7b) 2D°A . )dxdr =0, (11.9)
I2Zn JAn

where 8 = f(«) > 0 is a constant whose value will be made precise below, see (11.33). For convenience, we will
abbreviate ¥ ~26+1 = 5.

11.1. The integral 32, We additively decompose the integral 320 as

L T Y A [

Jhn = //*27;2{; Qs + V) ((9°2,)?), (11.10a)

~Zn _ 2 1 IiD.DA D67

J5 ——a//jﬁj?g 2 J,D0°Ay D°Z,, (11.10b)
0

o S @~ o -~ e

Jin = —2a//yﬁJ%©62N,1 %2, , (11.10¢)
0

3 = a//yﬁﬁ@g—%ﬁghﬁg((E)ﬁiN)Q), (11.10d)

0

3 = *//Jﬁﬁ (9561 + &) D2, (11.10¢)
0
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11.2. The integral JAn, We additively decompose the integral JAn as

o U T TS, T SO, L L0

An —//1225; Q0 + V) (DCA)?), (11.11a)
A //Jﬁjug 1D,D5Z,, D°A,, (11.11b)
T = *QQ/)/JBJEQGAM DA, (11.11¢)
i = a/os/gﬂjiJgg—%62h62((§.36/°\N)2), (11.11d)
e = /Os/yf,ﬁ (°Gy +¢4) DA, (11.11e)
Jhn = a/os/gﬁjig—%f)QsSG(Jg\i’vN) DA, . (11.119)

11.3. The exact derivative terms. We note that using (5.28) we may integrate by parts certain exact derivative terms
present in (11.9), so that analogously to (10.10), (10.13), and (10.15), we have

A Y T Sy, Y S A Ay,
//J;Qg (Q0s + VD2) (3(D°Zy)* + (D°Ay) —a//JaJ J,g" 7Dy (D2, D°A,)
_ 04/0/36«7%(91 ((3562,\/)2 + (2‘56AN)2) + a/o/jgjijgg—a D2hD2((@62N)2 + (”DGAN)Q)
—2a /OS/JMZ’ (D82, [D°, 01]Z + DOAL[DE, 01]A )
- %HM662 (~,s)||2Lz + HM@GA

j4(QJ
- Fgiaea.

//W GZ"(Q Z,)? + GA (DOA )2 —a//©6ZN®6AN(Q2 Do) (3572 1,9 %)

Sz

_ HJ4(Q1)2 QGAN

HL2 ||L2

o [Q@urtng iDLAA ~a [ @ugtsg D@L + (B°A.?)

— 2 /S/gﬁj% (DOZ, [0, 01]Z, + DOAL[DC, 0,]A) (11.12)
where we introduce(;) the coefficients
Gin = —a(28 - 1)T3%, —1(Q0s + Vo) (T2 J,)
+a%?(Qy — Do) (T 21,9 2D2h) + 1 (VQo — Qs — DoV — 208(Zy + AS)) T2 T,  (11.13)
Gr = —a(28 - 1)T 3%, —(Qds + V) (T2 J,)
+a%?(Qa — Do) (372 J,9"2Dah) + (VQo — Qs — DoV — 2a8(Zyy + A)) T2, . (11.14)

We note at this stage that for 5 > 1, analogously to (10.10), (10.13), and (10.15), using the lower bound in (6.38g)
and choosing ¢ to be sufficiently small in terms of «, kg, and Cyata, the following lower bounds hold:

G2 > (a(B— 5)+ 12) (£ - 22,0,Q) 7% - Qg 4 2200 g3 (11.152)
Gr > (a(B— 1)+ 152) (& - oE,Q) 7% - BEQUTE + 22N g3y, (11.15b)

The sixth, seventh, and eight terms on the right side of (11.12) are bounded by appealing to (10.18). In order to
estimate the ninth (and last) term on the right side of (11.12), we observe that expression (11.3) and the commutator
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identity (5.24) also implies

£

[©° _—sz<) —i)D1V(eV)> "Dy(DLD3 I f)
4 5—i 1 . . . j+1+n~ ~
—e> Y > DIDytf et > ChimjapD1 [[ DDV,
=0 n=0 j=0 |a|=5—i—n,|B|=n {=1

Note in particular that for all terms in the above commutator, we have at least a D» present on f. Since in the sixth
term on the right side of (11.12) f is either AN or ZN, we may appeal to the DGAN and DQ D5ZN bounds in (8.21d)
and respectively (8.22d), to the pointwise bounds on (DgAN, DQZ ~) in (5.37g), to the V estimates in (5.370) and
(7.11), and to the interpolation inequality (B.9), to deduce

S ~ o . o ~ o ~ ° 3
Qa//jﬁjg(®62N|[©6,81]|ZN—I—’DGAN[[’DG,al]]AN) Sel )P H%(@ﬁzN DA, |, K(Bg). (11.16)
0

By combining (11.12) with (11.15), (10.18), (11.16), and taking ¢ to be sufficiently small in terms of «, kg, Cdata
(not on 3 > 1), we arrive at

T A LA S AT B O

N 3 1 3 1
> (5~ C) | G (D02, DR (9 1, — (1T (902, DAL (L 0) |,

1 §
G [ 32 DA )0
33(af+3)+250%(1+a) g1 Q7 )3
- (21+04)£ /H (®6 QGAN) HL2
- OB + (M2 - ) [ [k (@2 + BALP), (117

where C' = C(a, kg, Cgata) > 0 is a constant.

11.4. The 1ntegral .J6 In order to estimate the J " term defined in (11.11f), which we note contains the seventh
order derivative Dy®%(.J,W ) = £D,D%(Qds + VE)Q)(J W), we apply D2®° to (11.5a) and find that

DQDG(JQWN) - 7a€297§‘]9D§®5AN - aeEgii‘].qDQ |[© ) DQ]IAN
— aeDy®° (X972 J,)D2Ay — ag(D2D°, 292 J,, D2A ) + cDD°GY .
Substitution of this identity into the integral Jé\" in (11.11f) shows that
36/:\" = —a’e //Zg_lng%JQBS’)SsAN DOA, — o’ //]ﬂZg_lnggﬁz[[ﬁss, 52]].&,\/ DA,
0 0
S S
—a%e //],ag*%j% DD (Xg~2J,)D2A, DA, — e //],ig*%j%((ogzﬁ,zg*%[]_q, D.A,) DA,
0 0
s ~ o~ ~ . o
+ as//jgg_%J% DQCDSQ\/}V/ DA,
0
= SQZ+JQZ+JQ;+3§Q+36AQ. (11.18)

The key terms are 36 = and Jg™, because these terms involve objects with seven derivatives: 5%55,& ~» and respectively

D2©5 D2 (Dg h). We deal W1th these over-differentiated terms first.
Using (5.28) and the fact that |[D2, CD]] = EDQVDQ, we rewrite

)

Thn = 22 //Zjﬁg_lj%Jg(Qas+V82)(([~)2555AN) +a’e //zjﬂg J2J,D,V (DDA, )2
0

fa%//ﬁgbﬁ\@fii\N(QQ — Do) (g9 1T ,) + a’e /QQZJﬁg J3.J,D,D°A,0° AN
0
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_1 3 L -
& 2| 2L QLB RA(9)|2, — e 2R B, A

S)HL2 ||L2

T /0 S/ﬁc*@@w)z % /0 / B, D7A, DA (s — Ba) (174 ,)
vare? [y 1B AR, (1L19)
where
G.:= % T2, (D2 + V Qs — Q) = £2(Qas + V) (g T2 )
> —C(L 4 () T2, + 35%g 1 73,9 4 Lax2g-l 78 (2~ 18)
> —C(L+(8) T4, + 35297174, 9 + Hax2g i g8
= ~C(1+(8) T4, (11.20)

In the second-to-last inequality above we have appealed to the bootstraps (5.37), the bounds (6.38), and (6.64), have
assumed that 8 > 1, and have taken ¢ to be suﬁfivciently small with respect to a, kg, Cgata (but not with respect to /3).
As such, by also appealing to (11.4b) with f = DyA, and a = %, b =0, and with (8.21¢)—(8.21d), we have

3o [ [ 36.0:8%.) > —2C(L+ () () 1T 1D Boh) I,
; ,
> —Ce¥(1+ C=(B))(2)*PK(Bg). (11.21)

In order to bound the fourth term on the right side of (11.19), we use (11.4b) with f = 62,&,\/ and a = %, b=0,in
conjunction with (8.21¢)—(8.21d), to deduce

CYE

[[0:5°A B At - B (Bag ) | < el / 16 DAt (K (B) + KB

< c/ B LD6A, (- ||L2ds + Ce¥(L)PK (Bg) .

(11.22)
Similarly, to bound the fifth term on the right side of (11.19), we use (11.4c) with f = DA, and a = 3b=1%in
conjunction with (8.21b)—(8.21c¢), to deduce

/ QTpg T2 DQQSANDOAN\ ’ < Ge3(A)|| L@ BoR, (. s )[| .2 (€2K(Bg) + K> (Bs)?)

< cguﬂw B0 (
Thus, by combining (11.19), (11.21), (11.22), and (11.23), we deduce

||Lz+06( )2PK2(Bg)?.  (11.23)

m&n $g 2T 1(QJ,)2
Ten > 2H¥D DA, (-,

S RERAAEL XY e

_a
2

HL2 HLz

ORI EAICTALY-I W ||L2fc/| LA (8|48 — Ce3(1 + Ce(8)) () *K? (Bq)?

> 2| TG BOA (), - c/ | D% Al )],
— Ce¥(1+ C=(B))(:2)*PK (B (11.24)

In the second inequality in (11.24) we have appealed to (4.11), the bootstraps (5.37), and to (11.4c) with f = 52[\ A
a=b=0. .

Next, we turn to the other delicate term in (11.18), namely 32’2. Recalling (11.6a), (3.24b), and (5.32), we may
write

D.D°G
= eD2D*(Qds + V)G
=993 (W, + J,2Z, — 2J,A,)DaDDs (g( 52 W, + 1522,))
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—c%(D3hxg % — A,;) D,D* ((J W, ) (A, — 25g72D3h) + aXg 2 J,DoAy — S (A, + g™ 3D3h)J, 2,
+ (LW, + 159Z,) T A+ (W, 4+ 1522,) 0, W, + aZg*gﬁthqAT)
— 9% 2 (J\Wyy + J,Z5 — 2J,A;)DyD*(D2VD2h) — 2 (D2hxg ™7 — AT) DyD(J,Z,)
+aD3h B0 (g~ (4,2 — JAL) ) + %((62:55, g™ % (J,Wy + J,Z, — 2J,A,),D3h)
- D07 ((350W, + 1502, ) LAy + (oW, + 1502,) W, )
+ 2D2A[D2D%, 2g ] (J, Wy — J,Z,) — 2[D2D° ,AT]|(ng°vN —J,Zy). (11.25)

The precise form of the above expression is not relevant. Its important features are: the term which previously con-
tained too many derivatives, namely 6235552 (52 h), has been rewritten in terms of factors with at most six derivatives
on them. In the above expression six derivatives land on either the geometry (these terms are bounded due to Propo-
sition 7.1), or on y4 ~ and A ~ (these terms we are currently writing evolution equations for, or they contain at least on
D1 or D2, in which case they are bounded via (11.4), (8.21), (8.22)), or on the tangential components (WT, ZT, AT)
(which require one-less power of .J,, and are bounded using (5.37r) and (5.37s)). Using (11.25), and by appealing to
the bounds (5.37), (7.1), (7.23), (8.21), (8.22), (8.50a), (11.4), (B.13), (B.16), we may thus bound the JQ; integral in
(11.18) as

a8 < 2acma(d) [ 710G [ED Rl 0

< éE(%)ﬁK<BG>/ ||é© A, HL2

< Ce¥(4)*K*(B /\ ZIDOA (-, HLZ (11.26a)

Here we single out the term %JQWNJ% D,D%A, arlsmg in gJ1 |[D2555, AT]I(JQWN - JgiN), as the only term
responsible for the factor of K(Bg) in the bound for D,D5GY; one may verify that all other terms in (11.25) contribute
at most a factor of eK(Bg).

In a similar fashion, we may bound the remaining (easy) terms ’JQ%, Jéf;’:, 3@’”& in (11.18) as follows:

|30 ] + 3] + |38

VKB [0 Al )] 08

< C3(4)PK?(Bg)? —|—Ca/ 1B ZLR0A, (- HLZ (11.26b)
where the implicit constant depends only on «, kg, and Cyata-
In summary, from the (11.18) and the bounds (11.24) and (11.26) we deduce the lower bound
3 2 - LGSR, - 2 [ DALy
— Ce¥(1+£(B))()*PK(Bg)>. (11.27)

11.5. The forcing and commutator terms. Returning to (11.9) and the decompositions (11.10)~(11.11), it remains

to estimate the forcing and commutator terms 3?” and 3?“’ , defined in (11.10e) and respectively (11.11e).

For the contributions from the commutator terms defined in (11.8), by appealing to Lemmas B.1, B.3 and B.5,
to the boostraps (5.37), to the bounds on the geometry in Proposition 7.1, the improved A A estimates (8.21), to the
improved y4 ~ estimates (8.22), and to the bounds (11.4), we obtain

e,

< ED(J, 2 llee,

%35562N1|L2 +Q° ()3 [R5 HOHZ]|,, +C=(A)K(Bs)

2 o PRl DN [ A I - A
xT,s 0 L

@,

+06( =) K(Bs)

‘* r\oo
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6(11+a) Hﬁ562

—= € P

w2+ CK(E)P(Bg), (11.282)

x,s

and in a similar fashion

| ey, < L LD0A, |, +COK(E) (Be) (11.28b)

For the contributions from D6 acting on the forcing terms defined in (11.6b)—(11.6¢), we need to be quite careful,
especially the contributions from D6(J, W), D6D2h, and DD,.J,. For these terms, we use that identities (11.5a)
and (11.6a), along with the bootstraps (5.37), the bounds on the geometry in Proposition 7.1, the improved A N €S-
timates (8.21), to the improved y4 ~ estimates (8.22), to the bounds (11.4), and the Moser inequality (B.13), imply

T DO o < ]| THDO(QA: + V) (W) .
< e85 1 | T D Bah | +ael (8 20 IBa s + DG
e (11.292)

By additionally appealing to the D, differentiated version of (5.32), which gives (Q0s + VBQ)th = 762V6%h +
D2hD3h(LEeW - + 1527 ) + g(1£2D, W + 152D5Z ), we may similarly obtain

|7505D2h|,, =e|T1D%(Qas+ V2)D3h||,, < e*K(Bs), (11.29b)
and by using the D, differentiated version of (5.30), which gives (Qds+V 8)Da.J, = —D2V Da.J, + 152Dy (J,W ) +
I_T“SQ(JgiN), we have

| 750D, ||,, =¢||T D (Q0+ VD2)Dal,||,, < eK(Bg). (11.29¢)

Using these above estimates in (11.29), the bound (11.4), the product and commutator lemmas bounds in B.13
and B.16, we may derive from (11.6b)—(11.6¢c) the bounds

| #5200, Slt‘*H%é@ﬁZNIIL,2 + CK(5)" (Bs) (11302)
|52 1969N|\L2 < 1L DGAN||L2 +CK(2)P(Bg) . (11.30b)

Inserting the bounds (11.28) and (11.30), into definitions (11.10e) and (11.11e), we arrive at

| 3o " < 100(1““)/ HJ‘* (D92,,,D°A) (., ds’ + CeK2(2)2%(Bg)?, (11.31)

)|
with €' = é’(a, k0, Cdata) > 0.

11.6. Conclusion of the proof of Proposition 11.1. At this stage we gather the identity (11.9) and the lower bounds
(11.17), (11.27), and (11.31), to derive that

02 (4 - Co) |G (B2, 50A (9}, — [ LG @520, DA 0,

n (4a(§€—1) B 100(;-{-(1))/ Hj4 (DOZ,, DOAL)(-, Hm
33(af+3)+250%(1+a) J4(QJ)% S 6
B (1+a)e /(; H EBQ (® Z :D AN) HL2
— Ce(1+3(8))(2)PK2(Be)? + (22 — Cp) / / Tk (L@°2,) + (RA,)?).  (1132)
In view of the above estimate, we first choose 3 such that
20°D _100(1+a) & B=f, = 2000 g (11.33)

and then, for this fixed ,, we choose ¢ to be sufficiently small, in terms of «, £, Cqata, Such that

% > CO'(]]SZ)ﬂom and 1+ CG'(11A32)€3<5a> <2, and 6(11.32)6 < f
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With this choice of 8 = f3, and ¢ sufficiently small, we return to (11.32), appeal to (4.11) and (11.3) in order to bound
the initial data term (recall that at s = 0 we have J = J, = 1), and deduce (since Bg > Cgata by (10.75))

3 1 ~ .0
HI TG (32, 59, + 1 [ [ SR (BB + (BOALY)
2 ~
< Ce( )oK (Bg)? + Blolet A0 (1) /HJ“ @t (557, DAL, )2 ds’ (11.34)

for some constant C' which depends only on «, k¢, and Cgata. To conclude the proof of (11.1), we apply the Gronwall
inequality to (11.34) for s € [0, €], then multiply the resulting bound by /-;g , and appeal to (5.37p) and (6.38g).
12. THE SIXTH ORDER ENERGY ESTIMATES FOR THE NORMAL COMPONENTS

12.1. The sixth-order differentiated equations for (J,W,, J,Z,., J,A,/). From (3.35a), (3.35b), (3.35¢) we write
the sixth-order differentiated (J, W, J,Z,., J,A /) equations in (z,s) coordinates as

1(Qds + V3,)DO(J, W) + ag~2D2D%(J,Ay) — ag~2ADyD%J,
~ 2975 (J,Wy + J,Z, — 2J,A,)DoDO7 = DORY + RY +CX (12.1a)
L7,(Qds + V3)DO(J,25) — &(J, Wy — J,Z,,)D%(J,Z,) — a,g 2D2D8(J,Ay) + ad,g~ 2 A, DsDO
+ 20,972 (I Wy + J, 2, — 2J,A,)DoDO7- N — 22D, D8(J,Z,) — 22, (Ay + Z,)D; DT - &
+227,,D,D%, + 20,9~ 2 D2hDsD(J,Z,) + 2aD2D%7 - N J2g 2 Doh(Ay + Z;)
—2aJ,g”¥D3hZ, D,D%J, = DOFY + RY + ¢4, (12.1b)
LJ,(Qds + V3)DO(J,Ay) — & (J, W,y — J,Z,,)D8(J,Ay) + ag™2J,DoD%(J, )
—ag”3(J,3,)DaD0, + ag” 2 J25,DoDOT - & + 2D DT N(J, Wy + J, 2, — 2J,A,)
—2D;D%(J,Ay) + 2D:D°J A, + aJ,g~2DohD2D8(J,A ) — aJ,g~ 2DohA  DyDJ,
— 2D2D%7 - N, EDoh(J, Wy + J, 2, — 2J,A;) = D°RY + RY + ¥, (12.1¢)
where the forcing terms F)’, ¥, FV are defined by (3.36), while the remainder and commutator terms are given by

R{,{ = YDV DL (J,W,) + DSS 1 (QOs + V) (J, W) + aD8g 2Dy (J,A )

—aD%(g 2 A,)DaJ, — 2D% (g7 2 (J,Wyy + J,Z — 2J,A;)n;)DaT? (12.2a)
Civ = (D%, 271, (Qds + Va)(J,W,)) + B71(D, V, D2 (J,W,)) + (D°, g~ 2, Da(J,A))
— (D%, g 2Ay,Da,) — 2(D% g% (W, + J,Z, — 2J,A;)n;, Do), (12.2b)

for (12.1a), and
R =571, DVDa(J,Zy) + D (X71,)(Q0s + VDo) (J,Z,) — DO (S (J, W — J,Z4)) ], Z
—aD®(J,g72)Da(J,Ax) + D (J,g~ 2 Ay)DsJ, + §D(J,9™ 2 (J,Wa + J,Z5 — 2J,A;)n;) Do’
- 2?0‘56 (JQ(AN + iT)./\/'i)[N)lTi + 20&66 (Jgg_%f)gh) 52(J92N) + 20&56 (Jfg_% [N)Qh(AN + 27-)Ni)|:~)27'i
—2aD%(J,g~2D2hZ,)DsJ, — 22D, J,D°Z ., (12.32)
C) = (D%, 271, (Q0s + Vo) (J,Zy)) + £71J,(D°, V,Da(J,Zy)) — (D, &(J, W,y — J,Zy), J,Z)
+a(D®, J,g7%,Da(J,Ay)) — (D°, J,g~*A, D2 )
- %((567 Jgg_% (JgWN + JgiN — 2J9AT)NZ'7 6271'))
- 2?(1((667 ‘]g(AN + 2T)Ni7 617—7;)) + 2?(1((663 i./\/’a 61‘]5)) + 20[((66, ‘]ggi%BQha 62(‘]92!\/')))
+ 20D, J2g73Dah(Ay + Z,)Ni, Do) — 20D, J,g"2DshZ,, Do), (12.3b)
for (12.1b), and
Ry = %71,DVDa(,Ay) + DO(S 1) (QAs + Vo) (J,Ay) — D (55 (W, — J,2)) J,Ax
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+aD%(J,g72)Da(J,Ex) — aD® (g2 (J,34)) D2, + aD®(J2g~ 23, n;) DoDOT

+ 2D (J, Wy + J,Z, — 2J,A,)n;)D1 7% + aD®(J,g~ 2 DohD2)Da(J,Ax) + aD®(J,g~ 2 Dah) A Do,

— 2D5(J,g" EDah(J, W,y + J,Z5 — 2J,A;)n;)Da7’ — 2D, J, DA ., (12.42)
C = (D%, 57, (Qds + V) (J,AL)) + 7, (D%, V, Da(,Ax)) — (D%, g (J, Wy — J,Z), J,Ay)

+a(D® J,g72,D2(J,3)) — a(D°, 972 (J,84), DaJ,) + (D, J7g~ > 705, DDO77)

+2(DS, (J, W,y + J,Zy — 2J,A;)n;,D17%) — 2(DS, Ay, D1J,) + (DS, J,g~ 2 D2hDs, Da(J,A L))

— 2(D%, J,g"2Doh(J,W, + J,Z — 2J,A;) N, Da7?) + a(D, J,g~ 2Doh, AyDs,) (12.4b)
for (12.1¢).

12.2. The D° normal energy identity. We compute the following spacetime L? inner-product:

S “ o~ o ~ o ~ o
//Jaﬁ ((12.1a) J,DS(J, W ) + (12.1b) D®(.J,Z,,) + 2(12.1c) D®(J,A ) )dxds’ =0, (12.5)
’ TWn IZn TAn
where
Js = n2AH

and 8 > 0 is a constant which will be chosen to be sufficiently large, only with respect to «, in (12.87) below. For
notational convenience we will mostly omit the spacetime Lebesgue measure dzds’ from these integrals. We proceed
to the analysis of each of the three integrals in (12.5).

12.3. The integral I Wn, We additively decompose the integral 1 W as

W pWo o pWo o pWe W W,
I =L+ L+ I+ I+ I

° S ~ o ~ o
I = / / k5 T3 1,(Q0 + V3)D* (W) DO(J, W), (12.62)
A ’ s 3 1~ =< o ~ H
L= a/ / 1T4 0,974 D:D0(J,Ay) DY (I, W,y ), (12.6b)
0
e = —oz//jﬁj%,]gg_%ANBQf)fSJg DS(J,W,), (12.6¢)
0
o S N N . - . .
1 == [ [ 00 O+ 02, — 20 A0BaB% v DML, (12.6d)
0
° S o~ ~ o
1 =g [ [Tt (0% + Ry + €Y) DU, (12.6¢)
0

Note that the integral 1. ;N ™ is missing since there is no pure damping term in the DS (Jg\iV ) evolution (12.1a).

12.4. The integral I Zn, In analogy to (12.7), we additively decompose the integral 1 Zn a5

IZn — Ilz'n + I2Zn + Ign + Ifn + Ign + Ign + I,an + I8Zn + Igzn + Ilzéz ,

o S ~ o ~ o
It ://ﬁJ%Jg(Qas—f—Vag)DG(JgZN) D%(J,Z,), (12.7a)
0
7. [ o v s 2136075 |2
Iym =~ 535 (S, W — J,Z3) T2 |D°(J,Z5)|", (12.7b)
0
o S 1 P ~ ~ o ~ o
It = —a//jﬁg_fngngDﬁ(JgAN) D%(J,Z,), (12.7¢)
0
Zn _ ° 3. 1R XN X671 N6(TF
I _a//jgjzjgg 2A,DyD%J, DS(J,Z,), (12.7d)
0

- S o N o - - N
IFr=¢ //JﬁﬁJgg*%(ngN + J,Zy — 2J,A)DyDC7-~ D6(J,Z,), (12.7¢)
0
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2 = —?/()Vjﬁjiﬁlf)ﬁ(JgiN) DS(J,Z,), (12.7f)
2= 2 /Oygﬁﬁ J,(Ay +2Z) (5166T-N —eJ,g 2Dsh 6266T~J\/) DS(J,Z,), (12.7g)
i = 2 /()S/JﬁjﬁiN(E)lE)ﬁJg —eJ,g 2 Dah BQBGJQ) DS(J,Z,), (12.7h)
Ig" =2« /07][“73 Jq97%62h6266(‘]gi/\/) SG(quN), (12.73)
I = /()s/g,sjg(ﬁﬁF;“+R§V+c§V) DY(J,Z). (12.7)

12.5. The integral I A, We additively decompose the integral I An as

R A [Ny (A [ U (S F A L AR I

L= 2//ﬁJ%JQ(Q85 +V8,)D8(J,A,) DO(JA,), (12.8a)
0
o S . o - N
Ihn=— //ﬁ(JQWN — J,2,,)T% DO (LA, (12.8b)
0
A i B R R N Y.
It =2a | [ 39727%.J,D0,D%(J,%,) DS(J,A,), (12.8¢)
A ’ s 1 3 o ~ ~ ~ °
It = —2a //j[,gﬁﬁ(ngN)DQDGJQ DS(J,AL), (12.8d)
A 50 3 1o, =~ =~ ~ °
It = 2a//]5j§Jgg_§2TD2D6T-N DS(J,AL), (12.8¢)
0
It = —%//]BJ%E)lﬁG(Jg,&N) DS(J,A,), (12.8f)
0

o S o N o - . - . o
=2 //]ﬁj%(ngN + J,Zy —2J,AL) (D1D6T~N —eJ,g”2Dyh DQDGT.N) DE(J,AL), (12.89)
0

=20 //;BJ%AN(E)I)GJQ —eJ,g Dok E)gf)ﬁjg) DS(J,AL), (12.8h)
0
A s ~ ~ ~ o ~n o
Ign =2 //]/jjgt]_qgi%DQhDQDG(‘]gAN) De(‘]gAN)7 (12.81)
0
R s _ " .
Ity = —//jﬂJ%(DﬁFgV+R§f+C§V) DS(JA,). (12.8)
0

12.6. The exact derivative terms. For the terms involving a time derivative, we note that summing (12.6a), (12.7a),
and (12.8a), integrating by parts and appealing to (5.32), (5.28d), (5.30), and (5.33d), we obtain

IYV-,L _i_[z” +IA7L
://g;g (Q@s +Van) (|B° (M) + B8 (7,200 + 2/ (1,4, )
0

1 .74(1Q) DG(JWN

2 H7H B 20} + | LGB AN

HL2 ||Lz

R B )

: _ 12t JQ>2D6<JzN

||74(J ,Q) 2 DS(J, A )(

HL"‘ ||L2 HL2

s o~ o ~ o
+//ﬁco(1D6(ngN)| +[B0,2)[* + 200 (,A)[") (12.9)
0
where we have defined

Go i= —3(QDs + V) (T2 J,)+3(VQ2 — Q. — D2V = 208(Zy + A)) T2 J,.
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At this stage, we record the pointwise bound

Go > —3(QOs + V) (T2J,) —22QJ,T2 — C(B)T=J,, (12.10)

= Ggood

which follows from (5.15), (5.37), and (6.38).
For the terms involving a 0; derivative of the fundamental variables, we add (12.7f) and (12.8f), and integrate by
parts with respect to 9; (here, recall that 9,7 = 0) to arrive at

Jray _a//Jﬁj%al(;f)G(quN)|2+ 1567, A,)[%)

//W (ID%(J,Zy) / + |DS( JAN)| ) (12.11)

where

N\u:

Gii=—a(28-1)T?1 > a(f - (£ - 7255 4Q - C) I

as soon as 3 > 2, in light of (3.20a), (5.37), (6.38), and (6.64).
For the terms involving a J derivative of the fundamental variables, we add (12.7i) and (12.8i), and integrate by
parts using (5.28c¢) to arrive at

(12.12)

:a//jﬁj%Jgg_%th52(’56(J92N)’2+ D5(J,Z,)[)
0

(ID°(,20)f" + [D°(1,2.)[%)
(12.13)

— 761/&2]/3‘7%(]!,97%62}1 (|66(JgiN)|2 + |66(J9iN)|2)

s
+//E]ét}(;Q
S 0

Gy = ax?(Qa — Do) (3,72 J,g~2Dah) > —C(B)e T 7 J, (12.14)
and we have appealed to (5.37), (6.38), (6.64), and the bound J < J,. At this stage we also note that the bootstrap
inequalities imply

where

~a / Qo7 4,97 Dok (D°(4,2,0)[ + B9, 24|
. 3 1 . 9 3 1 R 9
> = (|| G200, 20 (9) [, + (1B D (LA ), ) - (12.15)
Finally, we have the pure damping terms IQZ and IQA”. Summing (12.7b) and (12.8b) yields

° ° S ~ ° 2 ~ ° 2

L+ I = / / 557G (|D°(/,Z4)|” + [D°(AL)[) (12.16)
0
and by using (5.37), (6.38g), and (6.64), we choosing ¢ sufficiently small, we have that

Gs = —a(,Wy — J,Z,,) 7% > Ja73 — 33Q73 J,. (12.17)
There are three terms with seven derivatives acting on the fundamental variables, and once again, these terms
combine to produce an exact derivative, which we then integrate by parts. Adding (12.6b), (12.7¢), (12.8c), employing
the identity 3, = AW, — 1Z,;, using (5.28¢) we have that
o o o S 1 P ~ ~ o ~ o
I 4+ I3+ I =20 //]ﬁgffj% 7,0 (D°(7,A,) DO, 2))
0

—a [ [@ - Boag t 1B (LAL) (B - B 2.)

—a / 2Qa9" 2 T2 J,D°(J,AL) (DO(J,W,) — D°(J,Z,)) (12.18)

These two integrals are bounded in the usual way by appealing to (10.18).
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Summarizing, the identities (12.9), (12.11), (12.13), (12.16), (12.18) and bounds (10.18), (12.10), (12.12), (12.15),
(12.14), (12.17), upon taking ¢ to be sufficiently small in terms of «, kg and Cyata, and taking 8 > 1, gives

JACINNY oy SR SRy S S Y SR Ny gy S

2 (%_ 0 )(HJ4(JQQ)2D6(JWN +HJ4(J9Q)2D6(JZN +2HJ4(JQQ)2D6(JAN HLQ)

HL2 HL2

(1 BRI B W) L 0) 2, + T, 20) (O, + 2 TG BO A 0)]2,)

+ [ st (Guma — €71, (\66<J£,WN>|2 B2 + 2D (LA

§~ §~

P (8 1) [ 0200, + AL, )
_(1fs(clu(+5af)€%)+33+2é2502)/ (H%%Q)éﬁﬁ((]gfm(-,s’)]ﬁi+||ME‘]7[;QD6(JAN) ||L2) ds’
e YO ) (121

where as usual C' = C' (v, ko, Cdata) 1s a positive computable constant. Note that Cis independent of [.

12.7. The terms with over-differentiated geometry. Next, we consider the terms in (12 6)—(12. 8) which contam
seven derivatives on either 7 or J,. Specifically, we shall study the integrals v PR W”, 17 i I Zn I -, Ig , and I 2

I ?", I ?", I Q". Various grouping of these integrals shall combine to produce important cancellations and thereby yield
the desired bounds.

12.7.1. Important geometric identities.

Lemma 12.1. For a function f(x,s), we have that
[ [ 12007 Dbt + //fN B,D%r D%, ‘ < K2Bo)2(|7307 o, +e|T 4o, ) (1220
0 s
Proof of Lemma 12.1. Using the identities (3.11) and (3.18), we have that
6662Jg = ég%f)l(N-ﬁﬁT) — JQBQhEQ(N'BGT)
— 1g37.Dyv 7-D°7 + La-D%(g2n) WDy 7 + L(DS, g2 a7y, D1 7))
+ J,Doh7-Don T-DOT — Ar-DO(J,Dohn) A-Da7 — (D°, J,Dohnry, Do) (12.21)
Hence, integrating-by-parts using (5.28) and (12.21), we find that

//fNDGTD2D6 ———//leg (~-D7) //Q2—02 (f J,Dah) (n-DO7)?

+%/62f J,Dah(n-DOT)?| — %//fN-D(aTg?T-DlN 7-DS7
S 0

S S
+§//fN~DGTN-D6(g%N) N~D17’+%//fN'D(ST((DGy%NZ-,DlTi))
0 0

+ / / f x-DO7 J, Do -Dan 7-D°7 — / / £ N-D7 A DO(J, Dah) Do
0 0

f//fN~567’((66,Jg62h/\/i,6277)). (12.22)
0

To conclude the bound for the first term in (12.20), we appeal to the bootstraps (5.37), the estimates (6.38), to the
bounds (7.1g)—(7.11), and to Lemmas B.3-B.5, to obtain

[ 150857580 £ T30 K2 Bl (172, 7B RO

[T 1] K25 (Bo)? + ||| K2 (B



GEOMETRY OF MAXIMAL DEVELOPMENT AND SHOCK FORMATION FOR EULER 109

Since J < 1, this concludes the estimate for the first term in (12.20). The bound for the second term follows similarly
since (5.28c¢) gives

//fN‘6266T66J9:7//fN DS7 D,D%J, // Dof N-DST + f7 - DoaT-DO7) D,
0

+//Q2fN-D67’ DS, —/@fN-Dﬁf DS,
0 S

Using the bootstrap inequalities (5.37), the estimates (6.38), and the bounds for the geometry (7.1), we deduce

//f/\/ D,D%7 D%, ‘

This concludes the proof of the lemma. |

(12.23)

fN DS7 D,D°J,

+C|| 72 D2f|\Lwa K(Bg)*

+CHJ Fll 2, 2K (Be)? + CI|T 73 ] . 2K (Bo)

Lemma 12.2. For a function f(z,s), we have that

s ~ ~ ~
/fN~D1D6T D®J,| +
0

s ~ ~ ~
/fN~D6T D,D%J,
0

S KB (175D oz, + 1T Flbzs ). (1229)
Proof of Lemma 12.2. From (2.12) and (3.11) we have that

D7 = ~g 'DyDah = &:Ng’lﬁg(g%Jg) =eNg? DyJ, + sg*%BQhJQBQT. (12.25)
Applying DS to this identity and then taking a dot product with A/, we derive

N-D1D8T = g 2DyD8J, + eniDO (W9~ 2)Dald, + eni (DS, aig~ 2, DalJ,)
+ g~ 2DahJ, A -DoDO7 + D% (g 2DohJ, )N -Da7 + eni (D, g 2DohJ,, Do7i) . (12.26)

Hence, integrating-by-parts in the first term arising from the above expression (using (5.28)), we find that

[ [reimersos =4 [ [@-Ba(ra 0% - 4 [ Qg B

s s
+ //fNiDG(Nigié)DQJQ DGJQ + //fNi((DG,Nigié, D2Jg)) D6Jg
0 0

S

+//(fg_%[~)2th)N-5266T BGJg +//f 66(9_%62}”5,)/\['527 BGJg
0 0
-I-//fNi((E)ﬁ,g_%[N)thg,E)gTi)) DSJ, . (12.27)

We note that the fifth term on the right side of the above expression is precisely an integral of the type bounded earlier
in (12.20), except that f is replaced by fg~ B DQhJ

Using the bootstraps (5.37), the estimates (6.38), the bounds (7.1), the previously established estimate (12.20), and
the Lemmas B.3-B.5, we arrive at

/fN D,D%7 D%,

ST D2f||L°° *(Be)® + ||~77%fHL;?552<B6>2

+ (1730, + 2731 )= K3 (B2 (12.28)

The bound for the first term on the left side of (12.24), now follows from the above esgmate and J < 1. In order to
bound the second term on the left side of (12.24), we integrate by parts with respect to D; (using (5.28b)), so that

//fNDﬁTDDﬁ = //fNDDGTD6J—// (f ~;) DO7; DS,

The first term on the right side of the above identity was already previously bounded, while the second term is bounded
from above by ||.72 Dy f|| poe3K(Bg)2 + ||7 2 f|| Lo 7K (Bg)2. This concludes the proof of the lemma. O



110 STEVE SHKOLLER AND VLAD VICOL

12.7.2. Bounds for the forcing, remainder, and commutator functions. We first bound the forcing, remainder, and
commutator functions associated to the equation (12.1a). By the definition of F}’ in (3.36), and appealing to the J
estimate (5.15), the bootstrap inequalities (5.37), the coefficient bounds (6.38), the bounds for the geometry (7.1), and
the double-commutator bound in (B.16), we deduce that

3 1 3 1 ° ° °
[T DRy S D (W, S, 2, LA ()7 (Bs) S ()7 (Bs) . (12.299)
Similarly, from the definition of R in (12.2), and by additionally appealing to (8.44), we find that
y W y y app g
3 1 3 1 . o
’|J4g%Q) R/\/‘\'v[’|L355HJ4g%Q) DG(JgWN»JgZN)Hg“ (% ) (Be) S (= ) (Bg) - (12.29b)

Lastly, using the definition of C\% in (12.2), identity (3.24b), the aforementioned bounds, Lemma B.1, the Leibniz rule
and Lemma B.3, we may also obtain

IIMCNHLZ < (4)°(Bo) . (12.29¢)

To give a more detailed explanation of how we arrived at (12.29c), we examine a typical commutator term, namely:
(DS, 271, (Q0s + VB2)(J,W,)). Using (3.35a), for k = 1,2, 3,4, 5 we have

D*(Qd, + Vo) (J,W,)
=D (—ag 2XDy(J,Ay) + ag 2SA\Da, + 29 EN(L, W, + J,Zy — 2J,A-)Da7 - N + EFV’VV) .

Using (5.37), (7.1), (8.21), (8.22), (8.50a), (7.17), (B.9), and (B.13), we obtain the bounds
15225 (DS, 57, (Q + Vo) (J, W)

Mz,

g(%)ﬂnzﬁugz ez, HD5 IO, + OGS, B BB DLWy +CeE) B

< OGP (LW, +C ERD SN DI e DIl = D DML ¢+ C=(5)7(Bs)

< C"(%WBG» (12.30)

The bound (12.30) is typical of how the most difficult terms in (12.29c) are estimated.
We next consider the bounds for the forcing, remainder, and commutator functions associated to the equation
(12.1b). A straightforward application of (5.37) and (B.13) shows that

||2B 1D6FN|}L2 < )ﬁK<Bﬁ>. (12.31a)
Using the definition of R/Zv in (12.3), we shall prove that
3 .
|5 R, < CGE)K(Ba) + L2 250,20 (12310)

Lastly, using the definition of Cé\[ in (12.3), identity (3.24b), the aforementioned bounds, Lemma B.1, the Leibniz rule
and Lemma B.3, we may also obtain that

|5 1CNHL2 < (£)PK(Bg) . (12.31¢)

To prove (12.31b), we write R’z\[ = (R’Z\[ — 2?‘"Dl J, DGZN) + 2?"‘61 J, 662N. From the bounds (5.37), (6.38), and
(B.13), we obtain that

Hzﬁ - (RY %51J9562N)HL2 < (£)°K(Bg) . (12.32)

In order to estimate 2% || £ D1J D ZNHL2 , we consider the three cases that (a) D® = D1 D5, (b) D¢ = D,D?, and
(c) DS = DS. For case (a), from the bound (8. 22c) we have that

||FJZD1D5ZNHL%S < %HWJZDG(JQL)HLQ +Ce(£)PK(Bs) (12.33)

Then, using (5.371) and (12.33), we have that
2a\| 74D, J,D,D°2

PSS A LT N
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< 4te)) 1 ﬁBG(JgiN)||LZ +Ce(2)PK(Bs) - (12.34)
For case (b), it follows from (8.22d) that
Is# =T 102D 2| 1p < Ll TIDZ, 12, + Ce(2) K (Bs) < CGE)K(B),  (12.39)
and hence using (12.35), we find that
2@||EB 21Dy, D2D5ZNHL2 < C(£)PK(Bs) . (12.36)
Finally for case (c), from (11.2b), we also have that
2| 4B, D{Zy|,, < C(%)K(Bs). (1237)

Combining (12.32), (12.34), (12.36), and (12.37) proves the inequality (12.31b). A similar decomposition of Cjzv
yields (12.31c).

The bounds for the forcing, remainder, and commutator functions for the A ~-equation (12.1c) are obtained in the
identical fashion as for the Z ~-equation, and we have that

||Eﬂ 1D6FNHL2 <CO(& “)?K(Bs) , (12.38a)
||2%41RNHL2 S O(K‘io) K<B6> + 4(1+DA HZ jgﬁG(JqAN)||Li’s7 (1238b)
[ 1CNHL2 < C(2)K(Bg) - (12.38¢)

12.7.3. The sum IgV" + IZ" + I?“’. We first note that by using = %(VQVN - 2N) we have that
) . s . 3 o N .
B st = o [ [0 00  OW + 42, - 20A)BB0 T DU S0. 1239
0

For the integral I?" in (12.8g), we use integration-by-parts; in particular, with (5.28b) and (5.28c), to obtain that
I7n—17a+1;‘ +I7C+I$d, (12.40)

Iin == //jﬁjf(JgWN +J,Zy — 2J,A;)DO TN (6166(JgAN) —eJ,g 2Dah 6266(J£,AN)) :
0
iy = e // (51 - ang—%BQhE)g) (;Bj%(ng“vN +J,Zy - 2Jg£\T)M) D7; D(J,Ay)
0
S
17 o= —a//gﬁj%(ng"vN +J,25 —2J,A;)(Qz — Do) (J,g~ 2Doh) DS7-a DO(J,AL ),
0

Iy = a/Jgg’%f)thz 1T (I W + J,Zy — 27, A,)DS7-x DS (J,A )
’ s

First, let us observe that by employing the bounds (5.37), (6.38), and (7.1), we have that
1%+ |22 ]+ 18] S (5)*K(Be)?. (12.41)

To study the integral I7 %, we use equation (12.1c) to substitute for ¢ (51 DS(J,A) —eJ,g 2 Dyh 5256(JQAN))
and we find that

I = I+ I8 b 0 b I s+ I I I I
15,371. =—a //J[,ja J,g7 3 (J, Wy + J,Z, — 2J,A,)DO7-x D,D%(J,3,) , (12.42a)
I = //E% THIW + JZy — 20 A)DOT-N J,(Qds + V) D (T, Ax) (12.42b)
I7AZ i //ﬁjE(JQWN + JQZN - QJQAT)D6T'N (%JQWN - %JQZN)D6(JQAN)7 (12.42¢)
0

A s o o o ~ ° ~ o~
., =a / / 5T W + J,Z5 — 2J,A,)DOT-N g~ 2(J,3,,)D2D% J, (12.42d)
0
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B O‘/Os/Jﬂjg(ngovN + 0,25 — 2J,A,)DT N g~ %23, DoD0T - v, (12.42¢)
If\fé,m =3 /Os/]ﬁjg (J,W +J,Zy — 2J,A;)* D0 n J, (61667’ N —eJ,g”2Dyh DyDO7 - N) . (12.42)
I =—2 /S/]BJ%AN(JLJWN + 0,25 = 2J,A)D° T (D1D°, — e, B2h D>D%, ) (12.42g)

féia viii //J/Jz (W, + J,Z — 2J,A)D°7-x (D°FY + RY + YY) (12.42h)

Again, using (5.37) and (7.1), we see that

2 L)20K(Bg)? . (12.43)

azu| ~ (fio

By additionally using (12.38), we also have that

|I¢‘ 420K (Bg)?. (12.44)

amu‘ ~ (N())

Next, using exact-derivative structure and integration by parts, and appealing to Lemmas 12.1 and 12.2, we have that
|I7aw’+“[7a'u‘+|I7am’+“[7Aamz| < 26K2<BG> . (1245)

Let us next explain the procedure for bounding the integral I 7.4~ We integrate by parts with respect to the operator

(Q0s + V02) and use (5.28d) with (5.27), (5.30), and (5.34b) to find that
I7 aii I’?a Jiiy + I7A,Z,iig + I7A,Z,ii3 + I?,Z,m + I?,Z,% + I?,Z,iig + I?,Z,m ) (12.46)

I?,Z,m = //ﬁj% Jg(Jg\iVN + Jgif\/' - 2Jg'&7) 66((#""7 + 1_70‘27)/\/) N BG(JgAN)7
0

7,a,ito

o S N N N . N . - o
IA" i //ﬁj%(lga‘]gwf\f + FTQJQZN) (JQWN + ‘]gZN' - QJQAT) D6T'N DG(‘]gAN)7
0
o S . ° ° ° ~ ~ °
I7A727“3 = //Jg(Qas + VaZ)(ﬁJ% (JEIWN + JgZN - 2JyAT)NZ) DGTi DG(JQAN)v
0

Lo /0 / 1, (BoV + Qs — VQo) Ly T (I W + J,Zy — 20,A,) DO7-n DO (J,A),

o S o . . - R - - . .
I;{gﬁs =— /O/E%j’ J,(J, Wy + J,Zy — 2J,A;) D°(J,A) (D°VDa7 + (D, V,Da7)) - N
B == [ $50,04 U+ 12, — 2080 B DAL
I;*a i = / 20,75 (W + J, 2 — 2J,A;) DOT-N 66(J9AN)‘O :

By using (4.11), (5.37), (6.38), and (7.1) together with (B.13) and (B.16), all of the seven integrals above are directly
estimated and we obtain that

127 4] S (2)*K3(Bg)?. (12.47)

As we have shown in (12.43)-(12.47), the integrals I » .. through I7A

7,a,it

defined in (12.42b)—(12.42h), are

bounded rather directly. In contrast, the integral Ié\’;i defined in (12.42a) cannot be bounded, but rather requires
a cancellation to occur. In particular, employing integration-by-parts for this integral, we will arrive at a cancellation

a, vi°

with the sum IgV" + 12” given in (12.39). By once again using (5.28c), we have that

A, _ A, A, A, A,
I7az I7azl+I7a7,2+I7a23+I7a247

I;\ = //jfgj?.]g (JWy + J,Z, — 2J,A,)D,D%7- 4 DO(J, 3,

Iégh — a/O/D2 1 T2 0, g7 (W + J,Z, — QJQAT)/\Q-) DS7; DO(J,3,),
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i, =—a /0 / Quin Tt 1g ™ (I + T, 2o — 2, A)D%7-x DO (J,510),

s =0 / QT2 0,9 (I W, + J,Z5 — 2J,A-)D° T DO(J,2,)] . (12.48)
The first term in the above decomposition precisely equals — (1 ;—)N "4 T 52") Therefore, we sum (12.39) with (12.48)
and find that . .

H I I (12.49)

{l,ig

L'+ IEn 4 I = I

7,a,iz

Using that 3, = (W, — Z,), the bounds (5.37), (6.38), and (7.1) show that

(2 i |+ 17 |+ |17, | S e(2)*PK3(Be)? . (12.50)
Combining (12.41), (12.43)—(12.47), (12.49), and (12.50), we arrive at
W, 7, A, 4 \281e2 2
| + 12 + 1] S (2)PK?(Be)? . (12.51)

12.7.4. The sum IXV" + IZ" + Ié\". Summing (12.6¢) and (12.7d), we define I} %" := IXV" + Ii", and again using
(5.28c¢), we obtain that

Wn+Zn _ TWn+Zn Wi +Zn Wi +Zn,
Iy =Ay Ay A

1 =20 [ [R5 50,500 (1,20
0
s ) Lo o~ o~ .
1y =20 [ [Ba - Qo) uTtg AIDS, DS,
0
I£Z+2n' = QQ/szﬁJ% Jgg_%ANE)(ng BG(JgiN)
The bounds (5.37), (6.38), and (7.1) show that

gt + e

S

S e(£)*(Be)”. (12.52)
In order to estimate the integral IX\:Z*i" , which contains a term with seven derivatives, we shall again make use of the
equation (12.1¢) and substitute for cug™2.J,D,D6(.J,32,) to obtain that
Ifn+2n = [WntIn o [WndZn | pWndZn o pWndZn | pWndln | pWndln | pWniln | pWntln
,a

4,a,i 4,a,it 4,a,iit 4,a,iv 4,a,v 4,a,vt 4,a,v11 4,a,v11%
S
rot =2 [ [ A0, Q0.+ VoD (). (12.53)
0
I = 2//ﬁJ%AN56Jg (§J, W, — $.,Z,)D°(J,Ay), (12.53b)
0
S
I = a//gfaﬁg*%((f.qiN)AN DQ((DGJQ)Q) : (12.53¢)
0
s . ) . - o
L = 2 //JaJ%g‘iJfETAND("Jg DoD%7 - v, (12.53d)
0
Iyntin = 22 //jgﬁi\Nf)GJg (5156(J95N) —eJ,g 2Dsh 6266(J9AN)) : (12.53¢)
0
s 2 o R R R _ o L~ o
I =—% /O/JBJ%AN(JHWN +J,Zy —2J,A-)DOJ, (DlDGT N —¢eJ,g”2Dah DyDO7 - N) , (12.53f)
It = -2 //]Bj%Ai/(Bl —eJ,g" Dsh 52) ((56Jg)2) : (12.539)
0
S
Lyt =2 [ [0 AB0, (B + Ry +c). (12.53h)
The eight terms present in (12.53) may all be bounded directly, except for L‘fﬁzﬁ", which must be cancelled with a
contribution from Ig\", see (12.60) below. Indeed, from (5.37), (6.38), (7.1), (12.38) we deduce
W +2p, Wi +Zn 4 \28 2
||+ il < () (Be)?. (12.54)
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By also appealing to Lemmas 12.1 and 12.2 we have
+ 1] S e(£)*PK?(Be)?. (12.55)

’IV'VT,,+2W,
4,a,v1

4,a,iv

By furthermore integrating-by-parts the exact derivative structure via (5.28b) and (5.28c), we deduce
+ |Iv°vn+in{ < 5(%)25<BG>2- (12.56)

|[Wn+in n
4,a,v11

4,a,iii

Lastly, for the first term in (12.53), we integrate-by-parts using (5.28d) and appeal to (5.27) and (5.30), obtaining
Iyt < ()P (Bg)? (12.57)

This concludes the bounds for the straightforvyard terms in (12.53).
We next use (5.28b) and (5.28c¢) to write Ig\” as

An _ 1A, An A, A,
Igm = Igs + Igy + Ise + Igy,

Ifn = 20 //JBJ%ANBWQ (5156(J9AN) —eJ,g"iDsh 5256(J9Z\N)) : (12.58a)
0
. Spro . ~ o . o .
Iy =% / / (D13 T*Ay) = eDs(7% 1,9~ 4 D2k Da(1,A,)) ) DO, DO(IA,) (12.58b)
0
Ié‘;; = —2a //]ﬁﬁi\NJgg—%f)zh Q.D%J, DS(J,A,), (12.58¢)
0
i = za/ggﬁi\NJgg—%Em@BﬁJg [~)6(JQAN)’ . (12.58d)
’ s
For the last three terms above, by appealing to (5.37), (6.38), and (7.1), we deduce
15|+ 178e ] + 18] < ()% (B6)? (12.59)
while for the first term we note the cancelation structure obtained by adding (12.53e) and (12.58a):
Iinion 4 i = 0. (12.60)

From (12.53), (12.58), and (12.60) we thus obtain
IX,Z+2,,L i Ién — [Vt g [WntZa | PiniZn IZV)n+in o [Wntin g pWmezn IZv),,ﬁi,L T Ié\,Z i Iég T Iéﬁ 7

4,a,1 4,a,1t 4,a,i1t a,iv 4,a,v1 4,a,vi1 a,viit
which may be combined with the bounds (12.52), (12.54)—(12.57), and (12.59) to deduce
|L\1Nn _i_Ifn _|_I’8A‘n < (%)2ﬁ<86>2- (12.61)

12.7.5. The integral I, f". For the integral If” defined in (12.8d) we first integrate-by-parts the D, derivative. Using
(5.28c¢), we have that

Ipr = Lﬁg + L’j’g + Lﬁg ,
I‘ﬁz =2« //-75*7%(‘]920:!\/)56‘]9 g_%5662(‘]9AN) )
o 05 ~ o 3 1 ° ~ ~ °
iy =20 [ [(B2 - Qo)(.71 41 £.0)8%, B (AN,
0

Lf‘;; = 2a/62jﬁg—%j%Jg§°:N66Jg DS(J,A,)

S

‘We bound [ ﬁg and [’ i\fg in a straightforward manner by using (5.37), (6.38), (7.1), and the bound J < J,, to obtain

|I2%] + [T | S ()% (Be)?. (12.62)

For the integral I, 4A7’;, we use equation (12.1a) to substitute for ag*% 5662 (JQA ~)- This leads to an additive decompo-
sition for I, f”& which we write as

Iy =Ipn 4+ I+ I+ I

4,a,t ,a,11 ,a,11 4,a,3v

Ijj =2 / / ﬁj%(Jgf]N)ﬁfng (QOs + V3,)D8(J, W), (12.63a)
0
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i=a [ [57080 57 AB((6°2)°). (12:63b)

IALAZ (X Oé/\/jﬁ‘jE (JQEN) gij(‘]gWN + ngj\/‘ - 2JQAT)66J9 6266T'N, (12630)
0

I = 2//JBJ%(J§N)56Jg (D°RY + Ry +C)- (12.63d)
0

The last three terms in (12.63) may be estimated directly. Indeed, from (5.37), (6.38), (7.1), (12.29), and the inequality
J < J, we deduce

A, 428 2

[ io| S (55)%7(Be)?, (12.64a)

U.l'l]

by additionally integrating by parts the [~)2 term via (5.28c) we obtain
| Se(£)*(Bs)?, (12.64b)

‘ 4au

and by also appealing to Lemma 12.1 we have

|If eK(2)27(Bg)?. (12.64c)

a1n| ~ Ko

We now focus on the integral [, ig’i defined in (12.63a) which produces an anti-damping term. By once again using
integration-by-parts via (5.28d), we see that,

Ié/l\az — JlAn +J2An _'_JBAW _’_J4A'n +J5A77 _,’_Jé\n _,’_J7An +J8An

S - ° ~ ~ o
Jh = 2/0/ﬁj%(Jg2N)(Q65 +V0,)D°J, D°(J,W,), (12.65a)
; s ~ ~ °
i =9 / [ ST Q0+ VOR) (1,250, DU, (12.65b)
o S P o ~ ~ o
7 = [ [ Qo+ Vo7t VLB, B ). (12.650)
A 1 27 Y067 PO/ T\
Jm = 2// (QOs —|—V¢92 —ﬂ) J2(J,3,) D°J, D°(J,W,) (12.65d)
o =2 / / st T (J,53)(Qs = VQa + D2V)DO, DO (J, W,y ), (12.65¢)
JGAH B /22/3 szWNDGJ D6(J WN) .’ (12.651)
P = [ 802,050, 5 (12659
S
Jhn =2 / 2,72 J,3,,D%J, DO (J,W,) g (12.65h)
o S o ~ ~ o
Jon = / / 5 (QDs+ V2)T* (J,2,)D°J, DO(J,W.y). (12.650)
0
Most terms in the decomposition (12.65) are estimated handily using (5.37), (6.38), (7.1), (8.44a) as
b [ |+ | [ g
2
S+ 2 [T B U |G B s 1269
and by also appealing to (4.8), (4.11) and (6.43) with s = 0, we have
[T < (2 +C) 2 (14 Ce) () Can < H2(2) Claa (12.67)

The remaining terms, namely J1 ", J3 ™, and J6 ™, need to be handled carefully. The integral Jf\" produces an
anti-damping term that must be combined with the last integral on the right side of (12.9). Using (5.27), (5.30), a short
computation shows that

JlAn — Jﬁz + Jﬁg + Jf:z , (1268)



116 STEVE SHKOLLER AND VLAD VICOL
Jﬁg://w J?(Qds + V,)J, |D° JWN)\
sty = 150 [ [ gt B 2B ).
0

An _ S 1 3 S, =6 2 2

gk “/ / S5 T%(J,2,) (DS (J,W,))°,
0

. s . . - — - R

Thy =2 / / 4572 (J,25) (D°VDaJ, + (D%, V,DaJ,)) DO(J,W,).
0

Using (5.37), (6.38), (7.1), and Lemma B.5 we deduce

[T |+ 70| S (G2)*P(Be)? + Ke(:2)*7(Be)* S (:2)*7(B)”. (12.69a)
Moreover, by Cauchy-Schwartz and (5.37¢) we deduce
| T] < 2 /0 1405, Z,) (8| | ZIB0 (W) (- ) 208 (12.69b)
whereas
o S . .
Jia = //#szadlDG(JgWN)l2 (12.69¢)
0

where the anti-damping term Gpaq = J 3 (Q0s+V 9s)J, is precisely the same as in the case of the tangential derivatives
(see (10.58)). This last term will be combined with the damping term Ggoog present on the right side of (12.19). For
this purpose, precisely in the same way as for the tangential derivatives (see (10.59)), we record the inequality

Ggood + Gbad 2 1;6_:\.7% Jg ) (1269(1)

which follows directly from (6.65). ]
Among the nine terms in (12.65) it thus remains to consider the integral J?” (which produces a new type of

damplng and energy norm which are displayed, respectively, in the integrals J3 o and J3'p A i below), and the boundary

term J6 ™ (which is to be dealt with by a careful application of the £-Young 1nequa11ty) It is important to make an
analogy between J ™ and J6 ", respectively the terms M2 an M3 Wh1ch have prev10usly appeared in the tangential

energy estimates, cf. (10.43) and (10.44). Our treatment of the terms J3 and J5" closely resembles the analysis in
Subsection 10.6.3.
Concerning J?/:g, we note that by the definition of J in (5.18b), and upon using (5.30) and (5.27) to rewrite

DO(J,Wy) = 12 (D%(Qds + Vda)J, — 152D5(J,Z,))

= 12-(Q0s + V32)D®J, + £ (D°VDa J, + (D°,V, D2J,)) — 1=2D(J,Z,),

and finally, integrating-by-parts the material derivative using (5.28d), we arrive at
s == [T 0B, B W)
0
= T TR TR T T T J?f‘; + T T (12.70)
J:f\,Z = 2(1ia E/zzﬁj (—J, W, + 87, |D6

A, _ T i P
J3;b - 4(1+a) &2 //EQi 2 JHWN+ %Jg)|D6Jg| ’

Jhn = Q(M)E//&[ TH(Q0. + V) (J,W,y — 22.7,) [DOJ,

A 1 H E = 2
J?':Zl = 2(11&) % /()/(Qas T VaQ)(%)jQ (JQWN B %']g) |D6J9

B = st [ @+ By - VT - 20 B
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A H ~ 2
J?ﬁ} = 2(1ia)g / 22ﬁj (J,W, —137)|D%,

JQ;: 25 //WJ 3,05, DO(J,W,),

Jhn = — i / / 8 THIW,, — 187)B0, BBy, + (B°,V.Bal)).

Joi = 2(11+5))a //2%«7 (J,Wy — 127)D0J, D°(J,Zy).

As in the tangential case, the point of the add-and-subtract of the term %Jg is to allow for the applicability of (6.64),
which yields (in direct analogy to (10.53d) and (10.53e))

i > s 21192150, (5) Hiz, (12.71a)
Jat = mo0ra) es/ 1944 D°, )72 ds (12.71b)

For the remaining terms in the additive decomposition of Jz,’;&", using the bounds (4.11), (5.37), (6.38), (6.64), (7.1),
(8.444a), and the identities (Q0s + V32)Q = QQ + V32Q and (5.30), to obtain the bounds

; . * 1 2 ~6 |2 Ca s 1,5 =g 2
T3 > avay é//%gﬁ (Q0s + V2)(J, W) DO, |” — 343((11+a))e%/()/%jQ(JQZN)’DGJa’

s ~
et [ @ -8 [ gatalotaf

> (5= Co)h [ [Tl - 45;12 &[98 ) 00 (12710
|J§g +|J§g < 40250° *EC //sz|D6J| (12.71d)
] < gy B M (3) e, < 03252 (12.71e)
|J§Z|§ 252||J Q- 2||Lco /| —ip6g 7SI)HL2|MD6(JWN) HL2
< Tray / | 9200, (o)} s’ + 282" 2 /H‘“”‘JQ”DGU W) (-,8) |2 s’
(12.71f)
o] S eK(2)*P(Bs)?, (12.71g)
R §~ _1
7571 < 2 [ IG5 0200|962 5
é~
< 4(11@5%/0!“ L0, )10 + 20 [0 2,0 () s 127

The bounds in (12.71) complete our estimates for the nine terms in the decomposition of J?”.

It remains to bound the term JGA ™ in (12.65). This term requires a special application of the e-Young inequality,
akin to (10.55) for the tangential estimates. More precisely, by (5.37c), the lower bound in (6.38a), (6.38b) and the
bound J < J,, we have

|Jan] < m\"“Dﬁ HLzH“”Q”DﬁUWN ).
<2 %DG(JQWNXMH + oEme | QB0 (s 59|z - (12.72)

Again, we recall that the fact < 5 allows us to close the energy estimate.
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We summarize the bounds in this subsection, namely (12.62), (12.64), (12.66), (12.67), (12.69), (12.71), and (12.72),
together with 7 < J, and e-Young, to obtain that

Ii\n > —é(i)26<8 >2 8(1+a)( )2/3C2

Ko data

//Z‘w 4e J Ggood ‘D JW )| — )(Ha /|\74 ok JZN ||L2

1

Q7 %~ BT, (- 2 2024500%4100-250%+=C (8 /HQ J1p6

+ 20(1+a) =% s HLg ta) s)HLg s

+ ks [958 -0 5 [ /w!om

HJ4(‘]Q)2D6 JWN 392+5002/ HJ4(JQ)2 DG(JWN>

(12.73)

9z -2 )20

12.7.6. The integral I%*. We next study the integral 72" in (12.7g). Using (5.28), we have that
I =I5+ ITy + I+ 17, (12.74)
o S o~ ~ ~ ~ ~ o
I =2 //]ﬁj%Jg(AN +2,)D%7 -~ (D) — eJ,g 2Dk D2)DO(J,Z,),
0
. s U ) . . - .
I'?,Z = Q?CK //(Dl - €Jgg_§D2h D2) (]ﬁjg Jg(AN + ZT)./\Q) DGTiD6(JgZN) s
0

IFn =20 //jgﬁJg(AN +2,)(Qs — Dy)(J,g72Dsh) DS7-AD8(J,Z,),
0

S

13,5 = _za/Jﬁngz (Ay +2Z,)J,g72Dah DS7- A D8(J,Z,)

Wlth this additive decomposition, only the integral 2 7. Temains over-differentiated while the integrals % 70 L ?fg, and
77d can be directly estimated using (5.37), (6.38), and (7.1), as

’I7Zb|+‘l7zc’+‘l7zd‘ S Ke( )25<BG> . (12.75)

For the interesting integral, namely I7 ", we use equation (12.1b) to replace (D1 —eJ,g” 2Dyh D2) DG(J ZN) This
replacement yields integrals possessing either “exact-derivative” structure or a derivative reduction which arises from
terms containing the operator (Qds + V' 02). Using (12.1b), we proceed with this substitution, and find that

F =0 1 (12.762)
L = /O /Elgj J,(Ay +Z,)DOT-N J,(Qds + V3)D(J,Z,) (12.76b)
Lin = — /O /Z%j J,(Ay + Z)DOT-N a( W, — J,Z,)D®(J,Z,), (12.76¢)
r=—a | [0 hy + 2,058 197250 (L), (12764)
[ —q /0 S/JB T4, (R +Z,)D01 N J,g~ 3 A, DoD0, (12.76¢)
[f=a /Os/jﬁj% J,(Ay +Z DTN J,g7 2 (W + J,Z, — 2J,A,)DsD57 -, (12.76f)
[fn=_2 /S/Jﬁﬁ (J,(Ay +2,))’D87-n (D1 — e~ % .J,D2hD5) (D7) -, (12.76g)
Li" //]BJZ (Ay +2,)2,,D°7-n (D1 — g~ B .DohD2)D8J, (12.76h)

//Jﬁﬁ (Ay +2,)D°7-n (D°FY + Ry + 4. (12.76i)
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A few of the terms present in the additive decomposition (12.76a) may be bounded directly by using (5.37), (6.38),
(7.1), and (12.31):

|L37 |+ [L8" | S Ke(5)*(Be)* (12.77a)
By additionally exploring exact derivative structure, which requires integration by parts of either D, via (5.28b) or D
via (5.28c), we may also bound

L8]+ L8"] S K27 (Bs)?. (12.77b)
Using the geometric lemmas in Lemma 12.1 and 12.2, we may directly establish that
Zn Zn 2_2/4\28 2
|Li| + | L7 | S KPP ()% (Be)” . (12.77¢)

The remaining two terms, L%” and Lg”' require special care. For the L%” integral, we integrate by parts the (QJs +
V8,) derivative using (5.28d), and use (10.48) to rewrite the over-differentiated term (Q0s + Vo) (n - DS7). We
obtain

L R L R
o s P ° ° ~ o ~ o ~ o
Lin =— //ELJ JA(Ay +2,)DS(J,Zy) (“g“DGWT + 52D%Z,
0
+ (oW, 4 1527, ) (v - DO — 7 - D7) + AF(DE, (HeW, + 152Z,), %) — A*[DC, V]]SQT’“),
12— — [ [(Qa. + Vo) (e T3 P2 (A + 2,)) B0 DO, 2
1,6 — S 2) 225\72‘]9 (AN+ZT) D°7-~D (']gZN)7
0
5 S o ~ o B o o ~ ~ o
th = [[(rQ =82V - Q) gt (A + 20BN B 20,
0

S

L7, = / % T2 T} (Ay + Z,)D°7-A D (], Z)

.
From the above decomposition it is clear that no over-differentiated terms are present in the L%“ integral, and as such
we may use (5.37), (6.38), and (7.1), to deduce

|LT| S Ke(£)*(Be)*. (12.78)

The last integral we need to consider from (12.76a) is L%m; this term requires further refinement in order to contend

with the over-differentiation. To that end, we now use equation (12.1a) to substitute for the term gz D,D¢ (J, A N
and we obtain the further decomposition of this integral as follows:

SRS NS SN S
Lym = Lyj, + Ly, + Ly + Ly,

C

LZ:a = /Oyzlwﬁ J,(Ay +Z,)DOT-NJ,(Qds + Vd)DS (J,W,) , (12.79a)
L5y =—a /(:/J/sﬁ J,(Ay +Z7)D°7ng~%J,A DD, (12.79b)
LZ,"C =-3 /07%73 J,(Ay +Z7)D57 N g™ 2 J,(J, W, + J,Z, — 2J,A,)D:D TN, (12.79¢)
Ly = - /Os/Jsngg(AN +2Z7)D7-n J,(DORY + RY + CX) . (12.79d)
The term Lgf;l in (12.79a) is nearly identical to the term L%" defined in (12.76b): the only difference is that D¢ (J, y4 ~)
is now replaéed by 56(J9V°\/ ~)- As such, the bound for L;Z;j; is the same as for L%”, namely (12.78). For the term Lgb

in (12.79b) we appeal to (12.20), in addition to (5.37), (6.38), and (7.1), while for the ngg term in (12.79¢) we note
the exact derivative structure involving 52((/\/ . 667)2), which is dealt with as usual by integrating-by-parts the D,
term. Lastly, for Lé"d term in (12.79d) we additionally appeal to (12.29). Putting this together leads to

L5 1)26(Bg)2 . (12.80)

Ko

S Ke(
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Combining the bounds in this subsection, namely (12.75), (12.77), (12.78), and (12.80), we obtain
|| < Ke(:2)%(Bg)?. (12.81)
12.7.7. The integral Ié“. Using (5.28c) we may rewrite the integral defined in (12.8e) as
1P = I+ Iy + o + I,
i = =20 [ [352 08,80 x 4D A
0
o Sr o - - N
= =20 [ [Balugt a9 £, x0B0T: B4, A).
0
A S o o ~ ~ 3
I5A77é =2a //jﬁQQJ%Jgg_%ETDGT'N Dﬁ(JgAN)7
0
I8y = —2a / %QaJ%J,97 733, D°7-n D°(J,A)
’ s
The integrals jia 5.0 1 512, and [, 52\,751 can be estimated directly by appealing to (5.37), (6.38), and (7.1) as
|15 2 ()* (Be)? .

5,b
On the other hand, the integral I 5. contains an over-differentiated term. We notice that I " is nearly identical to the

S LAARRIAARS

integral L in (12.76d): 3, is replacing .J, (A vt+Z ) These terms however satisfy the same bounds, even at the first

derivative level, in view of (5.37). As such, we may bound I 5.0 in the identical fashion as the integral LZ” (cf. (12.80))
and obtain
|I o] S Ke(£)*%(Bs)? .

Putting together the previous two estimates we thus obtain

yJA | S Ke(:5)*7(Be)?. (12.82)

12.7.8. The integral 182". We next study the integral I, Z", defined in (12.7h). By comparing the integral /. 82" with 172"
(as defined in (12. 7g)) we notice two differences. First, the lower order term —(J, A N+ iT) in I7Z ", is replaced
in light of (5.37).

Second, the differential operator D, — e, L9~ 3DshDs acting on D7 - win I7 "™, 18 now acting on D6J in ]8 ™. These
terms satisfy nearly the same bounds in view of (7.1a), (7.1h), and (7.1i), with only one difference: the bounds for the
sixth order derivatives of .J, are worse by a power of (Ke)~! than the sixth order derivatives of 7. As such, it is clear

by the term Z, in IZ". These terms, and their D derivatives, satisfy the same upper bounds in L7,

that by repeating the decompositions and the bounds in Subsection 12.7.6, we arrive at a bound for /. g" which is worse
than that for I7Z"' (see (12.81)) by a power of (Ke)~!, namely

|127| < (£)%%(Bg)? . (12.83)

To avoid redundancy, we do not repeat the argument which proves (12.83).

12.8. The forcing and commutator terms. We now turn to the bounds for the remaining integrals 13", Iy, If¢ in
(12.6e), (12.7j), and (12.8j), respectively. In order to estimate these integrals, we use the definitions for the forcing
functions in (3.36) together with the definitions of the so-called remainder and commutator functions in (12.2), (12.3),
and (12.4). Bounds for these quantities were obtained earlier in (12.29), (12.31), and (12.38). Using Cauchy-Schwartz,
the bound J < J,, and (5.37r), we deduce from the aforementioned bounds that

IV | < C(£)%(Bs)?. (12.84a)
Similarly, using (12.31) we also have that
51 < [0 (| DR )]s + I ERY ) + [y ()5 )

< 2220 gl 502,009 1,08 + OGP K(Ba) 12840
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In the same way, using (12.38) we obtain the bound

‘ 100n 4(1+Oé)/ Hj4 D6 JAN)

121

Hdes’ +C(2)?PK(Be)? (12.84c¢)

Summarizing the bounds (12.84a), (12.84b), and (12.84c) we thus deduce that

|1 | 4 | T2 |+ | Iy | < 202 / |45 ZID8(, 2. AN (- ||L2 ds’ + C(:2)?PK(Be)? . (12.85)
12.9. Conclusion of the six derivative normal energy bounds. We return to the energy identity (12.5), with the de-
compositions (12.6), (12.7), and (12.8). We collect the lower bounds (12.19), (12.73), the estimate Ggood > —%j% ,
the upper bounds (12.51), (12. 59) (12.81), (12.82), (12.83), (12.85), and the initial data assumption (4.11), to obtain
J1(Jy e}
0> (& — o) | 2R B0 (4, Wi, 1,2, JA) ()|, — 20520 (2)20C,,
+( sﬂ /\J;§QQD6JWN,JZN7JAN)
n (a(ﬁ—%)

4 \2B K2
C(7;)""K*(Bg)
)7 ds
+§—g—(16+252)(1+a /|~”"*D6 JZ, J A,
_ (16a(ﬁf§)
Tt

+33+2 2502+392+5002 /H
Q71p6
+ wnrar = |55

).
SAICOLE
D, (,s)[l7
40(1+(x) 53/ | s 4D6

(J, WN,J ZN,JAN)
202+500"‘+100 2502 1 / H QT % S/)H2 ds’
LZ
s')HL?ds' + (8- C<5>e)5%//%ﬁ|66<1|
@ 0
where C = C (a, Ko, Cdata) is independent of /3 (and ¢, as always)
enough, i.e., so that

)20

(12.86)
+3

At this stage, we choose 3 = 3(«) to be sufficiently large to ensure that the damping for D®(J,Z,, J,A /) is strong
0‘(5 2)

Boz =
re-arranging we deduce that

(16 4+25%)(1 + ) >0
More precisely, we choose 3 to ensure equahty in the above inequality; namely, we have that

8ta) (16 4 252) — I
With this choice of 5 = f3,, we return to (12.86), and choose ¢ to be sufficiently small in terms of a;, kg, Cyata- After
J4 J; Q)2 6
53 | zﬁa D

10
(IW, 2 LA )7, +
s

o \77J‘7~
+14J'8_6/0\} 24532

(12.87)
1 QJ4
20(1+a) 2 H
DS(J, Wy, J, Z, J,A)(

6
Y Ba D

297
HLst + 40(1+a 63/ H
(W, J,Zx, A (-,

/
where C'is a universal constant (in particular, independent of «, <, Cqata), and C is as usual

ipas+ & [195 6%,
apply Gronwall’s inequality for s € [0, £]. More precisely, there exists a constant

2
(8|28’
By inspecting the first line on the left side and the last line on the right side of (12.88), we observe that we may

<9“+a>< () Gl + OB

.74(JQ N6
- 2Ba D

D.J

g(.’s’)Hi%ds’

ag-*

(12.88)
97,2
sup ] J

Cu >0
Ba
s€[0,e] >

9|
k|5
s€[0,¢]

(12.89)
/ ||‘74J2D6(JWN,JZN,JAN
57, (,3)3, + & / | G50,

)|l ds
S)Hi%ds

,€

which only depends on «, and may be computed explicitly from (6.38g), (12.87), and (12.88), such that
DS(J W, J,Z,, J,A) (-,
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= éa%(%)2/8a (Cgata + CD’EK2<BG>2) : (12.90)

At last, we multiply the above estimate by mﬁﬁ «, appeal to (5.37p), drop the energy and damping terms for 56Jg
(since these were bounded already in Proposition 7.1), and recall the definitions of Eg, «(s) and D§ ,(s) to deduce that

€ sup gg,N(s) + 53,/«(5) < €4 (Cﬁata + ésK2(BG>2)
s€[0,e]

< Biea i (S + Cek2 ). (12.91)

2
6
Since Bg > 1 (cf. (10.75)) and since K was already defined solely in terms of « (cf. (10.74)), upon ensuring that

B > 46347 Cyaea (12.92)
where (3, is as defined in (12.87), and taking ¢ sufficiently small in terms of «, kg, Cgata, We deduce from (12.91) that
e sup &2, (s)+DE (c) < LBZ, (12.93)
s€0,e] ’
which closes the “normal part” of the remaining bootstrap (5.37r).
Indeed, we note in closing that adding (10.76) and (12.93) gives

e sup &(s) + Ds(e) < 1B, (12.94)
s€[0,e]

which closes the bootstrap (5.37r).

13. DOWNSTREAM MAXIMAL GLOBALLY HYPERBOLIC DEVELOPMENT IN A BOX

In this section we give the proof of Theorem 4.7. We continue to use the notation in Section 5.2. Consider the
level-set {J,,; = 0}. This is a hypersurface parameterized by the graph (z2,t) + (27 (22,t), 72,t); see the definition
of 7 (a2, t) given in (5.12). In this section we consider the Euler evolution in the spacetime geometry which is on the
downstream side of the hypersurface {J,,; = 0} (namely, for z; > x}(z2,t)), and which is bounded from above by
(a small modification of) the parabolic hypersurface {.J, = 0}. On the upstream side (namely, for x1 < z7(z2,1)), the
spacetime we consider is bounded from above by the cylindrical hypersurface {7 = 0} = {J, (2} (22, 1), 2,t) = 0},
which is the same as the top boundary considered in Sections 5-12 (see Figures 13 and 14 below).

13.1. Flattening the top of the spacetime. For (x,t) € T? X (tin, tfin], we define

b £ J, (1,22, 1), o (x9,t) < 21 < 2 (22)
g(xlaf% )~— =, 8 #
Jg(xl(xQ)a ant)v x> .231(1'2),

where 2% (25) is defined in terms of the function w(z) as

xﬁ(xg) = {@1: 31 > x) (22), Dywo(z1,32) = — 37} . (13.1)

We also define J, (2, tiy) := 1 for all z € T2.

Proposition 13.1 (33§ is well-defined and jg < J,). The function T > xq x§ (x2) given by (13.1) is well-defined
and differentiable, and satisfies

ah(zo) — af(za,t) > &, |Ooah(z2)| < 240¢, (13.2)

pointwise in (x2,t). Moreover we have that
J, <,. (13.3)

Proof of Proposition 13.1. In order to check that jg is well-defined, we need to verify xﬁ (x2) > xf(x2,t), pointwise

in (z2,t). We recall the assumptions on wg(x) given in Section 4.2. To show that :r§ (w2) — 27 (w2,t) > 57, uniformly

in ¢, we first recall from (6.53) that |2} (z2,t) — Y (22)] < CK(Bg)e3, so that it is sufficient to show = > z} +

£. Using (4.10), ((vi)), and (13.1), we have that & < |Dywo(a}(22), 22) — Diwo(ay (22), 22)| = |2} (22) —
zy (22)[[|01D1wol| e < §‘£§($2) — Y (x2)|. Since by assumption zf (z3) > z)(z2) (see (13.1)), we deduce

xﬁ1>x\1/+4%.
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FIGURE 13. Consider the function J, = J,(z1, 72, 1), as defined by (5.7), with J, as in Figure 11.
The bounding box represents the zoomed-in region |z1| < T, |z2| < %, and t € [—tfin, trin]- In
magenta, we plot the surface {x; = x7(x2,t)}, which separates the downstream side (to the right)
from the upstream side (to the left). In orange, we plot the surface {(z,t) € T? X [tin, thin]: 71 <
w3} (wa,t), T (w2,t) = J, (23 (xa,t),22,t) = 0}, which represents the future temporal boundary
(“top” boundary) of the spacetime considered in this section on the upstream side. In red, we plot
the surface {(z,t) € T? X [tin, thin]: 1 > 2} (22,1), J,(z1, T2, t) = 0}, which represents the future
temporal boundary of the spacetime considered in this section on the downstream side.

Next, we show that xﬁ (22) is well-defined. Note that from ((i)), ((vi)), the continuity of D;wy, and the intermediate

value theorem, for every zo € T there exists at least one zy (x2) < xﬁ(xg) < 13ne satisfying Dywo (21, 22) = — 3.
17

— 10 and

To establish uniqueness, we first define xq (x2) as the smallest value 1 > zY (x2) such that Dywg(z) =
= > 5%, from

then show that for z; € (% (z,), 137¢], we must have Dywy () > — 1T Since i (z0) — 2 (x2) > 1

assumption ((viii)) we know that for all z; € (x§ (22),13me] with Dywg(z) < —3, we must have Dfwo(z) > e¥,

showing that as z; increases, Dywg () strictly increases from the value —T when 21 = % (2), until it reaches the

value — % at some point z; = x| (z3). Additionally, ((viii)) implies that for 21 > @ (x2) we have that Dywq(z) >
— %: this is because if D;wq(z) wanted to dip below the value —%, then it would need to decrease as a function of 1,
but ((viii)) implies that Djw () can only decrease in x; if Dywqg(z) > —%. Therefore, Dywo(x1,x2) > —%—g for all
1 > x%(xg), giving uniqueness.

Next, we establish the second bound in (13.2). By implicitly differentiating the relation Dy wyq (3:5 (x3),x9) = — 1T

—i
we obtain that 62x§(:c2) = —agigiﬁj(xﬁ(xg), x2). The numerator of the above fraction is bounded from above

by 2, in absolute value (due to (4.10)). The denominator is estimated by noting that via the mean value theorem,
f.l)ﬁ xr —.’.l)v xT Ll)’i xr —.’.l)v xT

D}uwo(af (x2),v2) = Diwo(ay (w2), @) + LTI EL Dy (o], 2) = HELZEELDdug (o], 22) > 4 - 4,

for some 2, € (zY(z2), 2% (z5)). Here we have used the previously established estimate % (z5) — 2} > 10+ the

fact that by definition D?(zY (x2),z2) = 0, and the fact that at all points 2} in between x} and x’i we have that

Dywo(z},2) < —3 (in fact < —1%), and thus by assumption ((viii)) we know that D}wq (2}, z2) > . This shows

that D2wp (2 (1), z2) > 135 and therefore 8527 (22)| < 240e, as claimed.
Lastly, we establish (13.3). That is, we need to show that 0 < J, (1, 2, t) — J, (2% (22), 22, 1) = J, (21, 2, 1) —

J, (:1:% (x2),x2,t) whenever x1 > xﬁ(xg); here, in the second equality we have used (5.7). In turn, this fact follows

from assumption ((viii)) and Corollary 6.2, as follows. From the mean value theorem in x, the bound (6.24b) with
i = 1, and the considerations in the second paragraph of this proof, we have that J,(z1,z2,t) — Jg(xg(xg), Za,1)

cannot vanish for z; € (2 (22),x] (x2)]. Butif #; > @] () then necessarily (wp),1 (1, 22) > —= and since

(wo) 1 (2 (22), 3) = — 5=, we have that J, (1,2, t) — J, (Iﬁ(l‘g), x2,t) cannot vanish due to (6.24a). O
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The only issue is that while the map z; — jg(xl, T9,t) is Lipschitz continuous, it is not C'' smooth. As such,
we need to consider a variant of .J,, denoted by .J,, which is H% smooth in space and time in the set {(z,t): t €
(tin, thn), z2 € T, 21 > 2% (x2,t)}. It is convenient to introduce

o (@) =l (22) + 15g,  and  af(22) = 2l (22) — 155 (13.4)

where xﬁ(azg) is asin (13.1). Then, we let Jg(av7 tin) = 1 and for (z,t) € T? X (tin, tin] With 71 > 27 (22,t) we define

J(x1,29,t) = T, (21, 22,1) ri(z0,t) <11 < $§7_($2),
J,(z1, 20, t) 1= a smooth conneition satisfying (13.5b), x{_(mg) <z < $§7+(x2) , (13.5a)
‘]g(xh‘r?vt) = Jg(Iﬁ(Iz),l’Q,t), x§,+(x2) < Z,

where the middle branch in the definition of Jq is taken to satisfy the properties
0 < o (x,t) <201+ a)e 2, 020, T, (2, 1)) < 2501+ a)e™, o (x,t) < J,(2,1), (13.5b)

for x17_(x2) <z < x§7+(332) & |z — 2l(z)] < Too5- Note, in particular, that Proposition 13.1 and the last
condition in (13.5b) imply that J, < J,.

Remark 13.2 (Jg is well-defined and Jg < jg). In order to see that a smooth (space and time) connection as claimed
in the middle branch of the definition (13.5a) is even possible, we first discuss the condition 0 < 90, j;(ozl, xa9,t),
which is equivalent to the fact that for every fixed (x2,t), the map 1 — 9,J,(x1,x2,t) is monotone increas-
ing. For this purpose, we first note that since the third branch of (13.5a) is independent of x1, we have that
D10, (951 L (z2)T,29,t) = 0. Second, we check that 9,0,J, (;c% _(x2)7,x2,t) > 0. To do so, we observe that

xﬁ,f(xg) > xy (22) + 55 — 1955 = ¢ (x2) + %, and hence we are in the range of 1 for which assumption ((viii))

applies. Moreover, for any |x1 — xﬁ (z2)] < by (13. 1) and (4.10) we know that |(wg),1 (1, z2) +

— 1000’ 206‘ —

1000 E% = 50105’ and hence (wo),l (z1,22) < —21—076 + 5005 < —% < —é. Hence, assumpnon ((viil)) im-
plies that (wg),11 (21, 22) > &~ 8. Combining thls information with (6 24f), we deduce 010, (xl _(x2) 7, x9,t) >
1+a(w0) 11 (xg_(mg) z9) — Ce™1 > Hag—s —Ce ! > 1+a =5 Third, we verify that ,.J; (xl _(w2), T2, 1) <
d,.J. (xl 4 (w2),22,t). In light of (5.7) and of (6.24d), this mequallty would follow from (wg),1 (:c1 _(x2),22) <
(wo),1 (x§ (z2),x3) — 2Cy,. But by the mean value theorem and the previously obtained (wg),11 (z1,x3) > &%
we have (wg),1 (2% (22), m2) — (wo) (mji _(®2),22) > 1550 "€ ° = TooeE ° > 2C_]t, assuming ¢ is sufficiently

small. These three points show that the first condition in (13.5b) (the map z1 — OyJ (I’l,l'g,t) is monotone in-
creasing) is permissible. Next, we discuss the second condition in (13.5b), namely 618,5 g(xl,xg,t) < 2(1 +
a)e 2. This condition is easy to ensure because 010,/ (xti +(acz)"’, x2,t) = 0 and by (6.24f) and (4.10) we have
|810,J; (ml _(z2) 7, @2, t)| < LE2|IDIwo| L~ + Cel < (1+a)e 24 Cet < 2(1 + a)e2. Next, we discuss
the thzrd condition in (13.5b), namely |8,0,.J, (x1, z2,t)| < 2(1 + a)e~2. Again, using (6.24f) and (4.10) we have
|820,J; (ml _(z2) 7, @p, t)| < 2Dy D2w0||Loo +C<(1+a)et+C <201+ a)eL. On the other hand, by the
chain rule and (13.2) we have that |9,0,.J, (z* +(x2) , X, t)| < |020: (xl(xg) xo,t)| + 010, (:171(:02) Za,t)| -
|82x1(x2)| < (14t +0)1 + 5’1|82:1:1(:L'2)|) < 241((1 + a)e ' + C) < 242(1 + a)e~L. Lastly, we
discuss the fourth requirement in (13.5b), namely the fact that J; < Jq This requirement is already satisfied for
2 (zy) <y < x§7+(x2) since Jg(x§+(x2), xg) = jg(x§7+(x2), z2) and 0,0 (J, — J,) > 0. Using this fact, and that

by construction we have j:(xg’f(xg), ZT9) = jg(ozg’f(xg), x3) it is straightforward to verify that the bound J, < J,

may also be ensured to hold for :17%77 (x2) < a1 < Iﬁ(IQ)
Then, with Jg defined as in (13.5a), for (z,t) € T? X (tin, tfin], we define

{ng(@,t),@,ﬂ, o < (2, 1), 136

3($17$2,t) =
Jg(xl7x25t)v 1 >IT(I27t)a

and we let J(z,t;,) = 1 for all z € T2. It is important to observe that J has limited Lipschitz regularity across the
hypersurface {z1 = z}(z2,t)}, but that it is H% smooth on either side of this hypersurface. We also note that in the
upstream region 1 < z7(z2,t), we have that J(x,t) = J(x2,1), as defined in (5.14).
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FIGURE 14. Consider the functions J(z1,x2,t), as defined by (13.6), J,(x1,72,t), as defined
by (5.7), and J,(z1,x2,t) as in Figure 11. The bounding box represents the zoomed in re-
gion —T < z; < 7e, |@g| < %, and t € [—tfin,tan]. Left: in blue we plot the level-set
{(z,t) € T?X[tin, tein]: (1, 22,t) = 0} which is the future temporal boundary (“top” boundary) of
the spacetime P* defined in (13.7) below. This spacetime is the one analyzed in this section. In ma-
genta we plot the surface {z1 = x7(x2,t)}, which separates the upstream from the downstream side.
Right: we focus on the downstream side. In blue, we plot the level-set {(x,t) € T2 X [tin, tfin] : 21 >
xj(x9,t),d(x1,22,t) = 0}. As in Figure 13, in magenta we plot the surface {1 = z7(z2,t)},
while in red we plot the surface {(x,t) € T? X [tin, tfn]: T1 > 2} (22,1), J,(71,22,t) = 0}. We
emphasize that the blue and red surfaces, which correspond to {J = 0} and {.J, = 0}, respectively,
coincide for times t < tmeg. Only for t € (tmed, trin] do the sets {J = 0} and {J, = 0} differ, with
the ordering given by J < J,.

Remark 13.3 (Properties of J on the upstream side are the same as those of 7). We note that (5.14) implies the
equality J(z,t) = J, (2] (z2,1), x2,t) = T (x2,t), for all x1 < x7(x2,t). As such, all the properties of J which were
established in Sections 5 and 6 directly carry over to properties of J in the spacetime {(x,t) € T? X [tin, tsin] : (2, ) >

0,21 < x3(x2,t)}. To avoid redundancy, these estimates will not be re-proven in this section.

Remark 13.4 (The spacetime {J > 0} terminates before t,). We note that for consistency with the rest of the paper,
the spacetime {J > 0} is designed to terminate before tg,,. To see this, note that in the upstream region this fact was
already established (see Remark 13.3), while in the downstream region we have § < J,, since Jq < J,. By the proof
of Lemma 6.5, for all x € T? there exists t,(z) < tun with J,(x,t.(z)) = 0. Hence, for all x € T? there exists a time
t4(x) < to(w) < tn such that J(x,t*(x)) = 0.

Remark 13.5 (The spacetime {J > 0} captures the downstream [MGHD] prior to tmeq). The spacetime {J >
0,21 > a7 (x2,t),t < tmed} coincides with the spacetime {J, > 0,21 > x7(x2,t),t < tmed}, S0 that by studying
{3 > 0,21 > 27(z2,1),t < tmed}, we are indeed analyzing the full development on the downstream side, for
times t € [tin, tmed)- To prove this fact, since § < J, = J, in the aforementioned spacetime, we only need to show
that if t < tmed and x1 > 7 (z2,t), then J(x,t) = 0 = J,(z,t) = 0. To see this, recall that for t < tmed
we have that J,(x,t) = J,(z,t). If we additionally impose x1 < xﬁyf(acg), then by (13.5a) and (13.6) we have
that J(x,t) = J (x,t) = J,(x,t) = J,(x,t), so that § vanishes if and only if J, vanishes. On the other hand, if
T > 1‘%7_,'_(332) and t < tmed, then J cannot vanish at (x,t). Indeed, by (6.24a) and the definition of x* (x3) in (13.1),
we have that J(x,t) = J,(2}(22), 2,8) = J,(2}(22), 22, 8) > 1+ (t = tin) 552 ((wo) 1 (2} (w2), 2) — C,) >

1 — (tmed — tin) % (902 + Cy,) > 1 — 25(55 +eCy,) > & if € is sufficiently small. By the mean value theorem and
the bound (9.2), this also implies that for .13?7_(332) <z < x§7+(x2) and t < tmed, we have J(x,t) = J (z,t) >

Jg(xg (w2), w2, ) — 1555 1Ly lLe > % — 103% > %. As such, J also cannot vanish in this region, completing the proof

of §=0=J, =0whent < tmed.
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For downstream [MGHD), we use the spacetime set given by

Phi={(2,t) € T X [tin, tn): (21, 22,) > 0}, (13.7)

We define our spacetime “flattening” transformation by
q: P [0,¢) (13.82)
s=q(z1,32,t) == (1 — J(21,22,1)) . (13.8b)

We have that q(x1, zo, tiy) = 0, so that the set {s = 0} corresponds to the initial time slice {¢t = tj,}, or, the past
temporal boundary of P%; meanwhile, the future temporal boundary of P* is flattened to the set {s = ¢}. We note
that in the upstream region 1 < z7(x2,t), the map q = q(z,t) defined in (13.8b) is precisely equal to the map
q = q(x2,t) defined in (5.18b). Only in the downstream region 1 > x§(x2,t) do q(z,t) and q(z2, t) differ.

The inverse of q is defined by

q T2 x [0,€) = [tin, thin) (13.9a)

t=q N(x1,22,5), (13.9b)

such that t = q~!(z1, 29, q(21, x0,1)) for all (z1,x9,t) € PF, or equivalently, that s = q(z1, 22,97 (21, 72,5))
for all (z1,22,s) € T? x [0,¢). In (13.9), we are once again abusing convention: it is the map (z1,72,s) —

(w1, 22,t) defined from T? x [0,e) — T2 X [tin, tsn) Which is the inverse of the map (z1,2,t) — (21,22,5) =
(21, x2,q(x1,x2,t)). The fact that such a map is well-defined is established in Lemma 13.8 below.

13.2. Change of coordinates for the remapped spacetime. Given any function f: P¥ — R, we define the function
f:T? x[0,e) - Rby

f(m,s) = f(x,t), where s=q(z,t). (13.10)

Then, by the chain-rule and (13.8b), we obtain that
O f(x,t) = Q(z,5)0s f(x,5) , (13.11a)
0if(x,t) = (0 — Qi(x,5)) f(x,5),  i=1,2, (13.11b)

where for compactness of notation we have introduced the functions

~

Q(z,s) = —s(atﬂ)(a:,t)’ (13.12a)
t=q~1(z,s)
Qi(z,s) = €(8;9)(w,t) os) for i =1,2. (13.12b)
t=q~1(z,s
Note that Q; = 0 for 1 < @} (22, t)|;—q-1(x,s)- We also define
Qz,s) == Q(z,s) — V(z,5)Qa(,s) = —£(8,d + VD) (z,1) i (13.12¢)
=q~!(x,s

and ~ o ~ o — o —

Q= aSQv QS = aSQ, Ql = asQl ’ Q2 = a5Q2 . (1312(1)

With the above notation, it follows from (5.21) that the spacetime gradient operator in (z,¢) variables, namely D =
(€04, €01, 02), becomes the gradient operator D associated with the («, s) coordinates, which is defined by

D = (Ds,D1.D2) := (cQds, (91 — Q). 92 — Qu0) (13.13)
Therefore, D f(x,t) = Df(x,s), and the components of D commute:
[Ds, Dy] = [Ds,D1] = [D2,D1] = 0. (13.14)

For any y € N3, D" = D°D}*DJ?, and

(DY f)(z,t) = (D7 f)(=,s). (13.15)
From the identity Q0s + V0 = éf)s + V[~)2, we note that material derivatives are mapped into (z, s) coordinates as
(O + Vo) f(,t) = (Qds + Vo) f(w,5) = (:Ds + VDa) f(2,5) - (13.16)

It also follows from (13.14) and the second equality in (13.16) that
[(Qds + Vd2),D*]f = [V,D*|Dsf = ~D*V Daf — (D*, V, D2f). (13.17)
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With the notation in (13.10) and (13.13), the definition (13.8b) implies the following identities for 5 and 55
Jzs)=1-2, DJ=-Q, DiJ=Q,, DJ=0Q,. (13.18)
The identities in (13.18) will be used implicitly throughout the section.
13.3. Adjoint formulas. We define
T3 (22,8) = 21 (22, 1) t=q=1(x,s) - (13.19)

Note that by construction we have Q; (z,s) = 0forz1 < #}(22,t)|i=q-1(x.s) = 2} (22,5), and so it follows via (13.18)
that

D13 (7} (w2,5), 22,5) = Qu (¥ (22,5), 22,5) = 0. (13.20)
Using the notation in (13.19), we define
I(s)= |J (@i(z2,9),22,95) (13.21)
s’€[0,s]

and hence (13.20) implies D1J = 0 on I(e).
For energy estimates we shall work on the union of the following two sets:

PL(s) = {(x,5) € T x [0,5]: 1 > T} (22,5} (13.22a)
Ph(s) == {(z,5) € T2 x [0,8]: 21 < T} (22,5}, (13.22b)
Pi(s) =Pi(s) UPL(s). (13.22¢)

With (13.21) and (13.22), we see that PL(¢) UT'(e) = T2 x [0, ] is the entire spacetime set, but energy estimates will
be set on P* (s) U Pﬁ (s), thus avoiding differentiation across I'(s). We similarly consider the associated time-slices

Xﬁ(s) ={x € T?: 1 > T} (22,5}, (13.23a)
XA(s) = {x e T?: 21 < ¥ (22,5)}, (13.23b)
Xi(s) = XE(s)UXE(s). (13.23c¢)

Using the notation in (13.22) and (13.23), throughout this section we shall use the following notation for norms: for
0 < s < g, we denote

IEC )Lz = 1FC )z = 1FC ) 2z ) » (13.24a)
|FllLeerz == sup [[F(-8)|20x% (o)) » (13.24b)
S L2(X(s))
”F”LEs = ”F”L?(Pi(s))? (13.24¢)
[l pge, = I1F | oo (o2 (s)) - (13.24d)

2

In view of (13.38a), the same comments as in Remark 5.3 (regarding equivalence of L%S and L7 4,

and LZ%) also apply to the norms in (13.24).

respectively Lg°

Next, we compute adjoints of the differential operator D (as defined by (13.13)), with respect to the L? inner product
on ’Pﬁi (s). We claim that

D = —D, — eQ, + =Q(5 — dy) , (13.252)
D = —D; +eQ — eQuds. (13.25b)
65 =Dy +Q— Qa0 (13.25¢)
(Q0s + V)" = —(Q0s + V) — Qs + Q(Js — ) + VQ2 — DoV (13.25d)

We note that from the definition (13.12), we have Q;(z,s) = Ql(x, s) = 0 for 1 < Z%(x2,s) and so the identities
(13.25) precisely match the previously established formulas (5.28) in the upstream region. The identities in (13.25)
follow from (13.13), and from (13.27), (13.31), and (13.33), which we establish below.
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We first consider [N)*{. From (13.13), we have that

D, =4 1 < Ti(r2,9), (13.26)
5(81 — Qlas) xr1 > .’ET(.’EQ,S) .

By also appealing to (13.20), it follows that'’

_ s T . s pm T (w2,s)
/ D, FGdzds = E/ / / (01 — Q05)F G dxydwads’ + 5/ / / 01 F Gdzidxads’
PL(s) 0 Jm ST (22.8) 0 Joxtn

:5/05/_’;@(;)@1,@,5/)

S T T
— 6/ F 0,Gdz;dzeds’ — 5/ / / QG O F dzydaads’
Pui (s) 0 J—mJT}(x2,8)

:—/ FBldeldmgds’+£/ élGFdxldxgds’—s/ Q.G Fdzydas,
PL(s) P (s) X4 (s)

ylzgi(:(/?vs/)i ’
dxods

Y1 =77 (z2,8')F

(13.27)

where we have used (13.12d) to write (QQl = 0sQ and (13.12b) to conclude that Q; (, 0) = 0. This proves (13.25b).
Second, we consider D;. Employing the fundamental theorem of calculus, we obtain the identities

d ™ T T ™
—/ / F(z,5)G(z,s)dz1dxs :/ / s (F(x,5)G(x,s))dz1dzs
ds J_+ )3+ (wo Iy Fon

w J T} (x2,s") m JT7(x2,5)

— 3@?(@,s)F(%T(xQ,s),xQ,S)G@T(@,s),J:Q,S)de y (1328)

—1T

and
d T Ty (x2,s") T Z7 (z2,5)
£/ / F(z,s)G(x,s)dzidas = / / 9s(F(z,5)G(z,s))dzidz,

+ 655*1‘(m2,s)F(ﬂ(x27s),x2,s)G(E’{(xg,s),;vg,s)dacg. (1329)

The 0527 (z2, s) present in (13.28)—(13.29) may be computed from (13.11a), (13.12a), and (6.49), as
~x% * 010 Jq *
057 (02,5) = 15021 (2, Dli=a=1(w) = — 10 (mrar ) (@1 (@20 D)o ga ) (13.30)

From (6.54), (6.61), and (13.38a) below, we may deduce that |0sz7| < ¢, so that this term is finite. This allows us to
add together (13.28) and (13.29), which shows that the two integrals evaluated along I'(s) cancel each other, and upon
integrating in s deduce that

s'=s

/ F(z,s)G(x,s)dz1ds
Xl (s") s'=0

:/ Os(F(z,5")G(z,s))dz daads’
PL(s)
By setting G = EQG, we have that

/ D.F Gdzidaads = e / QFdelde‘ - / F DsGdz1dzods’ — ¢ / Qs FGdz1dzads’
Pi(s) Xt (s) 0 JPies) PL(s)

(13.31)
which proves (13.25a).

190ur computation in (13.27) makes use of the equality (FG) (T} (z2,8") T, 22,5") = (FG)(T%(x2,s') ", z2,s"), which holds whenever the
trace of F'G on I'(s) from the domains Pt (s) and Pi (s) exist and agree. Note that I'(s) is contained in the spacetime P defined in (5.17), and
that we have established the existence of a unique H"-class Euler solution in P with uniform bounds in the norms (5.36) for the H7-class initial
data specified in Section 4.2. We observe that by increasing the regularity of our initial data to H* for k& > 8, then our argument would yield a
unique H¥-class Euler solution in P with uniform bounds in the (k — 1)-order version of the sixth-order norms in (5.36). In particular, in applying
the trace to the functions F' and G in (13.27), we can assume that we have sufficiently regularity for the cancellation of the two-sided trace to hold.
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Third, we consider 53 By repeating the computations leading to (13.28) and (13.29) but with 05 replaced by 05,
we find that

/ 92 (F(x,s")G(x,s))dz1dweds’ = 0. (13.32)
Xi(s)

Letting G = Q,G, we find that

/ D.F G = f/ F62G+/ C’)QGFf/ / (QeG F)(,s)dzrdas . (13.33)
Ph(s) Ph(s) P (s) —7 JF (22,5)

and thus (13.25c¢) follows. Identity (13.25d) is a consequence of (13.25a)—(13.25¢c), since Qs + 1782 = %65 + V62.
Finally, we note that by virtue of the cancellation of the “boundary” integrals evaluated along T'(s), the sum of the
identities (13.28) and (13.29) shows that

d
— F(z,s)dx = / OsF(x,s)dx . (13.34)
ds Jxt (s) XL (s)

Remark 13.6 (Dropping the tildes). For notational convenience, we shall once again drop the tildes from all the
variables in (x,s) coordinates. Dropping tildes on the fundamental Euler variables and on the geometric variables is
done in direct analogy with Remark 5.2. Notably, we shall denote jg, 5, J, simply as J,,d,J,. This identification is
made throughout the rest of theis section and no ambiguity may arise because we shall still use the notation D for the

spacetime derivative operator in (x,s) coordinates. As such, D f means that f is viewed as a function of (x,s), while
Df means that f is viewed as a function of (z,t), where t = q~1(z,s).

13.4. The L>-based energy norms. For downstream [MGHD), with the notation in (13.24) we define the energy
norms by

E3(s) = €3 5 (5) + (Ke) €3 1 (s) E3(s) = €3 1 (5) + (Ke) €3 1 (s) (13.352)
E2,(s) = | IEDS (L, W, L, Z, LA ()52, E2,(5) = || JED (Wi, J, 2, J,AL)(-,5)|| 70 (13.35b)
E2 (s) = |F JFDO (W, Z,, Ar) (- 9)|[2s s €2 (s) = ||JZD° (W, Z,, AL )( HL% (13.35¢)

and the damping norms by

DE(s) = D2 (9) + (Ke) *DE ,(s), DE(s) = D2, (5) + (Ke) 2D . (s) (13362)

DGN / H34J2 D6<JWNaJZN7JAN Hizds/ D5N( / HD5 JWijzNaJAN Hi2dsl’ (13.36b)

DGT / ||34 J2 Db(WT7ZT7AT HLQdS D5T / ||D5 WT72T7AT HLQdS (13360)

where once again K > 1 is a sufficiently large constant, independent of ¢, chosen at the end of the proof, solely in
terms of «v and kg (see (13.55) below).

13.5. Bootstrap assumptions. We continue to use the same bootstrap assumptions as in (5.37), but instead of as-
suming that these bootstraps hold in the spacetime P (cf. (5.11)), we now assume that these bootstraps hold in the
P*# spacetime (cf. (13.7)). As such, in this section all pointwise bootstraps are assumed to hold for (z,t) € P, or
equivalently, for all (x,s) € T? x [0,¢) via the flattening map q (cf. (13.8)), and for the energy and damping norms
defined earlier in (13.35) and (13.36). We continue to follow the convention in Remark 13.6 and drop the tildes from
all fundamental Euler variables, all the geometric variables, and on the flattening coefficients.

To be more precise, the working bootstrap assumptions in this section are that

(W,Z,A,J,, h,V,X) satisfy the pointwise bootstraps (5.37a)—(5.37q) in P¥ < T? x [0, &), (13.37a)
56,56,55,55, I:~)6[~)17LHL2 , [~)6[~)2EHL2 , BG‘ZHLZ satisfy the energy bootstraps (5.37r)—(5.37u). (13.37b)

Here (W Z.A, J,, h,V, %) are defined according to the flattening (13.10), and the energy and damping norms are
defined in (13.35) and (13.36), respectively. Since the bootstraps (13.37) in this section are the same as the boot-
straps (5.37) used in Sections 5-12, save for the different weights in the L? norms (see (13.35) and (13.36)), we shall

sometimes (more frequently for the pointwise bootstraps) make reference to (5.37) instead of (13.37).
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As in Sections 5-12, the burden of the proof in the current section is to close the bootstrap assumptions (13.37),
i.e., to show that these bounds hold with < symbols instead of < symbols. To avoid redundancy, we do not repeat the
arguments of how bootstraps are closed when the proof is either identical to that in given earlier in Sections 5—12, or
if it requires infinitesimal and straightforward adjustments. Instead, we focus on the proofs of those bootstraps which
are different because of either the x;-dependence of q manifested through the fact that D =+ D1 (see (13.25b)), or
because of the fact that the weight J used in the energy estimates satisfies D13 = 0 (see (13.18)). The remainder of
this section is dedicated to closing the bootstrap assumptions (13.37).

In the process of closing the bootstrap estimates (13.37) we make use of the functional analytic framework in the
flattened domain developed in Appendix B, with the modifications described in Section B.4. We shall also utilize
the pointwise estimates for objects that naturally flow along the 1-and 2-characteristics, as developed in Appendix C,
keeping in mind Section C.1, where the modifications due to the q flattening map are discussed.

13.6. Consequences of the bootstraps and updated estimates for downstream development. Many of the bounds
established in Sections 6-9 are direct consequences of the bootstrap assumptions, the functional analytic setup in
Appendix B, and of the L°° estimates from Appendix C. We emphasize that many of these arguments apply as
is in the geometry of the downstream [MGHD), except that we refer to the bootstraps (13.37), to Section B.4, and
to Section C.1. Examples include: the bounds for the diameter of the support in Section 6.1, the bounds for the ALE
flow in Section 6.2, the pointwise bounds for (W, Z, A) in Section 6.3, the pointwise bounds for D¥(.J,W,,) and
D¥J, when 0 < k < 2 from Section 6.4, the properties of z%(x2,t) and of the curve of pre-shocks in Section 6.6,
the damping properties of J, and J from Section 6.7, and the closure of the bootstrap for the fifth order derivatives
(cf. (5.37s)) discussed in Section 6.8 (here we only use that § = 1 — 2). These arguments are not repeated here. In
fact, because these bounds are the same, throughout this section we abuse notation and make reference to equation
numbers from Sections 5-6.

The only estimates from Section 6 which require a substantial modification specific to downstream are
the bounds for the remapping coefficients ((AQ, Q,Q;, Q, Qz) defined in (13.12). The analysis in Section 6.5, or more
precisely, the bounds from Lemma 6.3, are to be replaced with the estimates obtained in Lemma 13.7 below.

Lemma 13.7. Assume that the bootstrap bounds (13.37) hold on P*. If € is taken to be sufficiently small with respect
to o, ko, and Cyata, then the functions (Q, Q, Q;, Q, Q;) defined in (13.12) satisfy the bounds

10Ee) _ CeCy, < Q < 401(1 4 @), (13.38a)
2040 < Q < 402(1 + @), (13.38b)

0< Q1 <5lp ), (13.38¢)

0<Qu<Be ey (13.38d)

|Qa| < 1500, (13.38¢)

Q2| < 1500, (13.38f)

Q) 1Q] < 2-2502Q 1 + C. (13.38¢)

hold uniformly for all (z,s) € PL(e).

We note that the lower bound in (13.38a) matches that in (6.38a), up to an inconsequential O(e) term. All other
bounds precisely match those obtained previously in (6.38), including the all-important lower bound for Q in (13.38b).
The bounds (13.38c) and (13.38d) are new; their key feature is the > 0 lower bounds for both Qq and Q1

Proof of Lemma 13.7. For 1 < xl(xg, ) the functions (Q Q:1.Q2,Q.Q, Qs,Ql,Qg) defined in (13.12) exactly
equal the functions (Q 0,Q2,Q.Q, QS7 0, Qg) defined in (5.22), because J = J (recall the paragraph below (13.6)).
As such, for these values of x1, all the bounds established earlier in (6.38) continue to hold. Thus for 1 < z7(x2,s)
no proof is required. Next, we consider the region 21 > 27 (x2,s).

We start with the bound for Q which is defined in (13.12a). In light of (13.5a) and (13.6), we first consider values of
21 such that 23 (zo,t) <z < ;rﬁ_(acg) Here, via (5.6), the fact that € > 0, using (6.24d), and the fact that the map
21 — Dyjwo(x1,22) is monotone increasing (at fixed x2) at least until it reaches the value of —% (see the paragraph
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below (13.1)), we have that

Q(I7 S) = _E(atg)(x’t)’t:qfl(r,s) = (8 J, )( ’t q-1(z,s)
> %(Dlwo + €CJt)
> i(Dl'LU() .’El (L’Q SCQ) +€CJ¢)
> e (3 —eCh) 2 T - e B Gy, (1339)

In identical fashion, for x; > xti +(x2), by using the third branch in (13.5a) we have that
(S(x,s) —e(0:d)(x, 1) |t gtz 2 Lo (Dlwo(xﬁ(xg) x9) +eCy) > 17%3“) —eltac, . (13.40)

It thus remains to consider values of z; such that a:l (z2) <z < mﬁ +(2), which represents the middle branch

of (13.5a). In this region, by construction we have that 0,J = (’9tj; is monotone increasing in x; (see (13.5b)), and
hence 6 is monotone decreasing in z. Its minimum value is thus attained when x; = .I‘ji +(x2), a point at which the
bound (13.40) was previously established. This concludes the proof of the lower bound in (13.38a). The upper bound
in (13.38a) is obtained by computing fsﬁtj_:, which by its definition in (13.5a) and by (13.5b) attains its maximum
in the region xj(z2,t) < 1 < m'i,_(:vg). In this region, we conclude via the last bound in (5.8) and the fact that
(—e0pJ,) < 2 (1 +Cy,), via (6.24d).

The bound (13.38b) follows from (13.38a) and (13.38e), since |Q — (3| < |V]|Qq| < Ce2.

Next, we turn to the bounds (13.38c) and (13.38d) which concern 1-derivatives of the geometric flattening coeffi-
cients, Q; and Ql. The definitions (13.12b) and (13.6) yield

Qi(z,5) = £(019)(z,t) = e(d1])(x,t),  where  t=q ‘(z,s), (13.41a)
in the region of interest, {21 > 2% (x2,t)}. We first note that the definition of ./, in (13.5a) yields
1) (@, t)y =0,  for  ay>a}  (22). (13.41b)

For the middle branch in (13.5a), namely |z; — zﬁ(:cg)| < we use the first two inequalities in (13.5b), which

€
1000°
may be integrated in time (since x’i does not depend on time) to show that

t
o, (z,t) :ali(z,tmwr/ (8,01 (, t")dt’
N——— tin

=0

t
:/ (8,01.J) (z, )t € [0, (thin — tin) - 2(1 + @)e 2] C [0, 5] (13.41c)
tin

It remains to consider the 0;-derivative of the first branch in (13.5a), which concerns =7 < 1 < xLL_ (x2). For these
values of x1 we have that 61f = 04 J,, while (4.10) and (6.24b), imply

101, |22, < (thin — tin) 52 (| D3wp | e + C?) < 2L 4 Ce < 2. (13.41d)

ot — 2e2 — 25¢ €

This gives the desired upper bound For the lower bound, as already noted in Proposition 13.1, for z; € [} (22, 1), 2% (z2)]

we have that Dywg(z) < — < —1, and therefore D?w(z) > £% (due to assumption ((viii))). With this informa-
tion, (4.10) and (6.24b), now 1mply

O, (z,t) > (t — tin) 52 (DIwo (2) —Ce?) > (t—tin)l;g;’( —Ce?) > (t — tin) e 8 >0. (13.41e)

Collecting the bounds in (13.41), we have thus established (13.38c¢).
Next, we consider the bound (13.38d). From (13. 12) and the chain rule we have that

Qi(z,s) = (8t813)(:c a (z,s)).

Inspecting the proofs of the bounds in (13.41), and upon referring to (6.24f) instead of (6.24b), we may deduce that
0 < 0:019(x,t) < 2(1 + a)e~2, for all 21 > % (x2,t). Using the lower bound for 6 obtained in (13.38a), the proof
of (13.38d) now follows.

Next, we turn to the proof of (13.38e) for

Qa(,5) = 555 (@) (2,07 (2,9)) = 55 (02,)(z,q7 " (2,9))
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for 2, > x% (2, t). For the first branch in (13.5a), we use (4.10) and (6.24b), to deduce |(9a.), ) (2, t)| = |(Da.J, ) (x, t)] <
(tfin—tin) 1+“ (/[D1D2wol| L +Ce? ) < %—i—é‘ﬁ < 3. For the middle branch in (13.5a) we appeal to the second bound
in (13.5b), Wthh may be integrated in time to yield | (5., )(z,t)| < 250(1 + a)e ! (tsn — tin) < 510. For the last
branch in (13.5a), we note that for all z; > z* _+(w2) by the argument in Remark 13.2 we have 8200, (21, 2, )| =
|820,J; (:L'l 4 (m2),22,1)| < (0402, (xl(xg) xo,t)| + |5‘21'1(12)H5t81 (xl(xg) xo,t)| < 242(1 + a)e~ L. Integrat-
ing this bound in time, similarly implies |(8.J, ) (2, )| < 242(1 + @)~ (tfin — tin) < 510. Using the lower bound for
62 obtained in (13.38a), the proof of (13.38¢) now follows.

Inspecting the arguments in the previous paragraph, and refferring to the bound (6.24f) instead of (6.24b), we may

deduce that |0,0;J, (z,t)] < 250(1 + a)e~! for all 21 > a7} (22, t). Since Qa(z,s) = ( ’ £ (0;029) (7,97 (,59)),

using the lower bound for (5 obtained in (13.38a), the proof of (13.38f) now follows.

Lastly, the estimates in (13.38g) are obtained by repeating the proofs of (6.38d), and (6.38f), except that these proofs
simplify in downstream region. For instance, when compared to the Qs expression from (6.50), in the downstream
region we have from (13.12) and the chain rule that

és(xa S) =

—€ -1
a(z’s) (8tat3)(x7q (x7s)) .
When compared to (6.50), the terms which involve an D?.J, denominator are absent. Given that we have already
bounded Q from below in (13.38a), repeating the same arguments as in the proofs of (6.38d) we obtain the bound for
Qs claimed in (13.38f) and (13.38g). The bound for Q claimed in (13.38g) follows from the Qs, Q2, and Q, estimates,
since |Q — Qs| < |V|Qz| + |0sV|Q2] S e. =

For the sake of completeness, we also record here an analogue of Lemma 6.5, showing that the map q is invertible.

Lemma 13.8 (The map q is invertible). Assume that the bootstraps (13.37) hold and that ¢ is sufficiently small with
respect to o, ko, and Cyata. Then, the map q defined by (13.8) is invertible, with inverse q~ ' defined by (13.9).

Proof of Lemma 13.8. The proof is nearly identical to that of Lemma 6.5. The fact that the equation s = q(z,t) =
£(1 — J(x,t)) has at most one solution ¢ € [tin, tsin), for every fixed s € [0,¢) and = € T2, follows from the fact that
0q = —c0,d = Q> 2(1;“) > 0. The fact that the equation s = q(z,t) = (1 — J(x, t)) has at least one solution
t € (tin,tain) for s € (0,¢), again follows from the intermediate value theorem because J < J, in the downstream
region (see the first paragraph in Remark 13.5). The case s = 0 is trivial, yielding ¢ = t;,. ]

13.7. Identities in the downstream coordinate system. With respect to the coordinates (z,s) given by (13.8), with
the transformation (13.10), and upon dropping the tildes (see Remark 13.6), we have the following fundamental
identities, which are translations of the identities in Section 3 into (z, s) coordinates (see also (5.30)—(5.35)):

(Q0s + Vo) J, = 2 S W + 1597,Z,, (13.42a)
(Q0s +V32)d = -2, (13.42b)
(Qds + Vdo)Doh = g(149W, + 1522, (13.42¢)
DY = 3J,(Wy — Zy) + LJ,Dh(W, — Z,), (13.424d)
DoX = g3 (W, — Z,), (13.42¢)
(QOs + V)T = —aX(Z,y + A,), (13.42f)
(QOs + V)220 = 2aﬁ2—2ﬁ(i,v +A,), (13.42g)
(Q0s + Vo) v = —(H2W, + 1522 )7, (13.42h)
(Qds + V)T = (42 W,, + ZT) (13.42i)
L(QIs +V)Q =2D1Q — al,g” 2Dyh D20 (13.42))
By using (5.8), we also note that 51(JQ —J) = BQ(JQ —J,)=0.
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13.8. Bounds for the geometry, sound speed, and ALE velocity for downstream development. We record here
the modifications to the bounds obtained earlier in Section 7, due to the downstream geometry. It turns out that the
only modification is due to the change of the weight in the energy estimates, namely 7 +— J: all the bounds which
do not involve this weight function remain identical to those in Section 7 (and for those bounds we abuse notation and
make reference to equation numbers from Section 7), while all the bounds which do involve this weight function need
to be modified by exchanging J with J. For instance, the bounds in Proposition 7.1 now become the bounds given
in Proposition 13.9 below. The corollaries and remarks which follow this proposition (in particular, the closure of the
(5.37t) and (5.37u) bootstraps in Corollary 7.2) remain the same as in Section 7, and to avoid redundancy we do not
repeat those arguments here.

Proposition 13.9 (Bounds for the geometry, sound speed, and ALE velocity). Assume that the bootstrap assumptions
(13.37) hold, and that € is taken to be sufficiently small to ensure €= ((By) + (By) 4 (Bg)) < 1. Then, assuming ¢ is
sufficiently small with respect to a, kg, and Cyata, the functions (J,, 51/1, 52/1, 3, V) satisfy the bounds (7.1b), (7.1d),
(7.1e), (7.1))—(7.1k), and (7.11)-(7.1m) respectively. Additionally

sup [|#2DCJ, (- 9)||7 o + L3702, S (Bo)?, (13.43a)
s€(0,¢e] s Tz z,8
sup [|JFD°Dahl(-,s )IILooLz +1119” 4D6D2hHL < K% (Bg)? (13.43b)
s€[0,e]
sup Z 1375 (DM + L7DI1DoR) | 2 | + 1375 (D717 — 2aDPIDah) |12, < Ke®(Bg), (13.43¢)
s€[0,e
|’Y| 3
sup ||d~ 4D6NHL2 +19- 4D67HL2 < Ke?(Bg), (13.43d)
s€[0,e]
sup (||34D6‘N||L00L2 +||34D6¢|\LW) Ke? (Bg) (13.43¢)
s€[0,e]

where the implicit constants in all the above inequalities depend only on o, kg, and Cyata.

Proof of Proposition 13.9. We explain the downstream modifications required for the proof of the inequality (13.43a).
Just as the equation (7.11) was obtained, letting D® act on (13.42a) in the set Pui (€), we have that

(Qds + V) (D®J,) = 1£2D8(J, W) + 152D5(J,Z,) +R,, , (13.44)

where R, = —D®V Ds.J, — (D°,V,D2J,). Foreach's € (0,¢), we compute the L*(X! (s))-inner product of (13.44)
with J2 SGJQ to obtain that

%/ 9% (Q0s + V)| DS J, |2
i
Xi(s)

15 A A —a
- HTa/u 32D6(J9WN)D6J9+IT/
Xi(s)

Xﬁ()géf)ﬁujN)f)GJﬁ/ iR, D°J,.  (13.45)
+ S

XL (s)
Next, we commute the operator (Qds + V 02) past Jz separately in the regions X% (s) and Xi(s); here, recall the
definition of J in (13.6). In analogy to (7.13), in both X* (s) and Xi(s) we have that for any function f = f(z,s) >0

and any r € R we have the following identity and subsequent estimate (by appealing to (13.42b))
3"(Q0s+ Vo) f =0s(3"Qf) + 02 (3V f) = rfF" 1 (Q0s + V2)d — f3" (Q+ 02V)
=0s(3"Qf) + 0o(IVf) +r2fI" 1 — 3" (Q+ 02V, (13.46)

Integrating the above expression over Xi (s), appealing to (13.34) for the d; term, to (13.32) for the O term, appealing

to the Q and Q bounds in (13.38), to the V,, = O(e) bootstrap in (13.37), and upon taking ¢ to be sufficiently small,
we arrive at the bound

/ 07(QDs+ V) f > 4 / §rQp + 2riita) /
Xi(s) 1(s) xh(s

Xi i()

gl M/ IQf. (1347
xt

+ (s)
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With = 1 and f = 1|DS.J, |2, we use (13.47) to lower bound the left side of (13.45), resulting in

& [, Bapp ke [ grapeap - [ gappep
XL(s) xt(s) XL (s)

92D%(.J,Z,,)D% J, +/ JiR,, DJ,.

< ”7“/ 3%66(JQWN)56J0+1*7&/ j
xi(s) Xi(s)

X (s)
The integrals on the right side of the above inequality are analyzed in the identical manner as in the proof of Lemma 7.4
(see (7.14)—(7.16)). By using Gronwall’s inequality on the interval [0, £] to handle with the third term on the right side
of the above inequality, and using the lower bound in (13.38b), we arrive at
sup [[7D°J, (- )|[2 + LTI, |72 < IID°, (- 0)[F: +<(Bs)?
s€[0,¢] -
Using (4.11), we arrive at (13.43a).

The downstream modifications (when compared to the proof of Proposition 7.1) required for proof of the inequal-
ities (13.43b)—(13.43e) are identical (going through (13.47) instead of (7.13)) and these details will be omitted. To
avoid redundancy, we also omit the proofs of the unweighted bounds for (.J,, D, h, th, %, V), as these are established
exactly as in the proof of Proposition 7.1. ]

13.9. Estimates in the downstream geometry which are improved due to vorticity bounds. In the downstream ge-
ometry given by the transformation (13.8) we still obtain an improved estimates for the vorticity, and as a consequence
we have that:

(Jg\iVN, 2,\/, AN) satisfy the improved bounds (8.21), (8.22), (8.44) and (8.50) , with J replaced by J. (13.48)

As shown in Section 8, these improved bounds are a consequence of the bootstrap assumptions (these are causing the
need to exchange any power of J for the same power of J, which in light of (5.29) and (13.18) are both equal to
the same power of (1 — £)) and an energetic bound for the vorticity, with optimal weights (independent of J). This
vorticity bound was obtained previously in Proposition 8.1; it remains unchanged in the downstream geometry, though
the proof needs to be slightly altered due to the presence of a 9y derivative (see (5.35)) in the specific vorticity transport
(see Section C.1). We record these vorticity estimates next:

Proposition 13.10 (H° estimates for the vorticity). Assume that the bootstrap assumptions (13.37) hold and that € is
taken to be sufficiently small with respect to «, g and Cyara. The ALE vorticity Q) satisfies the HS energy bound (8.2),
the L™ bound (8.3a) and the W'°° bound (8.3b).

Proof of Proposition 13.10. The claimed vorticity estimates are established identically to the proof of Proposition 8.1,
and are a consequence of the following bound for the specific vorticity

~ € ~
sup || JED6Q(,s)|[%, + g/ ID6Q(-5)|| 2, ds < e(Bg)?. (13.49)
s€[0,¢e] * 0 *
To avoid redundancy we only sketch here the modiﬁgations (when compared to the proof of (8.1)) needed to establish
(13.49), which arise to the D1 -derivative. Applying DS to (13.42j), as in (8.4) we arrive at

%(Qd5 + V,)D°Q — 2D, D°Q + ad,g~ 2D2hD2D°Q = R (13.50)

where the remainder term R, is defined exactly as in (8.5). We test (13.50) with £=28+1D6Q, with 8 > 0 to be
chosen appropriately (in terms of «, xq, Cqata), and integrate over Pﬁi (s). Note that here we do not multiply by powers
of J (as opposed to (13.45) earlier), and so appealing to (13.47) is not necessary. Additionally, note that the term
containing a d; derivative, namely —§% 727 +1D; | DS Q% does not contain a J, or J term. Instead, we appeal directly

to the adjoint formulas for (Q0s + V 92)*, [~)*1‘, and [~)§ from (13.25), and to the bounds (13.38) to deduce in analogy
with (8.6)—(8.8) that

1 1 S ~ _
H("QE#DGQ(-,S)H; — || Y2 Boa,0)|7, +//‘D6Q|2ﬁGQ+a/ﬁ‘D6Q|22Q1
“ @ 0 _—

>0 due to (13.38¢)

:a/gé’ﬂlﬁﬁﬂfz@g‘%f)gh‘ +//#RQ56Q. (13.51)
S 0

S
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where
Go = —((“‘T"‘JQ\I'VN +15277,0) + 2087, (2, + AT)) —a(B = Y(L,Wy — J,Zy + J,D2h(W, — Z,))
— J(Qs = VQa + D2V) — aXQi + (28 — 1)a,g~ 2D2hDs¥ + aQaXJ,g~ 2 Dahr. (13.52)

The remainder term R, present on the right side of (13.52) satisfies the same ¥~ ”-weighted Li’s bound as in (8.14).
When compared to (8.6)—(8.8), the new contributions are those due to Q; for the temporal boundary term in (13.51),
and Co)l in the definition of G (13.52). According to (13.38¢c) we have that Q; > 0, and thus the additional temporal
term in (13.51) has a favorable sign, allowing us to ignore it. Also, according to (13.38d) we have that 0 < Ql < el
so that similarly to (8.9) we may deduce

Go > (B +3)(55: — £J,) - 2BEQJ, — C(B) — 2o,

€ €
Due to the last term appearing in the above lower bound on Gg, the size of 3 (cf. (8.16)) needs to be increased by
an additive factor of 6xg. Thus, for 8 = B(a, ko, Cyata) chosen suitably, and for ¢ sufficiently small (in terms of
@, Ko, Cdata), in analogy to (8.17), we may deduce from (13.51) that

1 s _
D0, + & [ IS0
o S 5 ~ o
< |22 5o, o), + ¢ / |AREBE( o) 2, d5 + Co(#h ") (Be)?.

Using Gronwall for s € [0,¢], multiplying the resulting estimate by 535 , and appealing to (5.37p) and (13.38b),
concludes the proof of (13.49). O

13.10. Closing the pointwise bootstraps in the downstream geometry. The pointwise bounds which were previ-
ously established in Section 9, only relied on the evolution equations in (x,s) coordinates (cf. (5.30)—(5.34)), the
bootstrap assumptions, the functional analytic setup in Appendix B, and of the L°° estimates from Appendix C. These
arguments apply as is in the geometry of the downstream development, except that we refer to the evolution identi-
ties (13.42), the bootstraps (13.37), to the functional analytic bounds from Section B.4, and to the L*° estimates from
Section C.1. We omit these redundant details concerning the closure of the pointwise bootstraps.

13.11. Downstream energy estimates. At this stage in the proof, it only remains to close the bootstrap (13.37b)
(see (5.37r)) for the sixth order energy 56 and damping Dg norms, defined earlier in (13.35a) and (13.36a).

Previously, this was achieved by separately establishing a bound for the tangential parts of the energy gﬁ’fr and
damping 25677 in Section 10, and the normal parts of the energy 56, ~ and damping 7567 « in Section 12. In turn, these
estimates required that we established improved energy bounds for six “pure time derivatives” in Section 11.

For the downstream [MGHD), we follow the same exact strategy. As before, the tangential bounds from Sec-
tion 10 and normal energy estimates from Section 12 run in parallel, the only difference being that the fundamen-
tal variables are un-weighted for the tangential part (i.e. (\/'\/T7 27, AT)) and are J,-weighted for the normal part
(.e. (Jg\IOV Ny g y4 A Jg,& ~))- The special estimates for six pure time derivatives from Section 11 are used in the same
way, to treat the remainders R; and RY, in the Z, and respectively J, Z equations.

Since the tangential and normal energy estimates run in parallel (similarities and differences may be seen by com-
paring Sections 10 and 12), we do not repeat both of these two sets of energy estimates for the downstream geometry.
Indeed, the downstream modifications to the tangential component energy estimates are identical to the modifica-
tions made to the normal component energy estimates. For the sake of brevity, we chose to only give details for the
downstream modifications to the normal energy estimates (see Section 13.12 below).

13.11.1. Sixth order tangential energy estimates. For the tangential energy estimates, at this point we simply record
that by repeating the arguments from Section 10, with the modifications outlined in Section 13.12 below (see the
argument leading to (13.78)—(13.82)), similarly to (10.71)—(10.72), we obtain that there exists a constant

Camo > 0,

which depends only on « and also on kg, and may be computed explicitly, such that

sup HH JZDG(WT72T7A HL2 / Ha J2D6(W7'7Z7'5A HLZ
s€[0,¢]
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€ ~
# s 8 B, + b [t D79
¢ 0 x

s€[0,e]
< Eamg(cdata B2+ Cet K2<BG)2> . (13.53)
Then, as in (10.73)—(10.76), upon ensuring that
Bs > max{1, Cqata}, (13.54)
and upon defining
K := 8 max{1,Z .}, (13.55)
by letting € be sufficiently small in terms of «, kg, and Cyata, we deduce from (13.53) that
e sup &g,(s) + D2 (e) < L(eK)?BE. (13.56)

s€[0,¢]
This bound is the same as (10.76). It closes the “tangential part” of the remaining bootstrap (13.37b) for ENG and 256.

13.11.2. Sixth order pure-time energy estimates. For the energy estimates concerning pure time derivatives, we record
that by repeating the arguments from Section 11, with the modifications outlined in Section 13.12 below, the same
bound as given in (11.2b) holds, namely

2 || D82y | s + || I D2 gs%Hg%Jg%BfiNHLMg+\]3%J§6§2NHL2 <eK(Bg).  (13.57)

13.12. Downstream energy estimates for normal components. It thus remains to outline the modifications to the
normal energy estimates in Section 12, required for the downstream geometry. We continue to use the equation
set (12.1) for (J, W, J, Zy,J, AN) in (x,s) coordinates, with the operator DS used only in the set Pi( ), so that
differentiation does not take place across the surface I'(¢). According to definitions (13.35) and (13.36), the energy
identity (12.5) is replaced with the downstream energy identity

//333% ((12.1a) JDS(J,W ) + (12.1b) DO(J, Z ) + 2 (12.1c) DO (J, A ) )dzds/ ~0, (13.58)
0

IWTL Iin ];\n

where once again j;, = Y28+l and B = B(a, ko) > 0is a sufficiently large constant chosen in the proof (see (13.79)).
Here and throughout the remainder of the section we use the integral notation

S S
/ to denote / dz, and / / to denote / / dzds’ = / dzds’. (13.59)
Xt (s) 0 o/ xi(s) Ph(s)

i
With this notation, we frequently appeal to (13.32), (13.34), and to the adjoint formulae (13.25).

13.12.1. The additive decompositions of integrals I, I?~, and I*~. In analogy to (12.6), we additively decompose
the integral I"V» as

W _ W W W pW W
W = [V IV I Y 4

e | [ S 0,00+ VOB () B ). (13.600)
= /0 S/jﬁg%ggg—%sﬁugi\m B, W) (13.60b)
1 = o [ 1397 AuB25%, o). (13.600)
JLA— /O S/Jﬂgg 1,9 (I W + J, 2, — 2J,A7)DD07-x DO (I W), (13.60d)
Jh— /()S/Jﬁgéjg(sﬁpvy +RY + ) DO (W) (13.60¢)

where we have used the notation in (13.59). Next, in analogy to (12.7), we additively decompose the integral I Zn as

I S N AR S AN L O N (A (1
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2 = [ a0t 0,(Q0c + VOBt (12,0 B 2.0, (13.61a)

e — - /0 S/E.lwaugv"vN 208 B2 (13.61b)

IZ = —a /Os/jﬁg—ég%JgBQBG(JgAN) DS(J,2,), (13.61c)

12— a/oyjﬁg;[]gg;,sN52561q BO(LZ0), (13.61d)

=g /05/3533 19" 2 (I, W,y + J,Zy — 2J,A,)DsD°7-n D8(J,2,) (13.61¢)

it = [ [180.6°0,20 D20, (13610

2 — 2 /0 5/]53% J(Ay +27)(D1D°7x — 2,97 D51 D00 x) DY (,2.) (13.61g)

- [1082,(B,8°, — a9} BanB:5%,) B2, (13.61h)

e =0 [ 10007 005,00, 2.0 B0, 2., (13.61)

Iy = ‘/Os/ﬂaag (B°FY + Ry +¢4) D°(J,Z), (13.61))

where we have used the notation in (13.59). Lastly, in analogy to (12.8), we additively decompose the integral I An as
O U U YR S S

L = 2/05/2;332%@35 +V,)D%(J,Ay) D°(JA,), (13.62a)

B [shai, - 12,025 LA (13.62b)

I?é” =2« /07]/4};33 J,D2D%(J,3,) DS(J,A ) | (13.62¢)

If" = 2« /07359_;‘32(%2@5256&79 DY(J,Ay), (13.62d)

R /OS/]ﬁgnggézD]Tf)QE)GT-N B°(J,A), (13.62¢)

= - /07]ﬁ336166(JgAN) D°(J,Ay). (13.620)

JL /Oyjﬁgi(JgWN + 7,20~ 27,A;) (DD — 27,973 D:h DD ) DU AL),  (13629)

]85‘" =2 /()73333,&N(6156Jq —eJ,g 2Dsh 5256Jq) DS(JAL), (13.62h)

1 =0 [ [ 4007500 A DAL, (13.620)

e - /O S/]ﬁgz (D°FY +RY +¢)) DA, (13.62)

where we have used the notation in (13.59).

The majority of the 26 integrals listed in (13.60), (13.61), and (13.62), are estimated identically as in Section 12.
We will explain the modifications that are required for those integrals in which we must integrate-by-parts with respect
to [~)1, both because Bf is contains two extra terms (see (13.25b)) which require the new bounds (13.38c)—(13.38d),
and because 513 # 0, which requires appealing to (13.18).
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13.12.2. Downstream modifications to the exact derivative terms. The identity (12.9) for I)V" + I 12" +1 f\" remains
the same, except that the damping term Gg carries the natural modification J + J, i.e., (12.10) becomes

Go > —3(Qs + V) (3 J,) —52QJ,3% — C(B)3*J, (13.63)

=:Ggood

The first real modifications are to the term (12.11) concerning g "+ Fia ¢". Here 01 needs to be replaced by Dy, and
using (13.25b), we have that

Ign + Ién

s 2 o~ ~ o o
_a / / 15D, 2y S AL
0

//ﬁGl|66(J92NanAN’)’2+a/]ﬂélgglﬁfs(‘]gz/\fv‘]g&/\f)‘z
0

, (13.64)

>0 due to (13.38¢)

where
G = —a(28 — )FE LD — axQid? + 22592 D.J.
Taking 5 > %, and appealing to (13.18), (13.37), (13.38c¢), (13.38d), and (13.42d), we then have that

G >a(f— D)L - 252 7,Q- C)p — 2amogs (13.65)
The last two terms appearing on the right side of (13.65) are the new terms caused by the downstream geometry.
The first term will be absorbed by choosing 3 sufficiently large, while the second term is obviously a Gronwall term.
Combining (13.64) and (13.65), we obtain that

R 40“”°/| L0/, 2, LA (5,0

B 16(?5-[3(1)6 /|‘34(JQ DG(J ZN>JAN) HL2 (13.66)

The identity (12.13) for [, 3” + IgA” remains the same. The lower bound (12.14) for G, and (12.15) for the temporal
boundary term, remain unchanged (except for J 3 5 J2). The identity (12.16) for I. 22" +1I 9" remains the same, and

the damping coefficient Gg satisfies the same lower bound as in (12.17), except for the usual modification J 3 g5,

At last, the identity (12.18) for 1. ;N n4 . §” +1 5‘” remains the same, except that the weight function is 3% instead of J 3.
With the definition of Ggooq in (13.63), and with the updated lower bound (13.66), the estimate (12.19) summarizing
the contribution of all exact derivative terms becomes

( CE)"H4(J9Q)Z D6(J Wi, J, 2, J,AL)( HLz - Ha%gigf)%f)ﬁ(‘]gwmJgiN,JgAN)(-,o)y 2
+//ﬁ(cgood — CB32J,) D (I Wy, J, 2, J,A )|
+ (e g / [0 2 A (5
- (Mt v sy [0l 5052, g A (5, 08
2502/ Ha4 JQ)zDG(JWN) Hm (13.67)

where C = C (a, Ko, Cyata) is a positive constant independent of 3.
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13.12.3. Downstream update to geometric lemmas. In order to deal with terms that contain over-differentiated geom-
etry, we next generalize Lemmas 12.1 and 12.2 to the geometry of Pzﬁt (s).

Lemma 13.11. For a function f(x,s), we have that

S K2 B0)? (|#DF ., + 1072,z ) (13.68)

S ~ ~ ~
/fN-DGT DQDGJQ‘ +
0

S ~ ~ ~
/fN-D2D6T D°J,
0

We note that when compared to (12.20), the bound (13.68) is missing a factor of & next to ||J = f|| Lz, This helpful
factor of € was however never used in any application of (12.1), so that we may use (13.68) as is in all energy estimates.

Proof of Lemma 13.11. We explain the modification of the proof of Lemma 12.1 that will lead to the inequality
(13.68). In particular, we explain the modifications to (12.22) which occur when replacing the formula (5.28b) with
the new identity (13.25b). The identity (12.22) is replaced with

//fN DS7 D,D%J, ———//Dl fg?) (w-DO7) // (Qz — Da)(f J,Dah) — Qi f g% )(/\/ DS7)?

4—%/(szJgDzh—51fg§)(N-DGT)2 —é//fN'DGTQET-DlN 7-D°7
s 0

s _ _ L _ s _ _ L _
+§//fN-DGTN-D6(g§N) N-DlT—i—%//fN-DGT((D67g§N¢,D1Ti))
0 0

+ / / f x-DO7 J, Dohr-Dan 7-D°7 — / / fn-D57 A DO(J, Do) Do
0 0

—//fN'BGT((ﬁ(S,JgBQhNi,627’1-)). (13.69)
0

Using the bounds established in Proposition 13.9, the new terms in the above expression (when compared to (12.22)),
due to Q; and Q;, are estimated from above by 5||3_%f||L;c (e71)|92 1720 113~ TN-DOTY2, +(1 35N DOT2 0 2) S

~

HH_%fHLgosES K2(Bg)2. This estimate is clearly consistent with (13.68). Usmg Lemma 13.7 and the identical proce-
dure that we used in the proof of Lemma 12.1 (except that any reference to the bounds in Proposition 7.1 need to be
changed to the bounds in Proposition 13.9), all other terms present on the right side of (13.69) may be shown to be
bounded from above by the right side of (13.68). The bound for the second term on the left side of (13.68) is obtained
by using D3 to convert D,DS7D6J, into —DS7D,DEJ,, as in (12.23). Since the formula for D in (13.25¢) is the
same as the one used in (12.23), the bounds are identical to each other. O

Lemma 13.12. For a function f(x,s), we have that

/fN.f)lsGT 564 4
0

/fN-56T Blﬁﬁjg‘ < e*K(Bg)? (\\H%Bfum + ||3‘%f||Lg?s) . (13.70)
0

Proof of Lemma 13.12. The bound for the integral fg [~ -[~)1 DS SGJg is unchanged from the proof of Lemma 12.2
and uses (12.26). To bound the integral fos f fn- DS 51 BGJ , we use the identity (13.25b), and obtain

//fN D%7 D;D°J, = //fN D:D%7 D%/, // 1(f i) — eQuf wi) DO7; DO,

76/§1fN~D6T DS,

We have established that the first integral on the right side has the bound (13.70). The remaining integrals are bounded
using (13.37), (13.43), and Lemma 13.7, and the desired inequality follows. O

13.12.4. Downstream modifications to bounds for the forcing, remainder, and commutator functions. The bounds
obtained earlier in Section 12.7.2 hold without change. Note that in these terms there is no integration by parts being
used. One only uses the bootstraps (13.37), the updated bounds for the geometry from Proposition 13.9, the improved
bounds for normal components (13.48), especially for y4 ~» the estimate (13.57) for pure time derivatives of y4 > and
the commutator and product estimates from Appendix B. The bounds (12.29), (12.31), and (12.38) hold as is, except
that the weight 7 needs to be updated with the new weight J.
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13.12.5. Downstream modifications to the terms with over-differentiated geometry. We discuss the modifications to
the followmg sets of terms, all of which contain over-differentiated geometry: I W N 5"+ Jia 7" (see Section 12.7.3),
IW" + IZ” + IA” (see Section 12.7.4), IA” (see Section 12.7.5), IZ" (see Section 12.7.6), IA" (see Section 12.7.7),
and I? §™ (see Section 12.7.8). Several of these terms are bounded in precisely the same way as in Section 12.7, either

because they do not contain the operator éﬁ 1, or because they are dealt with by directly appealing to Lemmas 13.11
or 13.12, which have already been updated to the downstream geometry. For the convenience of the reader, we go
through these terms one by one.

We offer more details for the analysis of the combination [ %N 4T 52" + I7A”, which was previously analyzed in
Section 12.7.3. We view these modifications as a template for the necessary changes to all other terms discussed in

the above paragraph. First, consider the term I An as defined in (13.62g). Taking into account (13.25), the decompo-
sition (12.40) becomes

I7A -77"+IAb +I7c"'[7A

= -2 //gﬁgf(Jg\i’vN +J,Zy — 2J,A)DOT-N (6156(J92\N) —eJ,g"2Dsh BQBG(JQZ\N)) ,
0

Iy =2 / / (D1 = g ¥BahDs ) (18 (J,Woy + J, 2, — 2J,A7)x;)D°7: DO(J,A,)

n=a // Q1 Jq” 2D2hQ2>jﬁH2(JWN+JZN 2J,A,)Db7-x DS(JA, ),

S

I?,Z% = /(Q1 J,9”2Dsh Q2)3332 (J, Wy + J,Z, —2J,A,)DS7-x DS (J,A L)

The only change to Ié" is that the differential operator 61 may act on the Weight g% . This term is handled using

(13.18), which gives D.,J = Q1, and the upper bound in (13.38c). The changes to )ia 7. and Iz A” » are the emergence of the

Q1 and respectively Q; terms. Note however that these terms are only nonzero in P +( s) (see (13.38c) and (13.38d)),
and we have that

J<J,<J,,
due to Remark 13.4, and to (5.10)—(5.14). Using the bootstraps (13.37), the bounds in Lemma 13.7 for the remapping
coefficients, and the bounds for the geometry from Proposition 13.9, we deduce

25|+ (T8 + |12 S ()2°K(B)?,

which precisely matches (12.41). The analysis of I7Afjl requires the decomposition in (12.42) (with J replaced by J).
Among the eight terms appearing in the decomposition (12.42), the last five terms require no modifications beyond
those already given by Lemmas 13.11 and 13.12, so that the bounds (12 43)—(12.45) remain the same. To see this,

consider for instance a term which involves the D; operator, such as A Toavic For this term we form an exact derivative

and integrate-by-parts with respect to D, using (13.25b) to obtain that
s ~ ~ o~
-2 //gﬁg%ug\i’vN +J,Zy — 2J,A)*D07-A J,D, DT - N
0
S
=2 /O/(D1 —eQ1) (]ﬁgg(ngN + 2y — 2J9AT)2NZN7)D6TiDﬁTj

+5 [ Quat (W + 5,2~ 22,7 [0

From (12.45), (13.37), (13.43), and Lemma 13.7, we see that the above term is bounded by ( )25K2<B6> , consistent

with (12.45). For the second term in the decomposition (12.42), namely I? the only downstream modification

a, ’ll’
stems from the term 2 72 iig> in which (Q0s + V9s) acts on 3 2 instead of j 2 ; this term satisfies however the same
bound (up to a universal Constant) so that (12.47) also remains the same. This leads to

An An An An An An An
|I7a u‘ + |I7a uz| =+ |I7,a,iv| + |I7(L 1)| + |I7a m| + |I7a vu| + ‘17 a, mn‘ S ( )25K<Bﬁ> .
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The last term to be considered in the decomposition (12.42) is 12" .. We use 5; to decompose this term into four

pieces, as in (12.48). The first of these terms precisely cancels the sum Igv” + 1. 52” which together with the bound
(12.50) for the remaining three terms implies

'+ 12+ 1,

7,a,i

| S () K(Be)?.

Adding the estimates in the above three displayed inequalities leads to a bound for 7, g"’ +1 52" +1 ? which precisely
matches (12.51).

Next, we consider the combination IXV" + 1 42 + 1, é". A close inspection of the analysis in Section 12.7.4, shows
that the all-important cancellation (12.60) remains the same, and that upon appealing to the updated Lemmas 13.11

and 13.12 all other bounds remain unchanged, leading to a bound for |IXV" +1I f" +1 Q" | which exactly matches (12.61).
Next, we consider the term I4A", which was clearly the most challenging one to handle in Section 12.7. The

estimates (12.62) and (12.64) remain unchanged, so that we only need to estimate the term [, f,gﬁi which was defined

in (12.63a). Exactly as in (12.65), we decompose I f into nine parts. Among these nine parts, six of them are

a,t

bounded in precisely the same way, via (12.66) and (12.67). It thus remains to carefully analyze the Jf\ ", JgA ™, and
Jé" terms appearing in the decomposition (12.65), which we recall here for convenience

° S ° o ~ ~ o
A= / / 2208 (LW, — J,2,)(Q0. + V2)D%, B (J,W,.), (1371a)
0
i = —%//%3% (J,W)DOJ, DO (J, W), (13.71b)
0
Jhn = _/%g%JQWNBGJg DS(J, W) . (13.71¢)
S

For Jf‘ ", we first commute Q0s + V 0 past D6 acting on J, using (13.17). The commutator is lower order, while the
principal term gives via (13.42a) a contribution of the type (1£2D°(.J, W,) + + 152D6(J, Z.)). The next trick is to
rewrite J,3, = L(J,Wy) = 3(J,Zy) = 11 (Q0s + Va)J, —
as in (12.68), and appeal to (12.692a)—(12.69b) to estimate

H—Q(J Z,). This allows us to rewrite J{\" exactly

Jin > / / b5 92(Qs + V,)J,| DS (J, W) |?
0 %/—/
=:Gpad

~C(%)%(Bo) - ”a/ |12 D°(,Z) ()| | B DO (AW ) (13.72)

SlIFPeS

The last two terms on the right side of the above display are standard, while the first one, containing the “anti-damping
term” Gpad, needs to be combined with the “damping term” containing Ggeoqd, Which is already present in (13.67).
Recalling the definition of Ggooq from (13.63), and using the definition of Gpaq given above, we next claim that

Good + Gbad = —1(Q0s + V,)(32 J,) + 3% (Q0s + Vo) J,
= %(3%@35 + V), = J,(Q0s + Vaz)éﬁ) Lagiy, (13.73)

which serves as the replacement of the lower bound (12.69d) in our downstream analysis. To see that (13.73) holds,
we consider separately the regions P* (¢) and Pi(e). For (z,s) € P (&), by construction (see (13.6)) we have that
Jd = J, and so we can apply (6.65), to obtain the lower bound %[7 3 J, = 1+“ 32 , which is identical to (12.69d),
and is consistent with (13.73). For (z,s) € Pi (€), we cannot directly appeal to (6.65), and instead need to revisit
the proof of this bound, which we detail as follows. Using the bounds 0 < g < J,, the identities (13.12), (13.18),
(13.42a), the bootstrap assumptions (13.37a), and the estimates (6.17a) and (13.38a), we deduce

304 (3(Q0, + VR)J, — 3,(Q0, + V)3

= 30 (3(5 AWy +1520,2) +3,2)
> 19t (~a(%2 +0) + 30,2 - ©))
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> 0 (- (52 O) + A (TR - ) = g (A - Ca) 2 b . a3

The above bound is identical to (6.65), and concludes the proof of (13.73). Indeed, combining (13.72)—(13.74), we
arrive at

i s ok ~ o 2 o 3
sz [ (52000, — Guane) DM = O B = 252 [ 802009
(13.75)
The above bound is identical to the one obtained earlier in Section 12.7.5. We return now to the terms J3 and

J ™ given in (13. 71) For J3 " the trick is to again rewrite D6(J WN) =
((Dev‘/vDQJ.q))) 1+a
the operators 01 or D1 are not involved here. Since in the downstream development we still have (Qds+V 02)d = —8,
and since Q satisfies the bound (13.§8b), which is identical to (6.38g), the bounds (12.71) for the nine terms appearing
in the decomposition (12.70) of J?” remain as is. This means that we may use precisely the same Cauchy-Young

1+a(Q8 +V82)D6J —|— (D6VD2J +
a6 (J, yA ~)» leading to a decomposition identical (except for changing 7 to J) to (12 70), because

inequality for the Jg\" term as in (12.72). Together with (13.75), we may summarize the lower bound for 7, f" as

I 2 —O(A ) (Be)? — B2 (14 25) ()% Chys

S ~ o ,~
o[]S (2, G PP = 220 [ 5005, 2, ) 08
LA. 1 -
e 1B 9, - 20“50“&?;5“60”“ 1860190200

st [ IS BO S0 + (8- G / [l

392+5002/ H34 JQ D6(JWN)

25| 219 56 (A, ) (13.76)

97z - 2 )20

a bound which is identical to the one obtained earlier in (12.73).

Next, we consider the term I7Z" defined in (13.61g). Previously, this term was handled in Section 12.7.6. In this
term we need to appeal to the new formula for f)* (see (13.25b)). Accordingly, the decomposition (12.74) is such that
I 7Za remains identical, I* 7., Temains the same except that D, may act on J3, while I 72 and I 72’3 become

TZ7 = the old IZ7, from (12.74) — 2a //(31]/,3% J(Ay +2,) DTN DS(J,2y),
0

127, = the old IZ7, from (12.74) + 2a / Qupdi J,(Ay +2,) DS7-n DS (J,Z,)

S

By appealing to (13.18), (13.37), (13.38c), (13.38d), and (13.43), we see that the bound (12.75) for |I7i*g + I?fg + I7271|

remains the same. It thus remains to consider the term I%j;, which is decomposed in eight parts according to (12.76a).
By once again employing the updated inequalities (13.68) and (13.70), using exact-derivative structure, the updated
adjoint identities (13.25), the updated coefficient (13.38) and geometry (13.43) bounds, we find that following step by

step the procedure outlined in (12.77)—(12.80), we arrive at the bound |I7Z | < Ke(+ )25 (Bg)?2. Putting this together

with the bound for |I. 722 +1 722 +1 72”&| discussed earlier, we arrive at the same conclusion as (12.81), namely that
ylz | S Ke(£)*7(Be)?. (13.77)

The only terms with over-differentiated geometry which remains to be discussed are I 82” (see (13.61h)), and 1, é"’
(see (13.62e)). A close inspection of the analysis of these terms Sections 12.7.8 and 12.7.7, respectively, reveals that
the bounds (12.83) and (12.82) remain unchanged.

13.12.6. Downstream modifications to the forcing and commutator terms. A close inspection of the analysis of the
forcing, remainder, and commutator terms from Section 12.8, leading to the bounds for the integrals Igv no I 1261’ and

I fo" ), shows that no modification is required, and that the bounds (12.84a), (12.84b), and (12.84c¢) hold as is (with the
weight J being replaced by J).
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13.12.7. Conclusion of the downstream normal component estimates. We collect the bounds for the integrals that
required downstream modifications. Combining (13.58), with the downstream modified bound (13.67), with the un-
modified bounds discussed in Sections 13.12.4, 13.12.5, 13.12.6, exactly as in (12.86) we conclude that

0> (4 - )H‘“JQ DS(J, Wy, J,Z, J,AN)(-

1+a (2 4

HL2 )( )Qﬁcdata C(%O)2ﬁK2<BG>2

(H-Ot)4

+(%f-édoaﬁw§f6waMszJAm 5209

(AR en o ge (164 25%)(1 / 14500 (J, 2, A ()}

— (P 433422507 + 39° + 500%) /||3“ Q2 561, 1, Z,, T, A (- )¢

+ sorray 2| G BO, (), — estet0nset 4 / R ACE
N & A CR | PRERN (R é//wamWI (1378)

where C' = C' (e, Ko, Cdata) is independent of /3 and e. The bound is nearly identical to (12.86). Besides a factor of
12(1 + «) which has now become 17(1 + «), the only other modification comes in the coefficient for the damping
term on DS(.J,Z,, J,A) (see the third line on the right side of (13.78)): instead of a (8 — 1), the modified bound
contains a(f — %) — 40akg. These modifications have as a consequence the following choice for the parameter 53:

Bamo = 40 + 209 (16 4 252) — O (13.79)

When compared to (12.87), we notice the linear factor 40k in the definition of 8 = B, ,,. With the choice (13.79),
we may now return to (13.78), choose ¢ to be sufficiently small in terms of «, g, Cqata, SO that in analogy with (12.88)
we deduce

53’ H;(B{vigzw(‘] WN’JZN’JAN HLZ + 20( 1+a) 52’ E%gio D6 )8 HL2
gg/@x;wamJAJAw )05 + mmmﬁ/m%;w )8
F (24 @) ()70 Chapa + C ) *Pmo K3 (Bo)?
i Clomnd (YD 5o, 20, LA 508+ 6 [ QB0 380

where C is a universal constant (in particular, independent of «, K¢, Cgata), and C = Co'(a, k0, Cdata) 18 as usual.
Comparing to (12.88), the main modification (besides 8, — Bq.x,) arising in (13.80) is the dependence on (akg) of
the Gronwall constant appearing in the third term on the right side of (13.80) (in (12.88) this constant was universal).
Nonetheless, we may apply Gronwall’s inequality for s € [0, ¢] to (13.80) and deduce that there exists an explicitly
computable constant

Caro > 0 (13.81)

which only depends on « and g, such that after multiplying by ng”‘”o and using that ¢ < ¥ < ko, and using that
K = K(a, ko) was already fixed by the tangential energy estimates (see (13.55)), as in (12.90) we obtain

Sup ||3%JH%66(J9WN7‘]_quvJ_qAN’)('a ) / ||3 J D (J WN,JZN,JAN
s€(0,¢e]

+wpaw%%«w;+é/m%ﬁuﬁmﬂs
s€[0,e] e 0 ®

)1z 05

< Leany (Chaea + C(B5)?) - (13.82)



144 STEVE SHKOLLER AND VLAD VICOL

Dropping the energy and damping terms for DS J, (since these were bounded already in Proposition 13.9), and recalling
the definitions of Eg’N(s) and Dg’N(s) (in (13.35)—(13.36)), as in (12.91)—(12.93) we deduce that

e sup E2,(5) + D2 () < Camy (cgm + C’*e<86>2) < 28, 5, (2 < 1B2, (13.83)
s€(0,¢e]
once ¢ is taken sufficiently small in terms of «, kg, and Cyata, and Bg is chosen sufficiently large in terms of «, kg, and
Cyata to ensure that Bg > max{1, Cyata } (see (13.54)) and
1
B6 Z 4(331,#@0 Cdata . (1384)
The choice (13.84) is the downstream-modified version of (12.92), and this closes the proof of “normal part” of the

remaining bootstrap (13.37b) for & and Dg.

13.13. Closing the bootstrap for the sixth order energy. Combining (13.83) with (13.56) we arrive at the same
inequality as obtained in (12.94)

e sup &(s) + Ds(e) < 3B, (13.85)
s€(0,¢e]

which closes the bootstrap (13.37b) (cf. (5.37r)) in the downstream coordinate system (13.8).

14. UPSTREAM MAXIMAL GLOBALLY HYPERBOLIC DEVELOPMENT IN A BOX

14.1. The slow acoustic characteristic surface. Upstream of the pre-shock, the MGHD|of the Cauchy data is limited
by the unique slow acoustic characteristic surface passing through the co-dimension 2 surface of pre-shocks =Z*. With
respect to our fast-characteristic-geometry, the slow acoustic characteristic flow map Y = (Y1, Y2) evolves according
to

Y1z, t) = —2a(ST (N2, 1),8)), 9, Ya(z,t) = (V +2a8g 2h,s )(V(z,t),1). (14.1)

As can be seen from equations (3.25¢) and (3.28b), the vector (—2a§]Jg_1 V4 20&29_%h,2 ) is the slow acoustic
transport velocity associated to the wave speed A in (1.3), but written in the frame of the fast acoustic geometry.

FIGURE 15. The bounding box represents the zoomed-in region —% < a < 7e, |zg] < %, and

t € [—tfin, tiin]. In orange we have plotted the level set {7 (z2,t) = ming, J,(x1,22,t) = 0}, in
magenta the surface {1 = #;(x2)}, in black the set of pre-shocks Z*, and in green we have rep-
resented the “upstream part” of the slow acoustic characteristic surface passing through =*, namely
the set {(Y(z,t),t): Yi(x,t) < &1(Va(z,t)),t < thn}. We emphasize that the distinguished slow
characteristic surface passing through =* lies “above” the orange surface in the upstream side, so
that the spacetime is indeed an extension of the spacetime {7 > 0}.
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Recalling Definition 6.6, the set of pre-shocks is given by

== {(9%1(1‘2),@,1&*(@)): Ty € T}.

We shall at first be concerned with the specific slow characteristic surface that passes though the pre-shock Z*. This
surface consists of the union of trajectories of Y with starting position along =*. The variable ¢ in (14.1) denotes the
flow time of the dynamical system, with initial time ¢ = ¢t*(x3) corresponding to the time of intersection with =Z*. As
such, the image of the pre-shock =* by the flow of the slow acoustic characteristic is given by the green surface in
Figure 15, namely Y'(Z*,¢) for t*(x2) < t < tg,. Here, as in the previous sections, we use the notation

b . (14.2a)

__2
1+«

for the initial time, and
tin = Toq€ " 35 5 (14.2b)

for the final time.

14.2. Parameterizing the slow acoustic characteristic through the pre-shock as a graph. It is important in our
analysis to parameterize this distinguished slow-acoustic characteristic surface passing through =* as the graph x; =
O(x2,t) over the (x4, t)-plane. The dynamics of §(z2, t) are determined from the dynamics of the flow map Y as

00 = (8tY0Y_1 00) -]\7,
where the normal vector N to the surface ((x2, 1), z2) is given by N = (1, —6,5 ). As such, we compute that
810 = —2a(SJ; )0l — (V +2a8g 2 hyp )0l 0.5 . (14.3)

The surface 21 = 0(x2,t) is a graph-type reparamaterization of the distinguished slow acoustic characteristic surface
passing through the pre-shock, and hence must verify the constraint

G(Ig,t*(xz)) = 5081(172> . (144)
The graph x1 = 6(x2,t) will play the role of the “right spatial boundary” for our spacetime.
The characteristic surface given by the graph 1 = 6(x2,t) can be alternatively reparameterized as the graph
t = ©(x1,x2), where for each x5 fixed, © is the inverse of 6, i.e.
@(9($Q,t),$2) =t. (145)

By differentiating the identity (14.5) with 0;, applying the chain-rule, and using that 1 = 6(x2,t), we have that
81@($1, 1’2)0250(1'2, t) =1.

Substituting the dynamics (14.3) into this relation, we obtain that

(za(ng—l)(e(@, £),22,8) + (V + 2059~ 20,1 (0(xa, t), 2, £) 020 (2, t))81®(x1, @) =—1.  (14.6)
Next, we differentiating the identity (14.5) with J; and again use that 21 = (x4, t); this yields the identity
010(x1,x2)020(x2,s) = —020(x1,x2) . (14.7)
Substitution of (14.7) into (14.6) together with the fact that ¢ = ©(x1, x2) then shows that
810(x) = — 525 (1,22, 0(2)) + (2% + g~ 20oh],) (2, O(2)) D20 (x) . (14.8)

From (14.4), the reparameterization © verifies the boundary condition
@(5%1(51,'2), IEQ) = t*({EQ) .

There is an important observation to make about the “evolution equation” (14.8) for the slow acoustic characteristic
surface © passing through the pre-shock. Note that with the inversion of 6, the parameterization © defines the evolution
of the slow acoustic characteristic surface via J, rather than Jg_1 (as was the case in (14.3)). Avoiding the degeneracy
of Jg_1 at the pre-shock maintains our smooth analysis. This distinguished slow characteristic surface denotes the
future temporal boundary of the spacetime for the upstream [MGHD). For technical reasons, it is convenient to use an
arbitrarily small perturbation of this characteristic surface, and we shall explain this approximation in what follows.
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14.3. A foliation of spacetime by a family of approximate 1-characteristic surfaces. Fix an arbitrary
5€(0,1). (14.9)

We define a family of approximate 1-characteristic surfaces ©° (1, z2,t) (they would not be “approximate” if & = 0)
as follows. For ti, <t < t*(x2), we define ©°? as the solution of the Cauchy problem

0,0%(z, 1) = — 1% (3 ©%(z,1))

2aX
x (1 — (V4 2259 4o ) (2,08 (2,1)) (020° (1) — %(xg,t)at@é(x,t))) . (14.102)
0% (&1 (29), T, t) =, foreach t € [tin, t"(x2)], (14.10b)
where
B(xg,t) :jg(lo‘l(l‘g),l‘g,t). (14100)

The solution ©° of (14.10) is defined (see Section 14.5 below) on the domain
Qust = {(a,t): 22 € T, tin <t < t"(22), X (22,8) < 21 < X (20,8}, (14.11a)
where the “stopping-times” X and X7 are defined by

X7 = X7 (22,t) = max {z; € T: ©%(z1,22,1) > tin} , (14.11b)
X7 = X7 (22,t) = min {21 € T: ©%(21,22,t) < thin} - (14.11c)
These stopping times are well defined by continuity of the function ©% and the compactness of the constraints. Note

that X7 (22,t) < #1(22) < X7 (2, ¢) in light of (14.10b).

Remark 14.1 (Spatial support). We note that due to the bootstrap (5.37a) present in (14.132a), throughout this
section are only interested in points x € Xgn = {x € T2: dist(z, Xin) < Csupps}, which in view of (4.7) and (6.5),
amounts to

|21 — 21 (22)| < 2(137 + 65a(1 + a)ko)e . (14.12)

This is because for x & Xgn, by (4.7) we have J, = 1, ¥ = %no, and (W, iA, DJ,, h,2) = 0, and so there is no
analysis required here (all functions are in fact constants there). Throughout this section we shall implicitly assume
that (14.12) holds.

The distinguished surface passing through the pre-shock (which corresponds to ¢ = t*(x2)) is parametrized as

{(z1, 2, 0°%(x1,x2))}, where
@(331,362) = @6(m1,x2,t*(aj2)). (14.13)

That is, for this distinguished surface, the explicit dependence on time is dropped. Here 25 € T and X7 (22, t*(z2)) <
T S XT((I}Q, t* ((L‘g))
Throughout this section we work on the &-adjusted upstream spacetime

HO = {(2,t) € Xan X [tin,thin): tin <t < OF(2)} . (14.14)

The surface {t = min{@(w), tfin} } defines the “top” temporal boundary of H5. For times t;, < t < t*(x2), we have
a well-defined foliation (see Section 14.5 for details) of the spacetime subset of #° given by

HE = {(z,1) € H®: ©%(a, 1) < t < O3 (2)} = {(z,0%(x,1)): (,1) € Qus 1}, (14.15a)
where QUS# is defined in (14.11a). We define the complimentary set by
HE = {(z,t) € H®: tin <t < O%(x,tin)} (14.15b)

so that
H® = H5 UO®(z,ti) UHS . (14.15¢)

The decomposition (14.15¢) is represented in Figure 16 below.
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FIGURE 16. We revisit Figure 15, with the aim of describing the spacetimes H3, H3, and HE.
To retain a point of comparison with Figure 15, we have kept in magenta we the surface {z; =
Z1(x2),t < t*(x2)}, and have represented in black the set of pre-shocks =Z*. In green we have
represented the portion of the surface {t = ©%(z) = ©%(x,*(22))} which lies below the final times
slice {t = tfin }. In light-blue we have represented the portion of the final time slice which lies to the
left of the green surface, i.e. the set {(, tfin): ©%(x) > tfin }. In olive-green we have represented the
portion of the surface {t = ©%(z, t;,)} which lies below the final times slice {t = tf,}. The “top”

temporal boundary of the spacetime 2, as defined in (14.14), is thus the union of the green surface
{t = ©%(x)} and of the light-blue lid. The spacetime H3, as defined in (14.15a), is the region to

the left of the green surface {t = ©°(x)}, to the right of the olive-green surface {t = ©°(x, ti,)},
and below the lid at {¢ = tg,}. Finally, the spacetime °, as defined by (14.15b) is the region to
the left of the olive-green surface {t = ©%(x, ti,)}, and below the lid at {t = tn, }.

14.4. Bounds for derivatives of t* (), #1(x2), and B. Before analyzing the properties of the solution ©° of
(14.10), we need to estimate various derivatives of the functions ¢*(z3) and 2 (z2) appearing in the boundary condi-
tion (14.10b), and of the function B defined in (14.10c).

We recall from Definition 6.6 that J,(i1(x2), x2,t*(22)) = 0. By employing the chain-rule, the fact that also
Joo1 (T1(x2), x2, t*(22)) = 0, and the identity (5.8), we deduce that

82t*($2) _ Jg,l(931(a:z),a:z,taiwjz)(;al2(z12()éz2);;]€;22()a):1(a:z),:rz,t (z2)) _ ;ji(éi((zz))izz,;*((izz)))) ) (14.16)

While |J,,2| = |D2J,| < 4(1 + «) follows from the bootstrap assumptions (see (5.371)), the denominator appearing
in the above identity was previously estimated (6.43) (specialized at t = ¢*(x2) so that &1 (z2) = z7(z2,t*(z2))),
resulting in w < =0y, (1 (22), w2, t* (22)) < (1+0a) (1440014 (1) €ty 5] )- From these bounds and (14.16)
we deduce that

|9at* (2)| < 10e. (14.17)
Similarly, from (6.49) evaluated at t = t*(z3), we have that
623031(1‘2) = — (gigfj: ) (.%1(3?2), o, t* ($2)) , (1418)

and using (6.24), (6.54), and the fact that —Ce < t*(z2) < tfin, we find that
|82"%1(5L’2)| S 35(|D%D2w0(i1(x2), SCQ)| + €éK<BG>)§ 2€HD3’LU0||L00 S 2€Cdata . (1419)

Next, we turn to the second order derivatives of t*(z2) and 24 (z2). Differentiating (14.16) once more, we find that

o t* !I o t* 7 o
(92215* (1,2) _ ((321131+35f§62 01)Jg,2 972(32m131(;3724)r232 04)0¢ Jg ) (CCl(IZ?Q), T, t*(zg)) .
tJg tJg

Using the assumptions on wy given in Section 4.2 together with the bounds (6.24), (7.17), (14.17), and (14.19), in a
similar manner to the proof of Lemma 6.3 we deduce

|95t (z2)| S e. (14.20)

~

Analogously, differentiating (14.18), we obtain that

2. _ (828101 +02402t"0) Jg 12 Jgs12(028191+02+02t" 1) Jgo11 \ (s *
82x1(x2)——( T Ty 22 ) (21 (22), 22,17 (22)) -
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With the assumptions on wq given in Section 4.2, the bounds (6.24), (7.17), (14.17), and (14.19), we find that
|0321(x2)| S &(Be) - (14.21)

Lastly, we turn to the third order derivatives of ¢*(z3) and Z; (z2). Differentiating (14.16) two times with respect
to x5, we have that

83t*(l‘2) _ ((325131+32+32t*6t)2r7g72 _ 2(022101+02+02t"0¢) Jg,2(922101+02+02t™ 8¢)0¢ Jy
X =

A, (CAR
9,2(3290131(2?343?2:5 900y | 2Jg,2((agilal(;tai;r;)gt*at)8t79)2)(5:1(1:2) o, t(22)) .
With the assumptions on wyq given in Section 4.2, the bounds (6.24), (7.17), and (14.19)—(14.21) yield
|93t* (22)| < (Bs) . (14.22)
Finally, differentiating (14.18) two times with respect to xo, we arrive at
65’5:1(332) _ _((aﬂlal+82ij?t*at)21q,12 _ 2(92#101+092405t" a,){y;i(la)ﬂlaﬁaﬁagt 94)Jg,11
_ Jg,lz((9255‘181(-26’?;&-)?215*602]5],11 N 2Jg,12((azila(12i214;;92t*6t)Jg,11)2)(551(3;2) o, t*(22)) .

The noticeable difference we encounter in the above identity is the appearance of third order derivatives of J,,; along
the pre-shock. Pointwise bounds for D*J, are not covered by the L bound in (7.17). Instead, we note that the
bootstrap (14.132b) postulates J, € HS (7—[5) and thus the Sobolev embedding in 2 + 1 (space-+time) dimensions
gives that J, € LOO(”HB). The Sobolev embedding is however not necessarily sharp in terms of the scaling with
respect to €. Indeed, the classical Gagliardo-Nirenberg ineqliality for a fgnction f which is H? smooth on a space-
time domain Q C Xgn X [tin, thin] C R s || f| oo () S ||f\|22(m||v2f||fz(m + |Q\—%||f||L2(Q), where the implicit
constant is universal In terms of the differential operators D, this implies via the Poincaré inequality (B.2a) that
Ifllzee Se™2 HD2f||L2 L Applying this bound with f = D*.J,, and appealing to the D®.J, bootstrap (14.132b), we

z,t "

deduce ||D*J, ||z~ < Bye~z. Since this term is O (e~ 2) instead of O(1), the bound for A1 (2) loses a factor of

Tt ™

e3 , resulting in
| 031 (w2)] S 2 (By). (14.23)

14.5. Solvability of (14.10) and properties of ©° and its derivatives. Solving for ©° amounts to a standard appli-
cation of the method of characteristics. Letting

M, 1) = — 2B (V 4 2o3ig™2h ) (2, 1), (14.24a)
N(x, 1) 1= Skt CO (V + 22597 2o ) (2, 1) B8 (32, 1), (14.24b)
S(x,t) = —% , (14.24¢)
we may write (14.10a) as
010°%(xz,t) + M(z, 0% (x,))020° (x, ) + N(z, O%(x,1))0,0% (x,t) = F(zx,0%(x,1)). (14.25)

This is a semilinear first order PDE with smooth coefficients. The regularity of 91,1, and § may be seen as follows.
First, in analogy to the bound (14.17) we deduce from (6.24), (6.43), (6.53), and (14.19) that the term 5 defined
in (14.10c) satisfies

Jg,1(Z1(x2),x2,t)]-|0221 (z Jg,2(21(x2),T2,
%8 (g5, t)| < Mo (Bar2) ,Q!,<$(<$)>‘il )2< to2):22.00 < (Ce? 4+ 4(1 + 0)) 5y

S < e, (14.26a)

for all t € [tin, t*(22)). Using the above estimate and the pointwise bootstrap assumptions (5.37k)—(5.37q) present in
(14.132a), we deduce that

3z, t)] < 2=, (2,1), [ Mz, 1)] < (164 22 )e ), (z,8),  |N(x,t)] < (176 + Z)e T, (,),  (14.26D)

which become uniform bounds since J,(z,t) < % In order to bound derivatives of 901,91, and §, we use that

from (6.24), (6.43), (6.53), (14.19), and (14.21) we have
|(Dt,D2)aB($2,t)| < e(Bg), (14.26¢)
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where we recall that (D, Do) = (€9y, 32). Combining this estimate with the pointwise bootstrap assumptions (5.37k)—
(5.37q) present in (14.132a), we deduce

(z,t)| S1, |DM(z,t)| Se, |DN(z,t)| < e*(Bg), (14.26d)
where we recall that D = (0,20, 02). Lastly, by appealing to (6.24), (14.19), (14.21), (14.23), and the estimate,
| g1 (21(22), 22, )| < |27 (22, 1) — Z1(22)] - [[Jg11 |23, S €K(Be), similarly to (14.26a) and (14.26¢) we deduce

(D7, D:Dy, D3) %25 (w2, t)| < &(Bs) - (14.26¢)

Combined with the bootstraps (14.132a)—(14.132b), and the anisotropic Sobolev estimate in (B.2d), similarly to
(14.26d) we obtain

ID*F(z,t)| S (Bg), |D*M(x,t)| Se(Bg), [D*N(x,t)| < *(Bg). (14.26f)

With the bounds in (14.26), we turn to solving (14.25). Treating x; as time and (z2, t) as parameters, we introduce
the flows ((a(x1,22,1), (¢ (w1, 22,1)) and the function ©% o ((zy,x2,t) := O°%(zy, (a(w1, 22, 1), (s (21, T2, 1)). The
flows ((2, ;) are the solutions of the characteristic ODEs

O1Ca(a1, 2, 1) = M(21, Co(1, 2, 1), O% (21, w2, 1)), Co(#1(z2), w2,1) = 22, (14.27a)
01¢ (1, o, t) = ‘ﬁ(ml, Co(x1, T2, 1), 0% 0 (21, T2, t))7 Ce(@1(z2), x2,t) =t (14.27b)
while (14.25) and (14.10b) may be rewritten as
N (0% (21, 22,1)) = F (21, Ca(21, 72, 1), 0% 0 (71, 72, 1)) , (14.27¢)
O%0( (i1 (2), 2, t) = O% (&1 (22), w2, 1) = t. (14.27d)

Note that the boundary condition at {Z; (z2), 2, t} is non-characteristic. Moreover, the fields (§F, 9%, 0N) defined in
(14.24) are uniformly C' in both space and time in our spacetime (see (14.26)). This ensures unique and smooth
solvability of the system (14.27): first by solving the two-dimensional system of coupled ODEs for (5 (z1, z2,t) and
©°%(x1, (a(x1, w2, t), mi (21, T2, )) Obtained from (14.27a) and (14.27¢)—~(14.27d), with (2, t) as parameters, and then
afterwards integrating the ODE for ¢* in (14.27b). The global solvability of the characteristic ODEs in the interval
x1 € [X] (w2,1), X7 (22,t)] is a consequence of the C; , regularity of (§,90,0) and the fact that the boundary data
at x1 = @1(z2) is smooth and non-characteristic. Moreover using (14.26b) and (14.26d), we have that the map
(22,t) = (Ca(+, 22, 1), (i (-, @2, t)) is invertible and the bounds

|Ga(@1, 2, t) — a2 < Ce?, |Gz, m2,1) — 1] < CE°, (14.28)
hold for each z; € [X] (x2,1), X (x2,t)]. Next, we turn to bounding the derivatives of ©°. We establish the following

Lemma 14.2 (Bounds for the derivatives of ©%). Let r be sufficiently large with respect to o to ensure that (14.38)
holds. Assume that the bootstrap assumptions (14.132) hold in H® and that ¢ is taken sufficiently small with respect
to o, ko, and Cyata. Then, for all (z,t) € Qus 4, the spacetime defined in (14.11a), we have

~AL@ONwD) < 9, @3 (p,1) < —LEO 0] g, (14.292)
0,0%(z,1)| <5-10%(1 + a)’e, (14.29b)
18,0%(x,t) — 1| < 3-107° (14.29¢)
|0220° (2, 1)] < b225<BG>, (14.29d)
‘82:‘,@ (, )‘ < by, (14.29¢)
|010° (x,t)| < bss . (14.29f)

The constants bos, bog, bss appearing in (14.29d)—(14.29f) only depend on «, ko, and Cqata, and are defined in (14.57),
(14.53), and (14.48).

Before giving the proof of Lemma 14.2, we record a few immediate consequences. First, we note that from (14.29a),
(14.38), and (5.37k) we may deduce

_105(%—&-04) S o S 81@6(1’775) <0, (14.30a)
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for all (z,t) € SOZUS#. Second, we note that by differentiating (14.25) with respect to x2 or ¢, and appealing to the
bootstrap inequalities in (14.132a) bounds in (14.26b), (14.26d), and also to identity (14.33) and bound (14.38) below,
we deduce

‘31295(55; t)‘

IN

1(025)00° (2, t)| + [920° - (8,F)0©° (x,1)| + Ce(Be)

20ta) 4 310°(+a) | G (Byy < %

aKQ KO

IN

(14.30b)

|01,0° (2, )| < |8,0° - (8,3)00° ()| + Ce(Bg)
< (1+3-107°) 2 4 Ce(Bg) < - (14.30c)
By using these estimates, we may also differentiate (14.25) with respect to =, and similarly deduce
0110%(2,1)| < |(015)00% (2, t)| + 0:10° - (8:F)0O° (z,t)| + Ce(Bg)

< 20 4 S 4 Ce(Be) <

— aekg e(akg)?

T (14.30d)

for all (z,t) € f’)usnL.

Proof of Lemma 14.2. First, we prove (14.29a). Recall that 9;0° is computed from (14.25). By appealing to the
bounds in (14.26b), along with the bounds (14.29b)-(14.29c), we obtain

010° (z, 1) + L5320 (2,08 (2, 1))| < Ce?,(x, 0% (x,1)).

Combining this bound with the X bootstrap in (5.37p) and taking ¢ to be sufficiently small, proves (14.29a).

Next, we prove (14.29b)—(14.29¢c). We establish these bounds via a bootstrap/continuity argument with respect to
x1, starting at .1031(1‘2). Atz = .%1(])2) we have we have |62@5(.%1(Z‘2), To, t)| = |Jg,1 (303‘1(1‘2), Ta, t)‘ . |823071 (.132)‘ <
é€2K<Bﬁ> in light of (14.19), and also 0;0° (1 (x2), T2, t) = 1. Thus, at 21 = %1 (2), the bounds (14.29b)—(14.29¢)
hold with a strict inequality. We then continue to propagate these bounds for x; away from &;(z3), and prove that
they still hold with a strict inequality, yielding the global bound in SOZUSHF.

We differentiate (14.25) with respect to the ¢ and 2, and deduce that

5 5
(01 + MoO®0; + NoO®0,) (8t9 ) — (01%)00° <8t® )

0,0° 0,0°
o —(6tm)o@882@86t®6 - (8tm)065(6t@5)2
T\ (09) 008 (0,0°)2 — (059M)00°0,0° — (9;M)00%0,0°9,0° — (32MN)00%0,0° + (92F)00% )
(14.31)

Time differentiating (14.24¢), and by appealing to (3.15a), (3.19b), we obtain (3.20a),
8;F = — U=8UE) g, (log 30)
~ (1 - a) g2y — ad, Ay — EC T hy (W, —2,) — Vi, —VI,EI%,), (14.32)
so that the bootstrap assumptions imply

10,5 + =205 5 (10g 3)| < €. (14.33)
Using the characteristic flow ({2, ¢;) introduced in (14.27), we additionally note the identity
(01(log X)) (1, Ga (w1, w2, 1), O% 0((w1, T2, t)) = 91 (log S(w1, Ca (w1, w2, 1), O% 0((w1, T2, 1))
— (82(log ¥)- zm) (1, (21, 20, 1), @%g(ml, Za,1))
— (0¢(log ) - §) (21, Co(w1, 2, 1), ©°0C (21, T2, 1)) . (14.34)

Thus, composing (14.31) with (3, (;), using the bound (14.33), identity (14.34), the bounds (14.26b), (14.26d), the
bootstrap assumptions relating to X in (5.37p)—(5.37q), and the bounds (14.29b)—(14.29¢) in a bootstrap fashion, we
deduce that

’51((@@5)0((331,132775))

+ 080505, (log S(a1, Go(1, @2,1), ©° 0 (w1, 22,1))) - (907 ) (1,22, )| < C, (14.35)
01((020%)0C(21, w2, t))

+ (1_52)%31 (log (a1, (o (@1, 22, ), ©%0( (w1, 32, 1)) - (020°) 0l (w1, 22, t)| < Ce + 028 e, - (14.35b)
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The estimates in (14.35) are set up so that we introduce the integrating factor

x1
I(IlaJ:Qat) = exp<7%((j+a)[ ( )al(logz(xllv§2(Il17ant)7®BOC(I/1a‘T27t)))dI/1)
T1(xT2

s ) (1-8)(14a)
log(E(m,Cz(m,fcz,t),@ 04(11,12,0))) _ (E(ml 42(2(171(“"2)7”52”5) ) 2o . (14.36)

Y(z1(x2),x2,t) z1,T2,t),0°%0((z1,T2,t))

(1— 6)(1+a)

= exp(

We note that since the pointwise bootstraps in (5.37) and 1dent1ty . 19b) imply |0;%| < 1, and thus via assump-
tion ((ii)) we arrive at [S(z,t) — Swo(z)| < [S(z,t) — 00(2)] + 2eko < Ce. Applying assumption ((ii)) once more,
together with the assumption that xy > 20, we deduce

(1 (22),22,8) B 2|jwo—ro| Lo +Ce 4 5
St oy — 1 < < (14.37)

Ho—l\wo—NOHLgo—éE — K0—2 — ko’
Using the fact that |(1+7)? — 1| < 2|r[8 for 8 > 0 and |r| < {5, such that B|r| < {5, if we take rg sufficiently large
with respect to « to ensure
g > 2100 (14.38)
then we deduce from (14.36) and (14.37) that
|Z (21, w0, t) — 1] < 2020 < 99=5 (14.39)

uniformly for 6 € (0, 1).
With the bound (14.39), we return to (14.35a) and estimate for 9,0°. Integrating (14.35a) with respect to 2, and
using the boundary condition (9;0°%) (i1 (x2), 2,t) = 1, we deduce that
|(8t@5)0§(m1,x2,t) -1 ~I(m1,x2,t)’ <z — 21 (z2)| S e,
which gives via (14.39) and upon composing with (! that
0:0° 1| <107° + Ce <2-1077,
upon taking € to be sufficiently small. This proves (14.29c).

Integrating (14.35b) with respect to x1, using that the boundary condition satisfies |(020°%)(i1(z2), 72,t)| <
052K<BG> appealing to the bound (14.39) for the integrating factor, and also using the estimate [|02§| =, <

g2 |lee + 2T e, < 300 +a) (which is a consequence of (5.37k), (5.371), (5.37p), (5.37q)), we
akg ak 9 x,t Ko
2 X
deduce
|(82@5)o((x17x2,t)| < I(xl,:cg,t)|(32@5)(i1(x2),x2,t)| + (730&1:004) + Cz—:) . }*_‘}8:2 |y — 21 (22)]

< C=2K(Bg) + $te) |z1 — 1 (x2)] .

aKQ

Appealing to the support assumption (14.12), to the fact that ¢ is taken sufficiently large with respect to « cf. (14.38),
taking ¢ to be sufficiently small, and composing with (~! we obtain

19,0°] < 4050(1 + a)%e

This proves (14.29b).

It thus remains to establish (14.29d)—(14.29f). As with (14.29b)—(14.29¢), we prove these estimates via a bootstrap/-
continuity argument originating at 1 = & (x2). First, we need to obtain good bounds for the boundary conditions at
x1 = Z1(x2), upon differentiating (14.10b) twice, we deduce

01 0° (i1 (22), 2, 1) = 0, (14.40a)
0240° (21 (22), 2, t) = —01,0° (21 (22), T2, t) - Doty (22) (14.40b)
02200 (i1 (22), 2, t) = —0110° (&1 (), T2, 1) (D1 (22))? — 20120° (&1 (22), T2, 1) Doy (x2)

— 010%(i1(22), T2, t) - Doy (22) . (14.40¢)

In order to compute J;,0°% and 91,09 at (21 (x2), 2, t), we differentiate (14.25) with respect to x5, ¢, and z1, appeal
to the bootstraps, the bounds (14.19), (14.21), (14.26b), (14.26d), (14.33), and the fact that 9;0° (i1 (z3), 72,t) = 1
and |020°% (1 (72), 72,1)| < Ce2K(Bg), to deduce

101:0° (i1 (2), 2, t)| < C?(0120° (&1 (2), w2, t)] + to) (14.40d)

QAERQ
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|0110° (i1 (22), 2, )] < Cel0120° (i1 (w2), wa, 1)| + 100ES) 4 Bbe) (14.40¢)
10120° (i1 (22), w2, 1)| < Ce|0220° (i1 (w2), 22, 1)] + 220F2) (14.40f)

Combining the bounds in (14.40) with (14.19), and (14.21), we obtain that
D1 0% (&1 (20), 2,t) =0, (14.41a)
10260° (1 (2), w2, 1)] < 2 Cy (14.41b)
10220° (1 (2), w2, 1)| < 22ED €, %e + 5 Ciaanere(Be) - (14.41c)

Here the constant CD’(14,4|C) only depends on the implicit constant from (14.21), and thus only depends on «, kg, and
Cygata- In particular, recalling that Cyata < Bg, if we let the constant boy appearing in (14.29d) satisfy

200(1+a) Caata + a%io . Co'(14.41c) < %bzz, (14.42)

aKQ

and we let the constant bog appearing in (14.29¢) satisty
) Cara < 3bas, (14.43)

we are ensured that (14.29d)—(14.29f) hold at z; = @1 (x2), with strict inequalities. Note that no constraint on beg
is imposed at this stage. We next show via a bootstrap / continuity argument that these bounds still hold, with strict
inequalities, globally in fZUS,Jr.

We first establish (14.29f). Differentiating the first component of (14.31) with respect to the ¢ variable, we obtain

(81 + 9710@582 + 9%96@) (6tt@5) - (6153)0958”@6
= —(8t931)0658t@632t®5 — (8tm)0668t@58tt@6 + (8“5)0@6(5&@6)2
— (09M)00°(02:0°9,0° + 0,0°0,,0°) — (9uIM)00°,0°(9,0°)?

— 2(0:M)00°9,0°0,,0° — (9;;M)00°(9,0%)3. (14.44)
By appealing to (14.26d), (14.26f), and (14.29) we deduce that the right side of (14.44) may be bounded as
IRHS(14.49| < (1 +3-107°)2](04F) 00| + C(Bg) , (14.45)

where we have used that the constants bas, bog, bss only depend on «, x(, and Cyata, and thus may be absorbed into C.
In analogy to (14.33), we may use the bootstraps, (14.32) and (3.19b) to show that

|8tt5* (176)2(1+a) 81% + (1752)((11704)615 Jg§N| < CO’,

and therefore

‘&x%’ < 764(61,;;&) CiN ) (14.46)
From the above estimate and (14.45), upon taking ¢ to be sufficiently small, we obtain
[RHS (1449 | < 22U, (14.47)

With the above estimate available, we compose (14.44) with the flow ({2, (;), integrate in z; starting at & (z3), use
the boundary condition (14.41a), the integrating factor Z from (14.36) which satisfies (14.39), and the bound (14.12),
to deduce

(0:4©%) 0C (w1, o, t)| < T(w1,22,t) - [(86©°) (&1(2), w2, £)| + |[RHS (1444 0C (1, 2, £)| - T - [y — 3y (a2)|

< 65(51&“) Cs, ﬁ}g:i -2(137 + 65 (1 + a)kg)e
< S0, (267 + 130a(1 + a)p) -

Since the right side in the above bound depends only on «, rg, and Cyata, upon composing with the inverse flow of (,
and upon defining

kel o . (267 + 130a(1 4 a)ko) =: Lbs, (14.48)

Ko Zy :
we have completed the proof of (14.29f).
Next, we establish (14.29¢). The proof is similar to (14.29f), except that the boundary condition at 1 = #(x2) is
now satisfying (14.41b) instead of (14.41a), and the evolution equation (14.44) is now replaced by

(01 + MoO°0s + NoO°9,)(02:0°) — (9:F)0O° 0, O°
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—((929)00° + (9;9M)00°9,0°)02,0° — ((929M00° + (9;M)00°9,0°)0;,0°
+ ((0245)00° + (94F)00°0,0°)9,0°
— (0:M)00° (9220°0,0° + 920°05,0°) — ((92:M)0O° + (8,M)00°0,0°)0,0°(9,0°)*
— 2(9;M)00°0,0°92,0° — ((02:M)0O° + (3;:M)00°0,0°) (8,0°)? (14.49)

which is obtained by differentiating the first component of (14.31) with respect to x,. By appealing to (14.26d),
(14.26f), (14.29) and (14.46) we deduce that the right side of (14.49) may be bounded as

IRHS (1449 < (143 -107°) (|(9218)00°| + HLEAC, - 5.10%(1 + a)2e) + C=(Bg) . (14.50)

On the other hand, by differentiating (14.32) with respect to x2 and appealing to the bootstrap assumptions, we may
show that

|82t1,§+ (1— 62(()(1+a Dy ]WNE J,Zn + (1762)((3704)82 JggN| < éE,

and therefore
|05,3| < B0 4 & < 120ka) (14.51)

QAERQ QERQ

From the above estimate and (14.50), upon taking ¢ to be sufficiently small, we obtain

|RHS (1449 | < B (14.52)

QaERQ

With the above estimate available, we compose (14.49) with the flow ({s, (;), integrate in 1 starting at x1(x2), use
the boundary condition (14.41b), the integrating factor Z from (14.36) which satisfies (14.39), and the bound (14.12),
to deduce

[(02:0°)0( (w1, w2, t)| < T(21, 32, t) - [(0200°) (&1 (w2), 2, t)| + |RHS(14.49)0C (21, 22, 1) - % ey — 1 (22)]

< MC dota + 13(14a) 1+107‘Z . 2(137T+ 650((1 + Oé)/ﬁo)&‘

akg QEKQ 1-10—

6(ta)c 4 140+a) - (267 + 130c(1 + ) ko) -

aKg ko

IN

Since the right side in the above bound depends only on «, xg, and Cyata, upon composing with the inverse flow of (,
and upon defining

SED) € oy + 2D (267 4 1300 (1 + @) rsg) = Sbos , (14.53)

aKo
which automatically implies (14.43), we have thus completed the proof of (14.29¢).
At last, we establish (14.29d). The proof is nearly identical to that of (14.29¢) and (14.29f). In analogy to (14.49),
by differentiating with respect to x5 the second component of (14.31), we deduce

(01 + MoO®dy + NMoO®8;) (0220°) — (0:F) 0O°0220°
—((929)00° + (9;9M)00°9,0°) 0220° — ((32M0O° + (3;M)0O0°9,0°) D, O°

+ ((02:5)00° + (0145)00°920%) 020° + ((022F)00° + (92:5)00°0,0°)

— 2(0s9M)00°0020°00° — ((92:IM)0O° + (0, M)0O°9,0°)(9-0°)?

— (029)00°0220° — ((922MM)0O° + (92, M)00°020°)9,O°

— (0:M)00% (0220°0,0° + 020°05,0%) — ((92:M)0O° + (9uN)00°9,0°)9,0°0,0°

— (029)00°92,0° — ((022M)00° + (92:M)00°90°)5,0° . (14.54)
As before, by appealing to (14.26d), (14.26f), (14.29), (14.46), and (14.51) we may show that

IRHS (1450 | < ((8228)00°| + 2 - BLEY 5. 103(1 4 a)2%¢) + Ce(Bg) . (14.55)

acko
Using the bootstraps, the definition (14.24c), and the bounds (6.24e) and (3.20b) we may show that
0055 | < 22 (2Cqaea + 28(1 + @) .
The above estimate and (14.55) imply that
|RHS(14.50)] < 22 (2Cqata + 28(1 + @) + 22 - 10*(1 + )*. (14.56)

— GKQ
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With the above estimate available, we compose (14.54) with the flow ((z, (;), integrate in z; starting at & (z3), use
the boundary condition (14.41c¢), the integrating factor Z from (14.36) which satisfies (14.39), and the bound (14.12),
to deduce

|(0220°)0¢ (w1, 22, 8)| < L(wr, 2, 1) - [(0220°) (&1 (2), w2, )] + |[RHS(14.00)0C (w1, w2, 1) | - 1 - |y — iy (2))]

5(Mcdata2 + Otifio ' Cﬂ’<l4‘4l€)<86>

aKQ

IA

K

(22 (2Cqata + 28(1 + @) + 22 - 104(1 + )?) (267 + 130a(1 + a)no)>
< e(Bs) (Mcdata + 52 Casaro

[67,75)

+ (22 (24281 + @) + 22 - 10%(1 + )®) (267 + 130a(1 + oz)no))

=:&(Bg) - 1bos. (14.57)
The above defined boy depends only on «;, kg, and Cgata, and that this choice automatically implies (14.42). Upon
composing with the inverse flow of (, (14.57) completes the proof of (14.29d), and thus of the Lemma. (|

14.6. The upstream weight function J in ’Hi In analogy with Sections 5-13, we introduce a weight function
(denoted by g) that will be used in the upstream energy estimates, and which is a suitable extension of .J, away from
the pre-shock. According to the decomposition (14.15¢) of the upstream spacetime HE, we separately define the
weight J in Hi (see (14.58) below) and He (see (14.62) below), ensuring the continuity of certain derivatives across
the surface ©°(z, tiy).

In this subsection we define the weight function J on 3, which we recall is foliated by the surfaces (z, ©%(z, 1)),
according to (14.15a). In light of this foliation, we may define the upstream weight function J as

3(1’1, T2, @6(1'1, T2, t)) = B(l’g, t) = jq(lz'l(l'g), T, t) 5 (1458)
forall (x,t) € SD)U57+, where we have used the notation in (14.10c) for B. In order to simplify our exposition, we shall
sometimes use the notation J(z, ©%) to mean J(z1, 2, ©% (1, x9,1)).

The weight J was defined in (14.58) in order to ensure that is satisfies a PDE, which is a d-modification of the
1-characteristic transport PDE. To see this, we differentiate (14.58) and obtain that in 'Hi we have

91 (d(x,0%) = 019(x, ©°) + 0,3(x,0°)0,0° = 0, (14.59a)
92(3(x,0%)) = 029(x, ©°) + 03(x, ©°)%0° = aB(x2, 1), (14.59b)
9:(d(2,0%) = 0,3(x,0°)0,0° = 0,B(x2,1) . (14.59¢)
The identities in (14.59) are substituted into the definition of ©° in (14.10a) to yield
(1-8)(8; + V32)d — (205, 1013 + (2059 71,5 )9ad = 0. (14.60a)
The boundary condition associated to the J evolution (14.60a) is deduced from (14.58) and (14.10b), leading to
d(21(w2), w2, t) = B(wa,t) = jg(ﬂofl(xz), x2,t) (14.60b)

for ¢ € [tin, t*(z2)).
In the energy estimates, the form of the J evolution (14.60a) which is most frequently used is

2045019 — 205,92 h,s 029 — J, (04 + V32)d = —8J, (0, + VDa)J . (14.61)

We will show (cf. (14.93a) below) that (0; + V92)d < 0, and so the condition & > 0 makes the term on the right
side of (14.61) strictly positive. In turn, this induces a strictly positive damping term in certain energy norms; see
Remark 14.14 below.

14.7. The upstream weight function J in H3 . Let us now define the upstream weight function J in the spacetime
region H° . We set

(0, + V)d(x,t) = (0r + V) (2,0% (2, ti))  forall  (a,t) € B, (14.62a)
with the boundary condition set at the “top” boundary of the spacetime HE

I(z,t) =1 for all t=0°%z,tp). (14.62b)
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We note from the start that the definition of J in (14.62) ensures that J is continuous across @5(x,tin) (because

B(za,tin) = J,(#1(x2), T2, tin) = 1), and moreover (0; +V 95)J is continuous across ©% (x, t;,) (because of (14.62a)).
It is convenient to solve the boundary value problem (14.62). First, we compute using (14.59b), (14.59¢c), the fact

that J,(, tin) = 1, and the fact that (0,.J,)(, tin) = % (wo),1 (z) + 152 (20),1 (2), that for ¢ € [tin, t* (22)], we

—V(x Z,tin))020° z,tin
(9 + V2)3) (, 0% (2, tin)) = D, B(9, tin) L veatgg&;g}g)e @tin) 4V (2, 0% (2, tin)) 02 B(x2, tin)

= (552 (w0)a +152 (20).1 ) (b1 w2), 2) L2 001 o)

=: f(x1,z2) . (14.63)

Note importantly that the ; dependence of f enters only through the argument of ©° and its derivatives.

Returning to the evolution equation for J in (14.62), we introduce a slight modification of the flow ¢ defined in (6.6)
(the modification is that the new flow is the identity at a given time ¢ instead of t;,), as follows: for t;; < ¢ < ¢/, and
for 2 € T2 such that (z,t) € H®, we let

at’gt(mlvl'Qvt/) :V(‘Tl,gt(fl;hlﬁ,t/)yt,), ft(mlalﬁvt) =T2. (1464)
It is clear that &; satisfies the bounds (6.8) and (6.9). This flow is defined for times ¢’ less than the stopping time
Te(a,t) = sup{t’ € [t,tan): (1, & (21, 22,8), ") € HE . (14.65a)

Since the “top” temporal boundary of H3 is the surface ©° (x,tin), we may alternatively characterize the stopping
time T¢(x, t) as the implicit solution of

TE(I'l,CEQ,t) = @8 (xl,ft (:El,[L'Q, Tg(xhl'g,t)),tin) R Tg(xl,xz,t) S [t7tﬁn) . (14.65b)

Note in particular that T¢(z, ©°(z, tin)) = ©°(z, tin).
Using this notation, we solve for J in (14.62). For (z1, z2,t) € HP fixed, we compose (14.62a) with the flow &,
and using the notation in (14.63) deduce that

O (A1, & (w1, 0,t), 1)) = §(1, & (21, 22, 1)) .
Integrating the above equation from ¢ = ¢ and until ¢ = T¢(x, t), and using the boundary condition (14.62b), we get

Tg(Il,Iz,t)
H(Il,IQ,t) = 17/ f(xl,ft(xl,xg,t’))dt’. (1466)
t
Identity (14.66) gives the definition of the upstream weight function J in the spacetime H? , where & is defined as
in (14.64), f is given by (14.63), and T is given by (14.65).

14.8. Properties of the weight function J. The upstream weight function J is now fully defined, according to (14.58)
in H%, and (14.66) in H® . We collect a number of useful properties of this weight, which will be used throughout the
remainder of this section.

14.8.1. Lower bounds for J. We claim that for all (z,t) € 7:[5, we have

Jaty > | O@ 05T, (00,
T, (x,t) € H® .

(14.67)

We prove (14.67) separately in the spacetime "H,i and H% . In Hi it is sometimes convenient to use (14.68).
According to (14.15a), for any (x,t) € ’Hi there exists ' = t/(z,t) € [tin, t*(22)) such that t = ©°(x,¢'). The
definition (14.58) then gives
I(x,t) = J(2,0%(x, 1)) = B(xa,t').
On the other hand, from assumptions ((iv)) and ((vi)), and bounds (5.8), (6.24d), (6.53), and Definition 6.6, we have

t*(z2)
I(z,0°%(x, 1)) = B(xo, t') = T, (&1 (x2), 22, 1') = j(:cl(;vg),xg,t*(xg))—/f/ O, (1 (x2), To, t")dt”

v

" (z2)
—/ (‘3th(3‘31($2), l‘g,t”)dt” Z —(t*(l‘g) — t/)%((wO),l (331 (1‘2) 1‘2) + C_jt)

’

(t*(z2) — )2 (- — 2Cy,) > (t*(2o) — ) 12 - 395 (14.68)

Y
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whenever ti, < t' < t*(x2). It thus remains to appeal to the intermediate value theorem in time, along with the
bound (14.29¢), and obtain that
O8(z) —t = O%(x, " (22)) — O%(z, ') = (t*(x2) — t')  3,©°(x,t")

—_———
€[1-3-10-5,143-10-9]

From the two estimates above, we obtain the bound (14.67), in the spacetime Hi

For (z,t) € HE, we appeal to the formula (14.66). We note that by the definition (14.63), the bounds (14.29b)—
(14.29¢), the fact that V' = O(e), the assumptions on wy and z in Section 4.2, and the bound (6.53) the function §
satisfies the bound

1+a . 101 1+ 1+Ce? 1+a . 9 o 1—-Ce? 1+a . 89
e > (e C) o > —fw,w2) > (55 =€) 143107 = =2 706 - (14.69)
Inserting the lower bound (14.69) into (14.66), results in
T4 (Te(a,t) — )2 18 > (2, t) > 14 (Te(w, t) — t) 12 25 (14.70)

Since by definition (recall (14.65a)) we always have T¢(x,t) > ¢, the above estimate proves (14.67) in ’;‘515_.

14.8.2. Comparison of J and J,. Next, we compare the weight function J defined by (14.58) and (14.66) to J, itself.

Lemma 14.3 (J and J,). Assume that kg is taken sufficiently large with respect to a > 0 to ensure that (14.38) holds.
Assume that the pointwise bootstraps (14.132a) hold in H?®, and that ¢ is taken to be sufficiently small, with respect to
, ko, and Cyata. Then, for (z,t) € H® we have

I(z,t) < LT (2,1), whenever |z1] < 137e, (14.71a)
I(z,t) < 25J,(x,t) and |, W, (,t)] < Ce, whenever |x1| > 137e. (14.71b)

Moreover, we have
0<d(2,t) =1 < 110y <13me + 2L 130 and | J,(x,1) — 1| < 51, (14.71c)
for (z,t) € H3 . Since J > 0 in H®, the bounds in (14.71) also show J,>0in H,

Proof of Lemma 14.3. Let us first note that the condition |z1| > 137me implies, via (4.7), that (wo),1 () = 0. As such,
the bound (6.17a) immediately implies that for such values of « we have |.J, W v < Ce. This proves the second bound
in (14.71b). It thus only remains to prove the estimates that involve J and J,.

The proof of (14.71c). We recall that by its definition in (14.15b), we have H = {(z,t) € He:tyy < t <
©°(x,tin) }. We first prove the .J, estimate in (14.71c). Using (6.24a), (14.30a), and the fact that t;, = ©° (i1 (22), T2, tin),
we have that for all (z,t) € H?,

|, (z,t) — 1] < (t — tin) 2 (ID1wo (@) | 4+ Cy,)
< (@5(£1,$2,tin) @6(1‘1(1‘2) .Tg,t.n)1+a(|D1w0( )| —‘rECJt)

< a1 = @1(22)| - ey - 5 (Ll see +€C,)

13 2 —4
< gy <13me 1o + Celig 5130 < 51077,

upon taking ¢ sufficiently small. This establishes the bounds for .J, claimed in (14.71c).

In order to estimate J(x,t) in the spacetime H® we appeal to (14.70), which thus necessitates an upper bound
for the non-negative quantity T¢(z,t) — ¢, where T¢ is as defined by (14.65a). For this purpose, we note that by
construction (see the line below (14.65b)), we have that

(Te(z,t) =0. (14.72)

) |t O8(x,tin)
Moreover, implicitly differentiating (14.65b) with respect to ¢ shows that

_ 920° (21,4 (z,Te (x,1)) tin) (Do) (@, T (w,t))
atT&(x7t) - 17V(:E1?Et(l‘,-|—15(l‘,t))7§r£(ZEJ))SQ(‘)B({I/’l,gt(;,T{:(I,t)),tin)

while differentiation of (14.64) with respect to ¢ shows that

t/
@€)(w.t) =~V tyexp( [ 0Vt e")
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Combining the two identities above with (14.29b) and the fact that V, DV = O(e) by the bootstraps, we deduce that

|14 0 (Te(z,t) — )| = |0, Te(a, 1) S 2. (14.73)
From (14.72) and (14.73) we deduce in turn that
(1- 652)(@5(x, tin) — 1) < Te(z,t) —t < (14 Ce?)(O° (2, tin) — 1), (14.74)

for all (z,t) € H°.
|z1| < 13me, we use that (14.30a) implies

Loy <iare (Te(@,8) = ) < 1jp) <137 0% (2, tin) — tin] (1 + Ce?)
< 1\z1|g13na|@6($1,$2,tin) — ©°(&1(22), T2, tin) | (1 + Ce?)

< 137e, and |x1| > 13we. In the first case, when

< Loy <isrelzr — 21 (22)] - m(l +Ce? ) < 1052(7177—;) < 103(l+a) (14.75)

In the second case, when |x1| > 13me, we recal the definition of the domain Qus,+ on which 0% is defined,
cf. (14.11a), to note that ©%(z, t;,) < tfin, and therefore

llzllgl?ﬂre(TE(z»t) — t) < (1 + 6’62)(66(I,tin) |n) < (1 + C€ )(tﬁn — tin) < 13:5& . % . (14.76)

Combining the estimates (14.75)—(14.76) with the upper bound in (14.70), we deduce
H(I,t) < 1+ (Tg(l’,t) - t) 1;;0[ . }83 < 1+ 1+o¢( lw1l<137r52.1103 + 1lw1l>137r8%) 1;;-(1 . %

1 53
<1412, 1<13ne 755 T Loy > 13735 -

This proves the upper bound for J in (14.71c).

The proof of (14.71a)—-(14.71b). We note that due to (14.71c), for (z,t) € S (by continuity, on the closure of
this spacetime), the bounds (14.71a)—(14.71b) are already known to hold. This is because for |z1| < 137we we have
(1+1073) - (1+5-107*) < 1.01 while for x| > 13me we have (14 22) - (1+5-107*) < 2.1. Moreover, since
we have already established the JqVDV  bound stated in (14.71b), it only remains to prove the pointwise upper bound
for HJ_l stated in (14.71a)—(14.71b), on the spacetime 7f[5

The proof consists of two parts. The first one is to obtam rough lower bounds of J, (x,t) away from ¢t = ¢*(x2) and
21 = @1 (x2). The second consists in comparing J with .J, using various decompositions of the spacetime 7-{,5

The arguments in the first part of the proof, are reminiscent of the argument in the proof of Proposition 13. l , except
that instead of the downstream geometry, we consider the upstream one. In analogy to (13.1) we define

x?(xg) = {xlz x1 < 2y (22), Dywo (21, 22) = —% ) (14.77)

The fact that the function T > x5 +— xﬁ(xg) given by (14.77) is well-defined and differentiable requires a proof.
This proof is nearly identical to the one given in the proof of Proposition 13.1 with signs changed; the changes are

as follows. The existence of at least one value 2’} () e (— 1371'5 ,xy (z2)) satisfying Dywo (2] (22), 22) = —3¢
follows from the intermediate value theorem, because —iT € (—-%,0). Then, any such possible value 2’} (z2) must
satisfy @ (z2) < Y (x2) — 25€. This is because by the intermediate value theorem, (4.10), and ((vi)), we have
35 < |Driwo(af (2), x2) — Drwo(zy (22), 22)| = |27 (w2) — xf (22)[|1D1wol e < 2[af (w2) — aY (22)]. In
particular, with (6.53) we also have 2 (z2) < z}(z2,t) — 5. We may then define =’ (z>) as the largest Value of z1
for which Dywg(z1,x2) = —é—g and prove that for all z; < a:ﬁ (z2) we must have Dywq (1, 22) > — 20, y1eld1ng

also the uniqueness of (). To see this, note that when z; < a5 (z3), then z; — zY(z2) < —15€ < —ei,
Hence, by assumption ((viii)) on the initial data we know that for all 21 € [—137z, 2 (22)) with Dywo(z) < —3,
we must have D¥wg(z) < —e¥ <0, showing that as x1 decreases, Dlwo( ) strictly increases from the value —%
when x; = ! (z3), until it reaches the Value —= at some point 1 = 27 (z2). Additionally, ((viii)) 1mpl1es that for
71 < 21 (w2) we have that Dywg(z) > —1 thls is because if Dywp(z) wanted to dip below the value —3%, then it
would need to increase as a function of x1, but ((viii)) implies that Dy wq(z) can only increase in x1 if Dywg(x) > — %

Thus, we have shown that (14.77) gives a well-defined object, and that
2 (x9) < zY () — € 25 (x2) < #1(22) — HE, (14.78a)

Dywy(z) > —4T forall zy < 2 (2) —1 < Dywo(z) < —4T for all 2 (xy) < ap < ay(w2).  (14.78b)
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In particular, (14.78b), the inequality — 55 < — 3, and assumption ((viii)) imply that
Di’wo(a:) > L forall ) (z2) < 1 < 2Y (22) . (14.78¢)

Using (14.78c) we may also obtain a lower bound for the value of 2} (x5). Since D3wo(zY (z2),22) = 0, we may

Ib xT —fv T
write Dywo (a5 (22), 22) — Dywo(wy (xa), x9) = 3(HE=2LE2)2D300 (21 2, for some @) € (2 (), = (xz)).

Therefore, we deduce |25 (z2) — #Y (z2)| < v6e|Dywo (2} (x2), 22) — Dywo(z) (22), 22)|2 < V6e /3/20 < e, 50

af(z2) > oY (x2) — e, 2}(22) > d1(z2) — €. (14.78d)

We also recall from Section 13.1 that there exists a unique z* (x3) > zY () such that Dyw (2 (z), 22) = — 1%
cf. (13.1). Moreover, in analogy to (14.78) it is shown in Section 13.1 (just like in the above argument), that

xﬁ(zg) > x}/(xg) + 5, x%(xg) > &1 (22) + 1€, (14.79a)

Diwo(x) > — 3T forall z; > af(z2),  —1 < Dywy(z) < —3F forall oY (x2) < 1 < 2 (22),  (14.79b)

Diwp(z) > 1 forall 2y (z2) < 21 < 2t (x2), (14.79¢)

af(z2) < aY(wa) + Be,  2f(z2) <di(zo) +¢. (14.79d)

The bounds obtained in (14.78) for wy have two immediate consequences regarding the behavior of J,, when
combined with Corollary 6.2. The first bound in (14.78b) together with the support assumption (4.7) for (wp),1, and

the bound (6.24a), show that whenever (z,t) € H® is such that 21 & (2} (), x% (z2)),
Jy(z,t) = 14 (t — tin) 2 (Dywo (z) — eCy,)
>1-£5 5% 12? (36 Ljer|<137e +€C)

= %(1—137f5§$1§$?($2) + lxg(xg)gmlgli’)ﬂ's) + (1 - 05)113‘”5<‘$1‘S7" . (14803)

Similarly, assumption (4.10), and the fact that t*(x2) < tg, (which holds by the construction of 70, see the proof of
Lemma 6.5), gives that whenever (x,t) € H® is such that t;, < t < (tfm + tin), we have

Jy(2,t) > 14 (t — tin) 122 (Dywo(z) — eCy,) >

2 (1+eCy) > 5. (14.80b)

It thus remains to consider points (z, t) € #° such that 21 € (2} (2), 2% (x)) and 2 (tin + tin) < ¢ < t*(22). In this
region, the bounds (14.78c), (6.24e) with ¢ = j = 1, (6.53), (6.63), and (4.9), give

DI, (2,t) > (t — tin) 52 (D}wo (x) — eCK(Bs))

> Pt a2 (5 - eCK(Bg) — 2CK(Bg)) >

i (14.80c)

With (14.80) in hand, we turn to the second part of the proof and establish (14.71a)-(14.71b) for (x,t) € ?—lf’r

We note that by definition, this is the set {(z,t) € H®: ©%(z,t,) < t < ©®(x,t*(22))}, which may also be
written as {(z,t) € H®: 3t' € [tin, t*(x2)), witht = O°(x,#')}. We split this spacetime into three different regions,
as follows:

(i) The case t;, <t < (t,n + tin). According to (14.58) and (5.10), for all t’ € [ti,, t*(22)) and all z € T? such
that (z, ©°(z,t)) € H®,

I(x,t) = J(z,0%(x, 1) = J, (21 (x2), 22, 1) .

On the other hand, using (5.8), (5.12), (6.53), (5.10), the bootstrap (5.371) present in (14.132a), and the mean value
theorem, we have

Ty (&1 (w2), w2, ') < Ty (2] (2, 1'), 22,") 4 |21 (22) — @7 (w2, )| - |1 [l Lee,
< T, (1,29, t") + CK(Bg)e® - 4(1 + a)e .
Combining the two bounds above results in
J(z,t) < J,(z,t') + CK(Bg)e®,  where  t=O°%(x,t'), (14.81)
for all #/ € [tin, t*(22)) and all - € T2 such that (z, 0% (z, 1)) € H®.
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Next, we bound J,(z,t') from above in terms of J,(z,t) = J,(z,0%(x,t')), via the fundamental theorem of
calculus in time and (6.24d) as

t
J(z, ) = J,(x,t) — /t O, (2, t")dt" < J(z,t) + 52 (|(wo) 1 (z)| + Cu) |t — ']

It is thus clear that we need a bound for ¢t — t' = ©%(xy,z9,t') — t'. Recall cf. (14.10b) that ©% (% (z3), z2,t') = t'.
The mean value theorem in x1, the bound (14.30a), and the bootstrap (5.37k) present in (14.132a) give

[t =t = 10° (w1, 22,") — '] = |©° (21, 22, 1) — ©° (21 (22), w2, 1)

= |21 — &1 (22)][01©° (2], o, )| < |1 — 1 (2)| 52 .

Combining the above two estimates we thus arrive at the bound

J(x, t") < J,(z,t) + 5(1+a) |y — xl(x2)|(\(w0),1 ()] + C_jt) , (14.82)

2akg

valid for all ¢/ € [tin, t*(2)) and all 2 € T2 such that (z,¢) = (z, 0%(z,t)) € HO.
At this stage, combining (4.7), (4.10), (14.81), (14.82), and (14.12), we obtain

I(a,t) < J,(a,t) + XD — 3 (20)| (| (wo) 1 ()] + Cy,) + CK(Bg)e?

2ak(Q

< Jy(w7t) + 1|m1|<137rs Slta) 26me - (5_1 + CJt)

2aKkg
+ Ligy [>13me g ) 2(137 + 65a(1 + a)rg)e - (04 Cy,) + CK(Bg)e?
< J,(z,t) + 1|m1.g13wsw + Celpy, > 15me » (14.83)

(67,7

upon taking ¢ sufficiently small, and for all ¢’ € [t;n, t*(:cg)) and all € Xg, such that (z, ©°(z,t')) € HP.
Note that up to this point, the condition tIn <t < (tIn + tfin) was not used. We use this condition now, in order to
bound J, (z,t) from below via (14.80b) by 2 3- Combmed with (14.83), this results in the bound
d(w,t) < Jy(@, ) (14 Loy j<13ne § - 2ot + Celyg, 513me) (14.84)

[a 7,75
Thus, if we ensure that ko is taken sufficiently large with respect to « (only), in order to ensure that (14.38) holds,

210{&?‘1) < 500 and upon taking ¢ sufficiently small with respect to «, g, and Cgata, we deduce J(z,t) <

198 J,(z,t), which is consistent with both (14.71a) and (14.71b).

(ii) The case & (tin + thn) < t < min{O°(z,t*(22)), thn}, 21 & (2 (22), xﬁ(xg)) We still refer to the previously

obtained bound (14 83), except that in this region we use a different lower bound for .J,. This lower bound is coming

from (14.80a), which gives J,(z,t) > & whenever 21 ¢ (2 (z2), 2% (22)). Similarly to (14.84), we thus obtain

3(@,t) < J,(2,8) (14 Ljay<13me9 - 28 4 Cel e - (14.85)

9
then 1

210(14c)
oo < 200 and upon

taking e sufficiently small with respect to «, kg, and Cyata, we deduce J(x, t) < 138, (z,t), which is consistent with
both (14.71a) and (14 71b).

(iii) The case (tin+tfin) <t < min{O°(z, t*(22)), thn }, 21 € (2 (22), acﬁ (22)). This region requires a different
analysis, which is not based on (14.83); this is because we cannot obtain a uniform strictly positive lower bound for
J, in this spacetime. Instead, both J and J, may degenerate towards 0, and we need to carefully track this degeneracy.
To track this degeneracy, we employ a Taylor series expansion in x;, which in light of (14.58) and the fact that by
construction we have ©° (i (z2), z2,t') = t/, gives

Thus, if k¢ is taken sufficiently large with respect to «: to ensure that (14.38) holds, then 9 -

1013(x1,3:2,t) = %3(1‘1,%2,@ (z1,22,t)) = 10 I, (#1(x2), 22, ")
< 10T, (1 (22), 2o, 1) = J, (#1(22), 22,t") — 157, (E1(22), 22, 1)
= J, (&1 (22), w2, ©° (#1(22), w2, 1)) — o7, (#1(2), 22, 1)
= J,(z1,20,0%(21,20,1))
— 151, (@1 (22), w2, ') — (w1 — &1 (2)) (Jy 01 +8tJ981@6)(5é1(x2),x2,t’)
— 2z — il(xg))2(Jg,11 (2, 29, 0% (2], x0, 1)) + 20,J,,1 (), 2, O° (2], 22,1'))01©° (2], 22, 1)

+ 02T, (2, 2o, O3 (2, 0, 1'))(010°)? (a, 2, 1)
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00T, (@, w2, €0 (@, w2, ¢))020° (a4, 2, 1))
=: J,(x1,22,t) — Err (14.86)

for some x| which lies in between x; and % (), and where the error term Err is defined by the last three terms
(containing the minus signs) in the earlier equality. Our claim is that for the range of 21 and ¢t = ©°(z, ') considered
here, we have that Err > 0, which then would result in the estimate J(z,t) < 13t J,(z,t), thereby completing the
proof of (14.71a) and (14.71b) in the spacetime ’Hi

It thus remains to show that Err > 0. To see this, we first analyze the coefficient of the term which is linear in
x1 — #1(x2), namely (J,,1 +0,J,010°)(41(x2), z2,t'). Due to Proposition 6.7 we have that J, 1 (i1(z2), 72,t') =
- tt,*(gm Ot dy1 (21(x2), x2,t”)dt”. By also appealing to (6.24f) and (6.51) (at time ¢*(z2)) we deduce that for
t' < t*(z3), we have

|y (i1 (2), 2, )| < (¢ (@) — ¢) 2F2Cy (14.87a)
On the other hand, J, (21 (x2), x2,t") = ftt, (@2) O J, (21 (z2), x2,t")dt"”, and by also appealing to (6.24d) and (6.53)
(at time ¢t*(x2)) we deduce that for t’ S t*(x3), we have
J, (&1 (), wa, ') > (t*(w2) — )22 (—(wo) 1 (#1(22), w2) — Cy)
> (1 (22) — ') 152 (—(wo) 1 (2 (), 22) — 2Cy,) > (t* (o) — ') 2Lt (14.87b)
The inequalities (14.87a) and (14.87b) combined give
|Jg71 (1071(562), Zo, t/)| S 23(:2/\/(]9('%1(1‘2)7 o, t/) y (1487C)

for ¢ < t*(z2). In order to estimate the 9;.J,0,©° term, we use the bootstrap (5.371) contained in (14.132a), together
with (14.29a), to deduce

|at‘]g(i1(x2)vx27t,)algé(‘%l(xQ)van )| < ite) 4 J (xl(‘rQ) ant/) = 18 1+a)‘]. (11(932),’1}2,75/). (14.88)

€ aKgQ QaKQE

Combining (14.87¢) and (14.88) with x; € (z} (z2), xl(xg)) (14.78d), and (14.79d), we obtain

[0 — &1 (@2)I|(Jy 01 +0:7,010°) (&1 (w2), w2, )| < |y — &1 (w2) [ M2l (1 (w2), s, )
< HOED J (5 (w2), 02,1) < 1074, (&1 (22), 72, 1), (14.89)

where in the last inequality we have used that xq satisfies (14.38). Since 1074 < % the above estimate turns out to
be sufficiently strong.

Second, we analyze the coefficient of the term in (14.100) which is quadratic in 27 — 21 (22). For this purpose, we

note that since 21, %1 (x2) € (@ (z2), $§($2)), we also have =} € (2 (x2), x§ (z2)). Moreover, since we care about

2(tin + tin) < t < min{O°®(x, t*(22)), thin }, we may apply (14.80c) to deduce
Jy1 (2, 22,08 (2], 22,)) > &= . (14.902)
Next, we appeal to (6.24f), (4.10), (14.30a), and (14.38), to deduce

(2, 22,0 (2], 22,))010° (], w2, t')| < 2 S5 (IDFwo (2, 2)| +Ce) -5 < Hltae) < 1(;—;4.

2e? 0 — arge? —

(14.90b)

In a similar fashion, by appealing to (6.24g), we deduce
4 a)|1—a|Cs —
|07 J, (2, w2, ©% (2], 22, 1)) (010°)? (], 22, t')| < Arot-alCy ()% <10t (14.90c)

€ akg g2

upon taking ¢ to be sufficiently small. Lastly, upon applying (14.30d), and taking into account the bootstrap assump-
tions, (14.134), we deduce

|04 ], (2, 2, ©° (2, 22, 1)) 07 O° (2, w2, )| < 12 5(1{);2) = 12—;4. (14.904d)

Thus, putting together the bounds established in (14.90), we obtain that the coefficient of %(xl — 21(x2))? appearing
in the definition of Err in (14.86), satisfies
ngll (x/la Z2, @5(1'/1; T2, /)) + 2at<]gal (xllv X2, eé(xlla x2, tl))algé(xllv x2, t/)
+ 62 (161, Z2, @5($1, x2,1 ))(8195)2(‘%3’ T2, t/) + ath(xll, T2, @5(5317 T2, t/))afeé(x/la Z2, tl)

> 1 3107 5 1 (14.91)

= 6¢2 €2 = 7e2
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To summarize, we deduce from (14.89) and (14.91) that the term Err appearing in (14.86) satisfies

Err > 101J (Jcl(mg),.rg,tl) — ﬁjg(il(@),@,t’) + %(.761 - .5081(.1‘2))2 . % y (1492)
and hence this term is non-negative. In light of (14.86), this completes the proof of (14.71a) and (14.71b) in the
spacetime H3 U ©°(x, sin). O

14.8.3. Damping and anti-damping properties of J. One of the crucial properties of the weight J is that its time
derivative is strictly negative. This fact is recorded next.

Lemma 14.4. Assume that k¢ satisfies (14.38), that the bootstraps (14.132) hold, and that ¢ is then taken sufficiently
small with respect to «, ko, and Cyaa. Then for all (x,t) € H®, we have

—(0y + V)I(w,t) > 11> . 399 (14.93a)
We also have the first derivative upper bounds
—4020%e) < 9, g(a,t) < —2Lte) (14.93b)
023 (x, t)| < 1+ ) 4+ 9Cqata + 3bas (14.93¢)
|813 z,t)| < 1=, (14.93d)
(0 + V)2d(x, 1)| < 220 (14.93¢)

Sorall (z,t) € ’Hi UHS . Here by = bos(cv, k0, Cdata) > 0 is the constant from (14.29¢).

Proof of Lemma 14.4. In order to prove (14.93a), we recall that (0; + V' 95)d is continuous across ©°(z, t;,), and that
from the definitions (14.62a), (14.63) and the lower bound in (14.69), we have

—(0+V32)3(x,t) = —f(x) > 42 - (o= — Ce)

for all (x,t) € H® . This bound is consistent with (14.93a) upon taking ¢ to be sufficiently small, since Toriio= >

399 For the (x,t) € H3 ., we write t = ©%(z, ') for some ' € (tin, t*(z2)), and use identities (14.59) to write

(O + VR)d(,t) = (04 + VO2)d (1, 0% (2,1') = OB () ARG LA NRONEL) 4 v/ (3 O3 (2, 1/)) 0o B2, 1)

Appealing to the bounds established earlier in (6.43), (14.26a), and (14.29), for each (z,t) € ”Hi we obtain
(8 + VD), ) >~y (1 (w2), o, t') (1555 — Ce?)

> Lpa (S 750)(1}5%1 760162) > (5. 1143.107° C’e)

899

This bound is consistent with (14.93a) upon taking ¢ to be sufficiently small, since 10_‘_4% > 1600-

the proof of (14.93a).
We next turn to the bounds (14.93b)—(14.93d). In the spacetime H$ upon writing (z,t) = (z,0%(z,t)) and
appealing to (14.59), (14.29), (14.30a), and (6.43), we have

This completes

0(w,t) = 0 (z, 0% (x, 1)) = ZB2. € [-220xa) _2ta] (14.94a)
013 (2,1)| = |013(2, ©° (2,1))| = |010°(2,)D,3(w, ©° (2, ¢))] < vthray - "t < iz, (14.94b)
’823 x,t) | = |82£J (z,0%(x, 1)) | < ’82 To,t |+ |é)2@‘S (z,t)0,d(x, 0% (z, ¢/ ))|

<B(1+a) +5-10°(1 + a)2e - 22042 < 3.105(1 + a)?. (14.94¢)

On the other hand, for (z,t) € 7—[6_ we may directly differentiate (14.66), which in turn requires derivative estimates
for the stopping time T¢, the flow &;, and the function f. Estimates for the flow &; and its first order derivatives were
previously obtained in (6.8). Concerning the space derivatives of T, implicitly differentiating (14.65b) and appealing
to (14.29)—(14.30a), we deduce

|01 Te(x,1)| < =55 (5t + C2°) < ey - (14.95a)
|05 Te(,t)| < (1+a)e-(1+Ce?) <6-10°(1 + )%, (14.95b)
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for all (z,t) € #5 . For the function f, the pointwise estimate (14.69) is supplemented with the uniform derivative
bounds on T?

« s 0 t@6 Z,tin é «
[nf(@)] < (12 + C) - P < qibes (14.962)

o 2 ° S 2
[025(2)] < (42 (4Ceaa +2) + C) - 24555 + (52 +C) - oot < U5 (4Cuaa + 2+ bau) . (14.96D)

which in turn follow from the pointwise bootstrap assumptions (14.132a), the assumptions on the initial data in
Section 4.2, and the bounds (14.19), (14.29)—(14.30). Finally, upon differentiating (14.66), and appealing to the
bounds (14.69), (14.75)-(14.76), (14.95)—(14.96), and (6.8), we obtain

013 (2, 1)] < [01 Te(, t)f(21, & (@, Te(a,1)))] + \Te ,t) = t|(|10fll e + 1018l L, 195 1)

< ot 1160 R <(110§a2 + C) < 105 (14.97a)
1023 (2, )] < |02 Te (a0, ) (1, & (0, Te(,1)))] + \Tf (,t) = t|[|92&¢ ]| <, | Oaf | Lo
<6-10°(1+a)%e - Lo 180y 2652 (7 4 Ce) - U (4C4, + 2 + bay)

<4-10°(1 4 @) + 21 (4Cqara + 2+ bas) (14.97b)

forall (z,t) € 3 . The 02 estimate above, together with (14.62a) and (14.69) shows that

—lbe < e WL Ce < 9f(x,t) < — L2 B9 4 Ce < 20 (14.97¢)

for all (z,t) € 7—[5_ Together, the estimates (14.94) and (14.97) complete the proof of the bounds (14.93b)—(14.93d),
forall (z,t) € ’Hi UHS.

In order to complete the proof of the Lemma, we need to establish (14.93e). For (z,t) € H5 , we apply (0; + V 09)
to (14.62a), appeal to the fact that f is independent of ¢, that |V| < C°’5, and that 0,f satisfies (14.96), to deduce that

(00 + Vo) ?d(a,t)| < C,

for all (z,t) € H° . This estimate is better than what is required by (14.93¢). Lastly, for (,t) = (2, 0% (x,t')) € ’Hi_
we simply decompose

(01 + V32)?d = 04d + 2V 94d + V20003 + 0,V 0o .
Then, upon differentiating (14.59b) and (14.59c¢), we derive

02, 0 (a, ) = LBl 10O e )01(5.0% )

- T _ > T ’ it Z,"B z, ’
O, 0" (x,1')) = 2Bt )0uO (DO () ~0, 07 ()00 (2.07(t1))

aQQg(xa 66(Ia t/)) = (9228(1‘2, t/) - 622@5(1‘7 t,)atg(z7 66(1:) t/))
—20,0° (2, 1")92,3(, ©° (w,1')) — (020°(2,1))* 03 (w, ©° (,1')) -
Using the estimates (5.8), (5.9), (6.43), (6.24g), (14.26a), (14.26¢), and (14.29), we deduce

9usd (0%, ') |=(%)2+§g2012<€+a>2’
D209 (x, 0% (,t))

|

D928 (x, ©%(x,1))

|

Combining the above estimates, we obtain that
(0 + V)2d(x, 1)] < LG L &)
for all (z,t) = (z,0%(z,')) € H3. This completes the proof of(14.93e), and thus of the lemma. O
We conclude this subsection by providing an upstream analogue of Lemma 6.9.

Lemma 14.5 (Upstream damping and anti-damping). Assume that kg satisfies (14.38), that the bootstraps (14.132)
hold, and that € is then taken sufficiently small with respect to «, kg, and Cqara. Then, we have that

395 J,(8 + VDa)I + F2 (8 + V) J, > 1Eegs g, (14.98)

pointwise for all (z,t) € H®.
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Proof of Lemma 14.5. Using (14.93a), (14.71), and (6.24c), we have that
_%8%‘]9(875 + Va?)g + 8% (at + Va2)J9 > %H%Jy ’ 1;—604 : % - H% (H—ia]‘\ﬂﬁﬂﬁmﬂg + é)

g

ZH%J9~1+Q(%~ 899 —@—Co'g)

2¢ 1000 — 100
5 1+a 1
> 32 Jg . ;FE "3,
where ¢ was taken sufficiently small to obtain the last inequality. This proves the claimed lower-bound (14.98). ]

14.9. Pre-shock flattening and the upstream spacetime set. It is convenient to flatten the “set of times” t*(x5) at
which the pre-shock occur. We define the transformation

s = qus, ) = —2 (tt*(”) > = ti, <t(x2)t> : (14.99)

- 1+« t*(l‘g) — tin t*(.’Eg) — tin

forall (z,t) € H3. Sometimes it is more convenient to express (14.99) as
t=q " (2e,s) = t*(2) — (t"(w2) — tin) & - (14.100)
From (14.99), we see that the initial s-time is given by

Sin = (22, tin) = tin = — 7o - (14.101)

By design, the set of pre-shock times {¢ = t*(z2)} gets mapped to the time slice {s = 0}, which is to say that in (z, s)
coordinates, the pre-shock set is given by

= = { (#1(w2),22,0): w2 € T} (14.102)
Next, we note that for all (z,t) € H° we have
1 2 | =
a(r2,1) < 155 - e < T %éiff;sz S it
Tta
As such, the s-time variable can never exceed
sin = 135 - max(Erhl) < 25 H0e (14.103)

Taking into account (14.14), for upstream development in (, s) variables, we use the spacetime set 4° defined by
H® = {(2,5) € Xoin X [Sin,Stin): 5 = ql@2, 1), (2,8) € H®}. (14.104)

Moreover, we similarly define
HS = {(2,5) € Xan X [Sin, Stin): 5 = q(0, 1), (2,8) € H3 }, (14.105a)
HE = {(2,5) € Xin X [Sin,Sin): 5 = q(22,1), (z,1) € H }. (14.105b)

Given any function f: 55 — R, we define the corresponding function f: %5 — R by

f(ac,s) = f(x,t), where s = q(xa,t). (14.106)
From (14.106), and the chain-rule, (14.99), and (5.13) we obtain

0 f (,t) = Q(x2)ds f(x,5) = LDsf(x,5), (14.107a)
Bof(x,t) = (32 — Qa(w2,5)0s) f(,5) =: Daf(z,s), (14.107b)
O1f(x,t) = 01 f(z,5) =: 1D1 f(x,9), (14.107¢)

where for compactness of notation we have introduced the functions
Qr2) = Da(w2,t) = 25 mioh—e = Foaie (14.108a)
Qa(wa,8) = —0q(wa, 1) = 25 2tk (1 — L) — 0,47 (25) Qo) (1 - 2) - (14.108b)

For later use, it is also convenient to define

~ ~

Q(,s) == Qla2) — V(2,9 Qs (2,5) = ot (1 — V()" (22) (1 — f)) , (14.108¢)
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and
Q=0:Q=-0VQ+VQ2EL  Q=0Q=0, Q=0Q=-Q= ") (14.108d)

With the above notation, it follows from (14.107) that the spacetime gradient operator in (z,t) variables, namely
D = (0,01, 02), becomes the gradient operator D associated with the (z,s) coordinates, which is defined by

D = (Ds, Dy, Dy) := (¢Qdks, 01,2 — Qu0:) - (14.109a)
Additionally, the ALE transport operator (0; + V' 9s) is written in (z, s) coordinates as
Qds + V2 = Qds + VD3 = 1D, + VD, . (14.109b)

14.10. The approximate 1-characteristic surfaces and the upstream weight function in (x, s) coordinates. Using
the transformation (14.99), since g: H° — R we may define upstream weight function in (x, s) coordinates as

I(x,s) =3(x,1), (14.110)

for all (z,s) € 8. Moreover, according to (14.61), (14.62a), and (14.107), we have that 5 satisfies the equations
205017 — 205,52 Dah Dod — J,(Qds + Vo)d = —5J,(Qds + V2)F, in M, (14.111a)
QO+ Vd)d=f, in H°, (14.111b)

where | is as defined in (14.63) is the right side of (14.62a).

It is also convenient to obtain a pointwise expression for § in (x,s) € 7—[3_ coordinates that mimics (14.58). For
this purpose, we need to introduce an (z,s) variant of the approximate 1-characteristic surfaces ©°(z,t) which were
defined earlier in (14.10). It is important to note however that the domain of ©? is not #2 , and instead the space-
time S92U57+ defined in (14.11a). This is because @5(:1:, t) acts like a “time” variable itself, and so it should not be
transformed according to (14.106). Instead, the correct way to define an (z, s)-variable analogue of ©°(x, ) is similar
to (14.99), and so is given by

0% (x,s) = q(2, 0% (2, 1)) = tjn - LE)=O°ED  Ghere s = q(xa,t). (14.112)

t* (.’I)z ) —tin
In particular, the boundary condition (14.10b) and definition (14.99) shows that

. t* (22)—0O° (&1 (22),w2,t)
t* (mz)ft;n

Ly, LGt o (14.113)

éé(%1($2)7$275) = tin T (22)—tim

for all s;, <'s < 0. According to (14.11a) and (14.112), the natural domain of ©° is the spacetime
Qus, 4 = {(x,s): (z,q " (20,5)) € QUS,+}
={(z,9): 22 €T,sin <5< 0,X] (2,97 "(z2,5)) < 21 < X (22,97 ' (22,9))}, (14.114)

Note importantly that © (z,s) is only defined for s € [si, 0), and that the derivatives of ©3 do not transform according
to (14.107), and instead according to

8:0° (x,s) = 9,0°(x,t), (14.1152)
0,0 (w,5) = é(m)(agef’(x, t) + Ot (o) =i (0,0% (1) — 1) — 6275*(3;2)%) ., (14.115b)
010°(z,5) = Q(22)010° (1) , (14.115¢)

Above, identity (14.115a) is a consequence of the fact that (5 = (3(:62) is independent of time (cf. (14.108a)), while
in (14.115b)—(14.115¢c) we have appealed also to the computation in (14.108b).

One of the consequences of definition (14.112), when combined with (14.58) and (14.110), is that for all (x,s) €
Qus,+ we have

J(x1, 20, 0% (21, 2,5)) = B(xa,s), (14.116a)
B(za,s) = B(xs, D)t oy = o1 (@), 22, 0],y - (14.116b)

In particular, for every (z,s) € Hi, we may find s’ € [sin, 0) such thats = (:)S(x, s'), and thus (14.116a) yields
g('xa S) = 5(56, 66(567 S/)) = E($27 S/) .
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With the above notation, the distinguished surface passing through the pre-shock is parametrized as the graph

{(xl,x2,§(x1,x2)): o €T, x1 € [Xl_(xg,t*(xg)),Xi"(:cg,t*(@))]},
where

5(Il,ffz) = 0%(x1,22,0) = q(22, 0% (z1,22)), a1 € [X] (w2, (22)), X (2, " (22))], (14.117a)

and %f were defined in (14.11b)—(14.11c). Abusing notation, we extend 5 to be continuous and constant for x; &
[X] (22, t*(72)), X] (29, " (22))]; that is, we define

(:)5(3517332) = q(x2,tin) <sfin, 11 < X7 (22,17(22)), (14.117b)

O%(z1,2) =S, a1 > XF (22, 8" (22)). (14.117¢)

As before, we shall need to represent the surface {(z, ©%(z))} defined via (14.117) as a graph over the (z2,s)
plane, i.e. as

{(6°(x2,5),22,5): 2 € T,S € [sin, Sin) } ,

where for each x, fixed, 21 = 6% (2, s) denotes the inverse of s = 5(, T3) = q(z2, 03 (-, x3)). In particular,

O%(0°(22,8),22) =s  and 0% (22, 0%(zy,20)) = 11 . (14.118)
It follows from (14.116a) and the fact that B(z,0) = B(xq, t*(22)) = J, (&1 (22), 22, t* (22)) = 0, that

J(6°(z,5), 2,5) = J(21,22,0%(21,22)) = 0. (14.119)

Remark 14.6 (Dropping the tildes). Just as before, see Remarks 5.2 and 13.6, we shall henceforth drop the use of the
tilde-notation for all variables defined as functions of the flattened coordinates (x,s). Notably, besides dropping tildes

on the fundamental Euler variables and the geometric variables, we shall denote jg, d, and o’ simply as J,, J, and
O3, keeping the arguments as (x,s). We shall keep referring to the D operator defined in (14.109a) as the rescaled

spacetime differential operator in (x,s) coordinates. This identification is made throughout the rest of this section.

14.11. The decomposition of the upstream spacetime in (x,s) coordinates. Recall that in (z,t) coordinates, the
upstream spacetime H® was decomposed according to (14.15¢). In (z,s) coordinates, this decomposition carries
over as follows. Using the notation introduced in (14.117), the upstream spacetime H® defined in (14.104) can be
equivalently described as

e = {(x,s) € Xiin X [Sins Sfin): S < &(ml,xg)} . (14.120a)
In analogy to (14.15a), we have a well-defined foliation of the spacetime subset 7—[3_ C M3, as defined in (14.105a),
which is given by
HS = {(z,5) € H®: ©%(z,5in) <5< O%(z,0)} = {(2,0°%(z,s)): (z,5) € Qs +} - (14.120b)
The complimentary spacetime 7° defined in (14.105b) may be characterized similarly to (14.15b) as
HE = {(x,5) € H®: sin <5< ©%(z,51) } - (14.120c)
Moreover, in analogy to (14.15c) we have that
H® = HS UO®(z,51,) UHS. (14.120d)

While the characterization (14.120a) of 7?2 is most useful for pointwise estimates in (x, s) coordinates, for energy
estimates it is convenient to foliate 7£° by s-time-slices. This s-slice foliation was precisely the purpose for introducing
the function 6° (z, s) (recall, we have dropped the tilde notation) in (14.118). By construction, we have

HO = U {(xl,xg,s): 22 €T,—m <y < 95(1‘2,5)} . (14.121)
SE(Sin,Sfin]

In fact, the constraint that z € Xy, presentin (14.104) gives a more precise lower bound for x1. In particular, according
to (14.12) we have x1 > %1 (z2) — 2(137 + 65(1 + «)kg)e. Since in all our energy estimates the integrands vanish
identically for x ¢ X4y, there is no harm done by considering the s-time-slices from (14.121).
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14.12. Notation for integrals and norms. Recalling the definition of ® given in (14.118), For s € [sin, Sfin| fixed, we
use the following double-integral notation for integrals over the s-time-slices of spacetime H?, defined in (14.121):

96 95 ™ eb(mzﬁ)
// F::/ F(xq,22,s)dxdzs ::/ / F(z1,x2,s)dz1dzs ,
To=—T r1=—T

and the triple integral notation to denote

s prt® s pr6® s T & (z2,5")
/ F .= /// F .= /// F(z1, 72,5 )dz dwods’ :=/ / / F(x1,2,s")dz1dzods’ .
HO Sin Sin s'=sjy Jro=—7w Jx1=—7

We then have the associated space and spacetime L2-norms, respectively, defined as

®
IF G = P9 = [ P2, (14.1220)
Sfin
1913, = 1F s oy = | 2. (14.122b)
Sin

Let us note that for integrable functions F'(x1, z,s) over 12, the order of integration can be exchanged using the
notation in (14.117), so that

Sin s (x2,s) T T o5 (z1,22)
/ / / F(z1,x9,s)dz1daads :/ / / F(zq1,x9,s)dsdzodzy . (14.123)
S=Sjn To=—T J L1=—T0 T1=—T J Lg=—T J S=Sj,

Let us also consider the surface ©%(x,s;,) (cf. definition (14.112)) passing through (Z1(22), z2,si,). While s =
©3%(x,s;,) is a graph over (z1,3), it is convenient to view this same surface as a graph over the (x2,s)-plane. In
analogy to (14.118), we let z; = & (w2, s) denote this surface, where 62 is defined as the inverse map

O%(& (22,5),T2,5n) =S5, and 6 (29,0°%(z1,72,51n)) = 21 . (14.124)

in in

Then, similarly to (14.123), we have that

Sfin ™ Sin 1275) 0% (21,22,51)
/ / / Il,l‘g, )dxldwgds = / / / wl,xg,s)dsdmgdxl s (14125)
s=sijp Jxo=—7 Jr1=—T1 r1=—7 J xo=—7 J s=sj,

where in analogy to (14.117) we have abused notation and by continuity defined

@5(9617962,%) = q(22, thn) < Skin 1 < X7 (z2,tin) ,

©%(x1,%2,Sin) = Sin , z1 > X (22, tin)

where the stopping times %f are defined in (14.11b)—(14.11c).
For s € [sin, sfin] fixed, we will also make use of the following integral and norm notation:

& (z2,s'
/ F = / / / $1,$2,S/)d$1d$2d5/ y (14126&)
'HS s'=si, Jxo=—m (132 s’
05, (w2.5")
/ / / / F(x1, 29,5 )dz1drods’ (14.126b)
s’ =Sin To=—T JT1=—T

and in analogy to (14.122]3),
F 2 = ||F 2 = F2 14.127a
H ”[is H ”[3)5(7-[5) / ) ( )

1FIZ: = IFIe ey = [ F?. (14.127b)
o
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14.13. L? adjoint of D in the upstream spacetime 7°. In computing adjoints (with respect to the L? inner product
on H?%), we make use of the following calculus identities:

0 (x2,5) 0 (2,5)
/ O f (21, 2, )y = % fer,20,8)dar — 08 (22,8) f((22,8),2205).  (14.128a)
Similarly, we have that
P (x2,5) o 0° (z2,5)
/ 82f<$1,$2,5)d$1 = 371'2/ f(xhxg,s)dxl 6296(33‘2, )f(96(11275),$2,5) y (]4128b)

where (‘)6(:1027 s) is as defined in (14.118). With (14.128), the adjoint of D with respect to the L? inner product on
H® N (Xan X [Sin, 8]), With s;, < s < sgin, is given by

5: = *65 + 56(55’:5 - 65’:s;n) - 65956x1=05(a:2,s’) s (14.129a)
D} = —Di + €04, —g3(an.0) (14.129b)
Dj = D2+ Qo — Qudy—s — DolPdy, st sr) » (14.129¢)

(Q0s + V)" = —(Q0s + V) — (Q+ Vi2 ) + Q(0y—s — 65=s,) — (QDs0° + V020°)5,, —gs(an.sry - (14.129d)

Here we have used that H® C Xq, X [Sin, Sfin)» SO that only one boundary term emerges when integrating by parts with
respect to 20, at 1 = 6 (z2,s). We have also used the fact that (14.108b) implies Q2 (x2,sin) = 0.

14.14. The L?-based energy norms. Using the weight function J defined by (14.58), (14.66), and (14.110), and with
the notation introduced in (14.122a) for the L? norm, for upstream [MGHD] we work with the energy norms defined
by

EG(s) = E3 5(5) + (Ke) 25 1 (5), E2(5) = &3 (5) + (Ke) €2 1 (9) (14.1302)
2

E2,(s) = || TEDS (,Wnr, J,Zo, J,AL) () |[72 s E2,(5) = || JZDP (S, W, J, 2, J,AL) (-,5)|| 7. (14.130b)

E8+(s) = |8t 77D (W, 2, A7) (5[ E2+(s) = [[J2D° (W, 21, Ar) (s Hm, (14.130¢)
and the damping norms by

Di(s) = Dg (s) + (Ke) D5 (s), Di(s) = Di (s) + (Ke) *D3 (s), (14.131a)

D () /H34J2D6(JWN,JZN,JAN Hi?ds’ D2 () /HD5 J W, J 2y, J,AL) H';ds’

+/ 135D° (L, W, J,Z, J,AL |70, (14.131b)
DGT / ||34J2D6(WT,ZT,AT |}L2ds D5T / ||D5 W, 2, A, ||L2ds
+/ |35 DO (W, Z,, AL ,ds (14.131¢)
Sin

Once again K > 1 is a sufficiently large constant, independent of ¢, chosen at the end of the proof, solely in terms of
« and kg (see (14.203) below).

14.15. Upstream bootstrap assumptions. We continue to use the same bootstrap assumptions as in (5.37), but in-
stead of assuming that these bootstraps hold for (z,t) in the spacetime P (cf. (5.11)), we now assume that these
bootstraps hold for (z,t) € s (cf. definition (14.14)). As such, in this section all pointwise bootstraps are assumed
to hold for (z,t) € 5, or equivalently, for all (z,s) € H® via the flattening map (14.99), and for the energy and
damping norms defined earlier in (14.130) and (14.131).

To be more precise, the working bootstrap assumptions in this section are that
(W Z A J,, h, V, %) satisfy the pointwise bootstraps (5.37a)—(5.37q) in He , (14.132a)

y»Ygy

&6, Dg. &5, Ds, ||D°D1hl|,, ,[|D°Dahl|,, . ||D®,|,. satisty the energy bootstraps (5.37r)—(5.37u). (14.132b)

203ee the footnote 19.
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Here (W, 2, A, J,, h,V, %) are defined according to the flattening (14.106) (dropping the tildes as discussed in Re-
mark 14.6), while the energy and damping norms are defined in (14.130) and (14.131), respectively. Since the boot-
straps (14.132) in this section are the same as the bootstraps (5.37) used in Sections 5—12, save for the different weights
in the L? norms (with J replacing 7 in (14.130) and (14.131)), we shall sometimes (more frequently for the pointwise
bootstraps) make reference to (5.37) instead of (14.132).

As in Sections 5-12, the burden of the proof in the current section is to close the bootstrap assumptions (14.132),
i.e., to show that these bounds hold with < symbols instead of < symbols. To avoid redundancy, we do not repeat the
arguments of how bootstraps are closed when the proof is either identical to that in given earlier in Sections 5—12, or
if it requires infinitesimal and straightforward adjustments. Instead, we focus on the proofs of those bootstraps which
are different due to the upstream spacetime and weights. In particular, the upstream weight function J(z1, z2,s) that
appears in our energy estimates is defined using a family of surfaces ©°(x,s) which closely approximate the slow
acoustic characteristic surfaces. A key feature of this weight function is the identity (14.111a) which is fundamental
to the upstream geometry. The remainder of this section is dedicated to closing the bootstrap assumptions (14.132).

14.16. Identities in the downstream coordinate system. With respect to the coordinates (z,s) given by (14.99),
with the transformation (14.106), and upon dropping the tildes (see Remark 14.6), we have the following fundamental
identities, which are translations of the identities in Section 3 into (z, s) coordinates (see also (5.30)—(5.35)):

(Qds + V) J, = EC T W, + 1522, (14.133a)
(Qds + V3s)Doh = g(142W, + 1527, (14.133b)
ID,% = 3J,(Wy — Zy) + 2J,Dh(W, — Z,), (14.133c¢)

DoX = 193 (W, - Z,), (14.133d)

(Q0s + V)E = —aX(Z,y + A, (14.133¢)
(Qs + V3y)2 ™2 = 208072%(Z,. + A,), (14.133f)
(Q0s + Vo )v = — (W, + 15227, (14.133g)
(Q0s + Vo) T = (W, + 1527, ), (14.133h)
%(Qds + Vo)A = 2D, Q — aJ,g” 2D2h D2 Q. (14.133i)

By using (5.8), we also note that 61(Jg —J,)= 62(Jg —J,)=0.

14.17. Bounds for Q, (3, Qa, (32, and Q. We list a few properties of the coefficients defined in (14.108) in conjunction
with the flattening map s = q(x2, t).

Lemma 14.7. Assume that the bootstrap bounds (14.132) hold on H?®. If ¢ is taken to be sufficiently small with respect
to o, ko, and Cyata, then

30 < Q(arp) < Lo0L (14.134a)

|Q(z,5) — Q(a2)| < Ce?, (14.134b)
|Qa(z2,5)| < 11, (14.134¢)
|Qa(x2)] < 6(1+a), (14.134d)
|Q(z,5)| < Ce, (14.134e)
02Q(w2)| < 7(1+ @), (14.134f)
101Q(,s)] < Ce, (14.134g)
0:Q(,5)| < C, (14.134h)

hold uniformly for all (z,s) € H3.

Proof of Lemma 14.7. Using the definition (14.108a) together with the fact that —Ce2—t, < t* (22) —tin < tfin — tin,
which follows from the analysis in Section 6.6, we have that

B sQs oS40 (14139

£2—tip
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so by choosing ¢ sufficiently small, (14.134a) holds. From the definition (14.108b) and the bounds (14.17) and
(14.135), we deduce

Qa(x2,5)| < 10e- (14 Ce?) - [1— 2] <10e- (14 Ce%) - (2 + Ce),
and so the inequality (14.134c) immediately follows. Now, since Q = 6 VQQ, from (14.134c), we obtain the
bound (14.134b). Using the definition (14.108d), we see that Q = —,V Qy + VQ2L22) The bounds (5.370),
(14.17), (14.135), and (14.134c) show that (14.134e) holds. Next, we have that Qy = QW (£2) 50 that with (14.17)

and (14.135), we see th~at (14.134d) holds. Since 826 = —Qég, we also have that (14.134f) holds. Finally, from
(14.108¢), 0:Q = —%DlVGQ. Hence, (5.370) and (14.134c¢) give (14.134g). Similarly, from (14.108¢c), 0.Q =
62(3 — 05V Qy — V32Qy. From (5.370), (14.17), (14.20), (14.134c), (14.134d), and (14.134f), (14.134h) follows. [

14.18. Bounds for ©° and J in (z,s) coordinates. In Sections 14.5 and 14.8 we have obtained very precise bounds
for ©%(z,t) (and its derivatives), and for J(z, ) (and its derivatives), in the spacetime 2. In this subsection we revisit
a few of these estimates and re-state them (using (14.112) and (14.110)), for ©%(z,s) and J(z, s) in the spacetime H?°.

14.18.1. Bounds for the derivatives of ©°. From Lemma 14.2 and the identities in (14.115), we immediately derive
the first derivative bounds

1909091 < 0:0%(z,s) < 1L, (14.136a)
T < 19°(x,5) <0, (14.136b)
|020% (x,5)] < 6-103(1 + )¢, (14.136¢)

for all (z,s) € Qus,+, the spacetime defined in (14.114). Indeed, the bound (14.136a) follows from (14.29¢) and
(14.115a), the estimate (14.136b) is a consequence of (14.30a), (14.115c), and (14.134a), while (14.136¢) follows
from (14.29b), (14.29¢), (14.115b), and (14.17).

Bounds for the second order derivatives of ©°(x,s) also follow directly from (14.29d)—(14.29f) and (14.30b)-
(14.30d) upon differentiating (14.115) one more time, and appealing to (14.17), (14.20), (14.134a), and (14.134f).
Since these bounds will not be crucially used in the subsequent analysis, we choose not to re-state these bounds.

14.18.2. The function & is strictly decreasing in's. We recall the definition of ¢° (x5, s) from (14.118). Differentiating
the first identity in (14.118) with respect to s, and recalling that ©2(z) = ©°(z,0), we deduce that

010% (6 (4,5), 2,0) - Db (22,5) = 1.
This identity, combined with the bound (14.29a), (14.38), (14.115c¢), and (14.134a), yields

dak 105(1+a)
~ gy < O (2,5) < -5 < 0. (14.137)

Similarly, for the function 62 defined in (14.124), and appealing to the bound (14.71c), we also have

4ok 1 10°(14a)
_5OLK/0 S —W < 6 0(;“ (1'2, ) 81@5(9%"(932 ). 22,5m) S - 5 <0. (14138)

In view of the definition of D* in (14.129), it is also convenient to record the estimate

24-10% (14a)?ak
|026° (22, 5)| < AR (14.139)

which follows upon differentiating the first identity in (14.118) with respect to x5, and appealing to (14.136c¢).

14.18.3. Lower bounds for J. We recall that the function J(x, t) satisfies the pointwise lower bounds (14.67) and (14.68)
in H®, and respectively 7-[3_. Via the definition of J(z, s) in (14.110), appealing to the definitions (14.100) and (14.117),
and to the lower bound for Q in (14.134a), these pointwise lower bounds in (14.67) become

5 14a | 5
I(x,5) > CHORDE BNCDE H; ’ (14.140)
1, (z,s) € HO .
By additionally appealing to (14.116a), (14.99), (14.108a), and (14.134a), the lower bound (14.68) becomes
I(z,0%(z,s)) > 1809050Q( 2)”! = 106 ° e (14.141)

for all (z,s) € Qus_+, or equivalently, for all (z, ©%(z,s)) € HS.
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14.18.4. Comparison of J and J,. We only record the fact that the results of Lemma 14.3 carry over directly to (z,s)
variables. In particular, (14.71) implies that

3(%, S) < %Jg(‘ra S)1|m1|§13ﬂ'5 + %Jg (xv 5)1\x1\>137re (14.142)
for all (z,s) € H°.

14.18.5. Damping properties of J. Using (14.110), (14.107), (14.109b), and (14.134), it is direct to transfer any
derivative information for J from (z, t) variables, into (x,s) variables. In particular, from (14.93) we directly deduce

—(Q0s + Vy)d(w,5) > L - S99 > Hita) (14.143)
for all (z,s) € H°, and

— ) < 9 g(w,s) < - 20EY (14.143b)
ID2d(x,5)| < C, (14.143c)
ID1d(z,s)| <1073, (14.143d)
|(Q2s + V2,23 (x,5)| < 2020 (14.143¢)

forall (z,s) € 7—[3_ UH?® . Lastly, from Lemma 14.5 we obtain that
—3351,(Q0s + Vu)d + 32 (Qds + V) J, > 1H2gz | (14.144)

pointwise for all (,s) € H?.

14.19. Bounds for the geometry, sound speed, and ALE velocity for upstream development. Just as we did in
Section 13, we again record all necessary upstream modifications to the bounds obtained earlier in Section 7. We
specifically highlight all the modification caused by the change in the weight function 7 + J. Bounds without the
presence of such a weight function remain identical to those in Section 7 (and we continue to make reference to
equation numbers from Section 7), and bounds with such a weight function are modified with 7 replaced with J. For
instance, the bounds in Proposition 7.1 now become the bounds given in Proposition 14.8 below. The corollaries and
remarks which follow this proposition (in particular, the closure of the (5.37t) and (5.37u) bootstraps in Corollary 7.2)
remain the same as in Section 7, and to avoid redundancy we do not repeat those arguments here.

Proposition 14.8 (Bounds for the geometry, sound speed, and ALE velocity). Assume that the bootstrap assumptions
(14.132) hold, and that € is taken to be sufficiently small to ensure £= ((By) + (Bn) + (Bg)) < 1. Then, assuming ¢ is
sufficiently small with respect to «, kg, and Cyata, we have that

(J,,D1h, Doh, 3, V) satisfy the bounds (6.64), (7.1b), (7.1d), (7.1e), (7.1j)— (7.1k),(7.1)—(7.1m),  (14.145a)
137D, (9|5 o + L]|gTDCT |2, S e(Be)?, (14.145b)

|87 DDoh(-,5) 13 2 + LT D DohF2 | S K2e*(Bg)?,  (14.1450)

6
> a7 (D + g7 7DIIDsA) |2, + (1375 (D17 — g~ ADIIDah) [ 12 | < Ke(Be) (14.145d)
Iv1=3
1375 DN 2, + 375D 7|2, < Ke*(Bg), (14.145¢)
(135 DN 12 + T D°T || Lo r2) S Ke (Bg),  (14.145f)

where the implicit constants in all the above inequalities depend only on «, kg, and Cyata.

Proof of Proposition 14.8. We explain the upstream modifications required for the proof of the inequality (14.145b).
We compute the L2-inner product of (7.11) with 3% DGJ_q to obtain that for any s € (sin, Sfin,

s ppl®
1 / / 5 (Qds + V03)| D52

s prt® 1~ R - s 1~ o~ s r? 1 ~6
— 142*01 // 35 DG(JgWN)DGJg + 1;0& // 35 D6(<]_qZN)D6<]_q + // 35 RJg D()Jq .
Sin Sin Sin
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Using (14.129), we have that

# st N s 0 o
%/ Qa#|D° _(,25, —i// 3_§(Q85+V82)3]D6J9|2—%// (Q+V,9)J2 D8, |

1 ) 1106 7|2
i 2//T ((Q859+V829)8 B, )‘9(z275)dx2ds

g < s ppl®
= HJ// H%Dﬁ(Jg\i\/N)DﬁJg + 17704//‘ 3%D6(JgiN)D6‘]g +// H%RJQ D6J9

Notice that the second line in this equality vanishes due to the fact that J = 0 along the surface z; = & (z3,s) from
(14.119). It follows that

9‘3 s s 96 1 ~ : eév a0
%// Qa5 | —i/// 3‘§(Q85+V32)3|D6Jg’2_%/// (Q+ V)2 DO, |7
sl S e o T =

:m// HEDG(JQWN)DGJQ_FFTO&// 3§D6(JQZN)D6JQ+/ﬂ HiRJg D6J9

Then, using the bootstraps (5.37), and the bounds (14.134) and (14.143a), we obtain that for ¢ > 0 sufficiently
small,

7
// 150, [+ G a0 1,

< 34D, ez, (H—auaz DLWz, + H52 108D (1,2.) 2, + 3R, 122 )
< Lo gD, |3, + 41+ @)el|FE DO Wiy, L2013 + £ 3R, 132 - (14.146)

The bound for || Jg% R, |3 is obtained identically as in (7.15), and hence, it follows that
051~6 2 1yg-ip6 712 961~6 2 2
[ #1650 + Ha B0 3 <20 [ B0, sl + 2ClBo) (14.147)

where C' depends only on cv. The bound for [[ g5 IDS.J, (-, sin)
on « and Cy,t,- This concludes the proof of (14.145b).

The upstream modifications required for proof of the inequalities (14.145¢c)—(14.145f) are identical and these details
will be omitted. To avoid redundancy, we also omit the proofs of the unweighted bounds for (.J,, Blh, th, ¥, V), as
these are established exactly as in the proof of Proposition 7.1. (|

2 given in (7.10), has an implicit constant that depends

14.20. L?-norms of functions evaluated along ©%. We first define the set of points at the intersection of each surface
©°(z,s) and the initial time-slice {s = s;,}. Recall the definitions (14.112) and (14.11b), for each s € [siy, 0] and
x5 € T, the intersection of the initial time-slice {s = s;,} with the slow characteristic surface ©°(z,s) occurs at
71 = X{ (22,97 (22,5)), by the very definition of the stopping time X (22, ) in (14.11b). Similarly, the intersection
of ©°(z,s) with the future temporal boundary of H% occurs at 1 = X (22,9 *(22,s)), which may be seen by
tracing back the definitions (14.112), (14.99), and (14.11c). That is, upon defining
XE(22,5) := X% (20,97 (22,5)) (14.148)
we have the identities
O (X (2,5),22,5) = (w2, tin) < Sfin,  O° (X (22,5),22,5) = (22, tin) = Sin - (14.149)

Next, we recall that the domain of the function ©° (x,s) is the spacetime set Qus 4, defined in (14.114). Keeping
this in mind, we define:

Definition 14.9 (The L2 norms of a composite function F(x, ©%(z,s))). For any fixed time s € [sin, 0), we define the
spatial L2 norm by

s

f{ (z2,s)
L2 / / 23‘1,332,@6(l‘1,l‘2,5))|2d$1d$2, (14150)
To=—T

Xy (22 5)
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where we recall the definitions in (14.148). The spacetime L? norm of F(x,©%(x,s)) is written as

2
PO DI oy = [ IFCO%C s
0 g x (z2,s)
:/ / / F(x, @5 (z,s) ’ dxidxads
S=Sjn J T2=—T X7 Iz,S)
:/ |F(m,65(x,s))’ dzdzads, (14.151a)
Qus, +

upon recalling the definition (14.114). By a slight abuse of notation, we shall write

|F(-,0°(, = ||F(-,0°(, (14.151b)

||L2 HL2 «(Qus,+)

as F(-,0%(-,-)) is only defined on Qus,+ and hence there is no other possible domain for this spacetime norm.

14.20.1. A spacetime change of variables formula. It will be necessary for us to make the spacetime change of vari-
ables s — ©%(x,s) in order to relate the norm | F(-, ©%(-, NIz , (as defined by (14.151)), to the norm ||FHL2

(as defined by (14.126a) and (14.127)). This is possible because according to (14.120b) the spacetime H? g is 1ndeed
foliated by the surfaces (z,0°%(z,s')), with (x,s') € Qus . That is, for every (z,s) € M3, there exists a unique
s’ € [sin, 0) such that s = ©%(z,s'), and the map (z,s') — (z,0%(z,s')) = (z,s) is a bijection Qus + — H3. The
Jacobian determinant of this map is 9y ©°%(x,s"), which according to (14.136a) is uniformly close to 1. Applying the
change-of-variables theorem to this transformation, we find that

:/ |F(z, 0% (2,5'))|*day dads’
x,s QUS,+

_ 2 1
/711|F(x’5)’ 9,00 (z,5)

the last equality coming from the definition of the L%S(Hi)-norm given by (14.126a) and (14.127).

2

HF<7 @5('7 ))

dzydaads = ||(0,0°) 2 F||L2 o (14.152)

s=0°% (,5') )’

14.20.2. Useful inequalities for fifth-derivative bounds. We next develop some inequalities that will be used for fifth-
derivative bounds. We follow the methodology of Section 6.8. The main estimates established below are (14.156),
(14.161), and (14.164).

We first seek to obtain a bound for the L2-norm of the composite function F(-,0°(-, s)), as defined in (14.150).
In order to bound from above <L||F(-, ©%(-,s)) HQLE , it is clear from (14.150) that we need to be able to differentiate

the stopping times .’%f (z2,s) with respect to s. This is achieved by differentiating the two identities in (14.149) with
respect to s, and appealing to (14.29a), (14.29¢), (14.115a), (14.115c), (14.134a), and to the fact that J,(-,sin) = 1;
this leads to

d ~+ _7(85@6)(§:+(1215)7I275) QKo
& (X1 (22:9) = =560 Fr(ms mse) © 5% 50H0] (14.1532)
(

d (— _ (8.0%)(XT (w2,8),m2,9) ak
4 (X7 (22,9)) = 06N (e ey € [#52,00). (14.153b)

The rough upper bound in (14.153b) is due to the fact that the .J, o ©° factor implicitly present in 9,02 is evaluated
at time q(z2, tsn), and so J, here could in principle be as close as possible to 0, though still strictly positive. With
(14.153), we simply differentiate (14.150) and deduce that

3 LG CD)] [

< 5a/<;0/‘F(%f(:vg,s),:rg,s;n)|2d:£2
T

Z{ (Iz S
+/ / .171,&82,@5(1‘1,1?2,S))asF(xl,l‘Q,@6(1‘1,$2,S))8s@6(561,1‘2,S)d$1d$2

X7 (22 5)

< Sako|| F(XT (-,s), Ssin)lliz, +2 e [|F(.0°(9))[| 2 [|0:F (. O°(,9))]| 2 - (14.154)
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In the last inequality above we have appealed to (14.136a) to bound 9;0°. The estimate (14.154) then implies
upon integration in time, and by appealing to (14.153a) and the change of variable formula for the map (x2,s’) —
(22, X{ (z2,5')), whose determinant Jacobian is -4 X7, that

HF @6 ||L2 ||F(',®§(',Sin))’|iz +50éﬁ',0/ /|F(%f(x2,s’),xg,s;n)|2dx2ds’
Sin T
2 B8 [P 00 [ 020
< P03, + 28] P
2 38 [P 00 [0 0.2 (14.155)

We now consider a function F(z,s) such that J"0,F € L2 ((#®), for some 0 < r < 2. Our goal is to establish the
bound

In order to prove (14.15 6), we first decompose the left side of this inequality as integrals over H i and H° . From (14.122b),
(14.127), (14. 136a), (14.151), and(14 152), we deduce that

For the first term on the rlght 31de of ( 14.157), we use definition (14.151) the lower bound (14.141) and the previ-
ously obtained upper bound (14.155), to deduce

IFCo s, = [ IFCef ol

S |sinH|F . @6( Sin

) < 22e]|F (i) [ + 664237 00|, 0<r<¥, (14.156)

HD)7

8) < 1909091HF e°(, HL2 + HFHL2 J(HE) (14.157)

+ 25|sin‘HF('7Sin)Hig

1909091/ /HF e°(., ))HL%HasF('a@6(‘75/))’|Lids’ds

S |sinH|F : @5( sin

e

+ 2550 || F (-, ) ||

iz [

1909091/ /HF (., HL2H (970 F) (-, @6(.’5/))"%(%~%)7Tds’ds
< Il | 052 + 25l s

+ lsinl [ £, 0° (5 )| (@ OF)C O, s

In the last inequality we have used the fact that for r € [0, 3/4] we have fs_ (&) 7"ds < 4|sin|. Using an Cauchy-Young
argument, and then by appealing to (14.152) and (14.136a), we deduce from the above estimate that

|F(-, 0%, <2\sin|||F(~,@5(-,sin))||ii+5O|sin|||F(~,s;n)||ii+81\sin|2]|(3T85F( e°(, HL2

(14.158)

Mz,

< 2fsinl | F (-, 0%, 50)) ||

[z + 50lslllFC sl

2+ S2lsul? |[370F 2,

)
%
We notice that the first term on the right side of (14.158) needs a further upper bound, in order to prove (14.156). For
this purpose, pointwise in  we apply the fundamental theorem of calculus in time to write

©°(x,in)
F2(z,0%(x,s1n)) = F2(x,s10) + 2/ F(z,5)0sF(x,s)ds.

Hence, recalling the definition (14.150), appealing to (14.125), and using the lower bound J > 1 on the curve
(z,0%(z,si)) (cf. (14.140)) we deduce

. ) e 2 e 2 ™ x (':E27sln) @6(w17w27sin)
1F(, 0% ’S'"))HLg <& ’S'")HLE +2 F(2,5)0sF (z,s)dsdzdzs
T2=—T0 s

x (z2,5in) ¥ 5=Sin



174 STEVE SHKOLLER AND VLAD VICOL

i i O°%(z1,x2,50)
< FCosm)|2, +2 / ) / / |F(x,5)]|(370.F) (. 5)|dsdaadir,

2 Sfin s II;,S)
el 2 [T [ [ Pl @ sjandss
* s=sip Jro=—m Jx1=—7
< HF("sin)Hig +2’|FHL;5(H§)ngasFHLg‘s(ng)' (14.159)

Let us now estimate the second term on the right side of (14.157), namely ||F|[ 2 (35 . For the L? norm on %2,
which was earlier defined in (14.126b), we have that

Sin (W27 sm 132;5)
// xsdx<||F , Sin HL2 / P // ,s')dxds’
sm($25)
= [[F (sl +2/ // F(x,5)0y F(x,5)dads’
+/ /85/92n<$2,51)F2(9§in(1‘2,S/),I‘Q,S/)dl’gdsl
Sin T

2 T
< P2 + 20 Fll s s 187 0F s e

the last inequality following from (14.138) and the fact that § > 1 in H° due to (14.140). Integrating the above
inequality for s € [sj,, sfin] and then using Cauchy-Young, we obtain

HF”ig,s(Hi) < 2(sfin — sin)||F(.,sin)||ig + 4(sfin — Sin)2||3T3sFH2Lg,S<H§) . (14.160)

Combining the bounds (14.157), (14.158), (14.159), (14.160), using that |sfn — Sin
Cauchy-Young inequality, we deduce

1F e sy < 112081 Cosn) [z + 1661800 |7 05F 172 (s + 35sn |70 F |5 s -

< 28s;,|, and applying the

This bound clearly implies (14.156), as claimed.
Our next goal is to establish the bound

sup ]Huﬁm(-,e@(-,s)) :

I7: < 40¢” | F(- )]
SE[Sin, °

2z +20¢%el8* T 0F 7,

(MY (14.161)
in direct analogy to (6.75). For this purpose, we revisit the computation in (14.154)~(14.155), appeal to the fact that
via (14.145) (more precisely, (6.64)) and the bootstrap assumptions in (14.132a) we have that J;.J, < _% . 1;75& +14-
1;750[‘]9 S 14|Sin‘71c]g, and thus

(72 F)(-, ©°(:, Hm < [[(77 F)(-,©° (- sin) ||2L2 +25]|(J2 F)(-,sin ||L2
+%/ |72 F). 0| |72 8SF)(-,®5(~,S’))HLids’
+i. / (3 ’))Hszds’. (14.162)

Using that J, (-, s;,) = 1, that |J, — 1| < 5-10"%and 1 < J < 3 in the closure of H° via (14.71c), appealing to the
upper bounds (14.159), (14.160), to the lower bound (14.141), and using the norm equivalence stated in (14.152), we
deduce from (14.162) that

12 F) 0% oDz < 2611FCosillzz + 311 o s 15 T2 OF | s

5 [N PO )o@ 70055 () e

i [P e ],

S 29||F1 *5 Sin

+10]sia ||| 37 Jg%asFHQLg )

Mz
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+3|Sin|%( sup H J F)( HL2)||3 J? aFHL2 J(HE)
SE[S.m
+%/ | F)(, 08 ()| ds (14.163)

Using Gronwall’s inequality for s € [sin, 0] and the Cauchy-Schwartz inequality, we deduce from (14.163) that

S[upo]H ( @5 HLz < 29615‘}F('a5in)uiz + 14615‘5'"”‘3 J aFHL2 Hf’)
SE[Sin
+ 9% sinl [ T2 0F |15 )+ 5 _sup [[FFF)C,0°C9)] 1z -

s& [S\m

Absorbing the last term on the right side into the left side of the above bound, then establishes (14.161).
The remaining bound that is established in this section is that for the norm defined in (14.122a), we have

1 2
sup ]||<J}F><~,s>||%g < L™ F (5|7, + 926”3 TFF 3, ) (14.164)
SE[Sin,Sfin
In order to prove (14.164), we split the integral defined in (14.122a) similarly to (14.126) as
) sin (22,,5) & (x2,s)
||(JQ§F)(,S)||%2 = // JF (.%‘1,{)32, )dxldl'g + // JFQ)(x17.'L'2,S)d$1de'2

* 65, (z2,5)

= I(s,—) + Z(s,+) . (14.165)

For the first integral, a fundamental theorem of calculus in time is applied between time s and time s;,. The mono-
tonicity with respect to z1 of ©°%(x1, T2, si,) ensured by (14.136b) implies that for every z; < & (x2,s), and for all
s’ € [Sin, s), we have (21, 22,5") € H®. Then, with the bounds for g and .J, provided by (14.71c) in H° , and with the
estimate 0s.J, < 14[si,|~1J,, we deduce

9‘5 L(x2,9) 95 (IQS
S — // JF (1‘1,1‘2,5”1 dxldxg —|—/ // )(xl,xg,s’)dxldxgds'
< FCsi)[zs +2 / 12 F) o) 22 (85 T2 OF) (-, 12 s’ + 4 / (T2 F)(s)[F2ds’. (14.166)

In order to bound the Z(s, +) integral appearing in (14.165), we let s’ € (sj,, 0) be arbitrary (we will eventually
pass s’ — 0). Then, for each x5 € T fixed, there exists a unique

U(zy,s,8) = a1 € [X] (w2,5), XT (22,8)] N [, (w2,5), 6 (x2,5)) suchthat s=0O%(zy,zy,5).

Note that limg s, v(x2,s,5') = & (2,s), and more importantly, limg/ o v(22,s,s’) = & (z2,s). Because of this,
by the monotone convergence theorem, we may write

zg,ss)
= lim // F?)(21,12,s)dzdxs . (14.167)

s’—0 22 ,S)

Our goal is to obtain uniform in s’ bounds for the integral expression in (14.167). For this purpose, we use the
fundamental theorem of calculus in time between the time s, going down to time max{©°®(z, si,), sin }. We deduce

$2 S,S ) xg s, s’
// (J,F?) (21, z2,s)dr1dry = // F?)(z1, z2, max{O®(z, sin), sin} )dz1dao
6, &,

L(x2,9) L (x2,9)

v(z2,s,s’) s
+// / (95(J9F2)(I1,JIQ,SN)dS”dl‘ldJ?Q.
T 0§i" (za,s) max{O°®(x,sin),Sin}
(14.168)

Appealing to the triangle inequality, to the bound (14.159) and the information on .J, in H® available from (14.71c),
and to the bound (14.160), we deduce that the first term on the right side of (14.168) is bounded from above by

1FCosimll7s + [1FC. 0% Cosm))7, < 6l|FC.sull;

152 +10[sul |5 72 0.F 7. (14.169)

EADN
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The above estimate is clearly independent of s’. The second term on the right side of (14.168) is bounded simi-

larly, using that 9s.J, < 14|si,|~'J,, Fubini, the change of variables formula, and the fact that J satisfies the lower
bound (14.141). An upper bound is provided by

112,5 S
‘ | // / (Jng)(xlamQ;S/I)dS//dxlde
o s (z2a,s) max{O°%(z,sin),Sin}

v(z2,s,s’) ) L )
oy / (JEF) - (3 IEOF) - 3% (01, 22, 5")ds"dydrs
T 9§in (x2,s) max{O0?®(x,sin),Sin }

12’55) 11 1
< |s.n|/ |12 F(- ||L2d”+/ // JEF) - (31 JZ0F) - 377 (w1, 2,5")da1dasds” . (14.170)

68, IZaSH)

The second term in (14.170) requires a further careful analysis, in order to suitably bound J~ i i(x,s"). FlI‘St by appeal-
ing to (14.111a), (14.143a), and (14.143c) we see that 2aX01J = (1 — §)J,(Q0s + VI2)d + 2aXJ,9~ 3DyhDyJ <
fJ_qlg—ea < 0, and therefore J is strictly decreasing with respect to x;. As such, with (14.143b), the fundamental
theorem of calculus in time, the definition of v(z9,s,s’) above, and the fact that J > 0 in H?  we deduce

min  J(z1,22,8") = J(v(z2,s,5), 72,5")
z1<v(22,5,5)

= J(v(z2,s,s), w2,8) — (s —s")0d(v(x2,s,5), 22,8") > (s — s/)g(;;-:) . (14171
Using, (14.171) the right side of (14.170) may be further bounded from above by

\s.nl/||‘]2F HdeS"*/H (FEF)C S | @ 0] (5 = ) X)) THas”
< m/ 172 F (- ||L2d5~+2|s;n\z(s—sm>%( sup [|(EE)S )| B TR0y - (14172)
Sin s’ € [Sin,s]

Importantly, this bound is also independent of s’. By combining (14.167), (14.168), (14.169), and (14.172), we thus
obtain

765,) < | Pl + w|sm|ua%.féasFuigSW_) AL LR
w35} (Csup [P ) 9T Pl - 14173
s’ € sin,s|

From (14.165), (14.166), (14.173) we obtain

1Pz < TIFC sl +100slll3 T2 F 1y ey + 2 [ )5 5"
+5|Sin|§( sup H(J F)( ||L2)||3 J? FHL2 L)
s’ € Sin,s]

An application of the Gronwall inequality in s then directly gives the proof of (14.164).

14.20.3. Bounds for Es and Ds. We first show that (5.37s) follows from (5.37r), assuming that By is sufﬁcienthy large

with respect to Bg. We will employ the inequality (14.156) with r = %. Using (4.11), recalling that 05 = %DS, and

that (AQ_l is bounded according to (14.134a), we deduce from (14.156) with r = % that

D2, (Sfin) < 224Cqara” + 680D, (Sfin) .

D2 (sfin) < 224€®Caga” + 680D - (Sin) -
From the above bound and the definition (14.131), it follows that

D2(sfin) < 224Cqata” + 680DZ  (sin) + (Ke) 72(2246 Cyara® + 680DZ 1 (sfin))
< 448C2,., + 680D (sfin) , (14.174)
since K > 1. Similarly, by appealing to (14.164), using (4.11) and the fact that J,(-,s;,) = 1, we deduce that
sup 55’,\/(5)2 < %eQSCdataZ + %65653’/\,(5%)

SE[Sin ,Sfin)
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s 2 36 2 94 56752
sup  &s,7(s)” < 14e”Cyara"e + €7Dy - (Shin)
SE [Sin»Sfin]

and therefore, with (14.130a), we obtain that
e sup E2(s) < 14e*°C3, + 9465625%7_/\/(5]‘]”) + (Ke)~?(14e%e*8C3,, + 946565(23’7—(Sﬁn)))

SE[sin,Sfin)
< 28e28C2,,, + 94€°9D2 (sqin) - (14.175)
From (14.174) and (14.175) we thus obtain
sup & (s) + §5(Sﬁn) < 6 Cyata + 10@28256(sﬁn)

SE|[Sin,Sfin]

[N

3

and so the bootstrap (5.37r) implies that (5.37s) holds (with a strict inequality) as soon as
6e1*Cyata + 10e2®Bg =: Bs . (14.176)

14.21. Improved estimates.

14.21.1. The HS vorticity energy estimate.

Proposition 14.10 (HS estimates for the vorticity). Let ) be the ALE vorticity, defined in (3.30), and Q be the ALE
specific vorticity given by (3.31). Assume that the bootstrap assumptions (14.132) hold, and that ¢ is taken to be
sufficiently small to ensure €2 (By) + €2 (Bn) + €3 (Be) < 1. Then, assuming € is sufficiently small with respect to
a, Ko, Cdata, and d, we have the bound

1~ ) Sfin — 9 °

sup ]Hng D°Q(,s)|}. + g/ [D°Q(-,5)|| . ds < Ce(Bg)?, (14.177)
SE€|Sin;Sfin * Sin v

where the implicit constant depends only on «, kg, Cyata, and 5. Additionally, we have that

- Sfin __ .
sup |3 D°Q(-,5)]| +l/f 155, 5)]| 7 ds < Ce(Bs)?, (14.178)
Si

€
SE [Sin,Sfin] n

where the implicit constant depends only on «, kg, and Cyata. Moreover, we have that

12, < 2% e Caata (14.1792)

20-23(14a)

DL . < 2(4e™)™ o Cata (14.179b)

Proof of Proposition 14.10. First, we note that the proof of the inequalities (14.179a) and (14.179b) of is identical to
that given in the proof of Proposition 8.1 so that these pointwise bounds hold, and will be used for our energy estimate
via the Gagliardo-Nirenberg-type inequality Lemma B.3.

Second, we will use the weight

P, o<r<i,

for our energy method, with the intent of ultimately passing to the limit as » — 0.

Third, by using (14.156) with F' = D? 55(2, we obtain the bound for the unweighted fifth-derivatives of specific
vorticity:

ID°Q,. <152 D°Q(: sin)llzz +28(|3" D°DsQ[ ., - (14.180)

Fourth, we can now turn to the H° energy estimate. From (8.4), we have that
%(Q8s + V9,)D°Q — ad DOQ + aJ,g~2D2hD2D°Q = R, (14.181)

where the remainder term Rq is defined in (8.5). For 8 > 0 to be chosen below, we compute the spacetime L?
inner-product of (14.181) with £28+1927D6Q, use the identities (14.108d), (14.129b), (14.129¢), and (14.129d), to
obtain that

6 6 s pr6
// QE*2’332TJ9|56Q]2(',5)—// QE*%g”ngBﬁQf(',sm)—/// 22092 D6 Q[ (Qas + Va)J,

s pptP _ N o
_27’/// 2—2532r—1Jg’D6Q‘2((Q65+Vag)g—%ZD13+ang—§D2hD2g>
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Sfin 05 — S 95 -
—a(2ﬁ—1)/// 2‘2532’“2,1|D6Q\2—/// 3% J,|D° Q[ (Qas + V)52
s ot ~m~2 cor U
:/// %2832 J,D,V|DOQ)| +a/// 3> D2 (2720 7,972 D2h) |DCQY

s B L . — _
+a// E*2ﬁ+1Q232Tqu*%D2h|D6 ? +2/// »2H1g2rRLDOQ . (14.182)
Sin Sin

We use the identities (14.133a), (14.133c)—(14.133f), and (14.111a), together with the bounds (14.132), (14.134),
(14.143); from (14.182), with ¢ taken sufficiently small, we obtain the inequality

et B e B
(-2 [ s ol + 2o [ s gl
Sin
e o, B o, B B
§(1+55)// 282 J,|DSQ| (-,sin)+%/// n28g% 7, |DSQ| +2/// LTI RGDEQ
Sin Sin

(14.183)

In particular, in obtaining (14.183), we have used the fact that by (14.111a) and (14.143a), the fourth integral on the
left side of (14.182) is non-negative.

1
We turn to the bound for H %% Ra || 1> and use the decomposition
Ro =: Ry +RY +RY +RY

which was defined in (8.5). We begin with the most difficult term containing RS) = —é[[[N)G, %]] ESQ. From Holder’s
inequality and the bootstrap assumption (5.37p),

16 D'D.0l|,

(1) 6 4-iRnN2Jg
ROz, S 21D 1E5D°0 I + 245 ZHD L
=0
where the implicit constant depends only on Cgpp, and hence on o and . To estimate the sum on the right side
of the above inequality, we will use the interpolation Lemma B.3. For specific vorticity we will interpolate “down
to” the pointwise bounds (14.179) and “up to” D5QH 2. and make use of the inequality (14.180) to bound the

fifth-derivatives by weighted sixth-derivatives. By addltlonally using the initial data assumptions (4.11), the bootstrap
assumptions (14.132), and the bounds in Lemma B.3, we arrive at

4
18R 2 < €l1€:0°0 |, + Samg ") D \1D6ng|Lz +e7) (o ]| §5D°Q p )T +2%)
. ~ ,
< (|| &0°0l|,, +(E)7D°% s +a(§—i)5) , (14.184)
The bounds for H g—;Rg H 72 » 0 = 2,3,4 are obtained in the same manner (note that these norms are a power of ¢

smaller than H g—; RS) || L2, ), and the modifications are similar to those detailed in (8.12). We obtain that

SR (s < @) S lloRE |,

3; D6Q||Li’s+5HD6J

< (4 ") (5’io| ||L2

BV o +elD ] e+ [[BODah]|, ). (14.185)
It follows from (14.184) and (14.185) and the inequality (8.13), that
HEﬁRQHLZ < (1+s24ﬂ HEﬁDGQHm +C(4*%5Y)?(Bs) (14.186)

where C' = C (r, ko, Cdata) > 1 is a constant independent of 5. By the Cauchy-Schwarz inequality and (14.186), we
have that that

s ppt® - . ~ ~ o
2/// NTHHGREDOQ < §(1+524B)||%;D6QH2L§§+éHHTDGQHQLgﬁ+C’5(44/~;0_1)2/3<86>2. (14.187)
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The idea is to choose 3 sufficiently large so as to absorb the first two norms on the right side of (14.187) by the second
integral on the left side of (14.183). Since C(14.137) is independent of 3, we may first choose /3 to be sufficiently large
(in terms of «, kg, Cgata), and then ¢ to be sufficiently small (in terms of «, kg, Cyata), to ensure that

J > 6(14.187)(1 + 8245) +1. (14188)
With 8 = B(a, ko, Cdata) chosen so that (14.188) holds, from (14.183), we have that

S
[ rapatia s [ 5w
st I
_1+€2// —289% 1,1D5Q (-, sin) 9/// x2Pg% g, |D°Q”. (14.189)
€2 Sin

From (8.1) and the fact that J(z,s;,) = 1, we have that

. &
3 ~
1+7€§ // EiZBgZTJ.QIDGQP('vSin) /S €<B6>2 ’

l—e2

and so it follows from (14.189) and Grénwall’s inequality that

1 Sfin
JZ X 2 "= 2 °
sup |5 B°00 )3, + 1 [ 15009 Fpds < C(Bel?,
SE [Sin,Sfin] * Sin v
where C' = C' (, ko, Cdata, ) > 0. Since the right side is independent of r, we may pass to the (weak) limit as r» — 0
and obtain that
Sfin - 2 .
s [0 93, + 2 [ D009}, < el
SE[Sin,Sfin Sin *

The proof of (14.177) is concluded upon multiplying the above estimate by mgﬁ and using that 2 < X < k.

The vorticity inequality (14.178) is an immediate consequence of specific vorticity bound (14.177), the relation
(3.31), the bootstrap bounds (14.132), the sound speed inequalities (7.1j) and (7.1k), the product and chain rules. [

14.21.2. Improved estimates for A ~ in the upstream spacetime. The improved estimate for A A 18 a corollary of
Proposition 14.10.

Corollary 14.11. Under the standing bootstrap assumptions, we have that

72 DR[| S 22 K(Bs), (14.190a)

138 JEDOA ||, 0 S €2K(Bs), (14.190b)

y|65AN|SyL; < eK(Bg), (14.190c)

323D Al , + 3% 66.&N||Li:5 < eK(Bs) . (14.190d)

where the implicit constant depends only on o, ko, and Cyata.

Proof of Corollary 14.11. We first prove (14.190b) and (14.190d). From (3.30), (5.36a), (14.132), (14.178) and the
bound J < 1, we deduce that

18 7 D°A || ey S 92D ey + 1187 JED (W 27| 0 S 2% (B) + Ke(Bo)e 2
3192 DA | . S D°Q|,. + (3782 D (W, Z1)|| ., < e(Bo) + Ke(Bs).

15, < B0+ 80 0Wr. 20 5 elBo) +Ke(Bo)

thereby proving (14.190b) and (14.190d). _
Next, we note that (14.190c) immediately follows from (14.190d) and (14.156) with r = % and and F = DA A
Since 0s = %Ds, with (4.11) and (14.190d), we find that

ID°Ay 2, <% |D°Ag (- si)l 2 + 37 DsD’Ay |2 < eK(Bo),
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thereby establishing (14.190c). To establish (14.190a), we first note that the first inequality in (6.75) holds in H?
giving us that for an s-time-slice that intersects H?,

€
192 E(5)llzz < €12 F(,5in) | 22 +€9/ 172 0sF (-, |2 ds . (14.19D)
0

Letting F' = D°Q in (14.191), we then have that
172D, 5) 12 < e[| JZD°Q(-, sin)l| 2 + e~ %[ JZDsDQ| 2 . (14.192)
We now once again employ the identity (3.30). We have that by (4.11), (14.132), and (14.192),
1554 1= 152 lxpe 1
sup [ JED A9z S s (IED°Q(,9)llce + SIED Wz, + SITED Zr |2, ) < <FK(Bs),

SE [Sin,Sfin) SE(Sin,Sfin)

concluding the proof of the lemma. (]
14.21.3. Improved estimates for y4 « In the upstream spacetime.

Lemma 14.12. Under the assumptions of Proposition 14.10, we have that for any 3 > 0, and @ € |0, %]

B2l 4 2 [ B 2uto) 05 < Cte?, (14.1930)
\’542N’|L50Lg < Ce2(Bg), (14.193b)
’|2*53%*5J9551[~)5iN||L25 < i||2*1*33%*5J95[~)555(JQZ\,)HLi,s + ég(%)ﬁww, (14.193c¢)
|9 Pgt " D 2, |, < LIS PG D DL s, + Co(2)K(By),  (14.1930)

where the implicit constant C depends only on «, kg, and Cyata. It is also convenient to record the estimates
HH%J9%61652NHL50L3 < 5_%<Be> , (14.193e)
||3%Jq% 62652/“”1:;%3 < 5*%<Bﬁ> ; (14.193f)

where the implicit constant and the constant depends only on «, kg, and Cyata.

Proof of Lemma 14.12. The proof of (14.193b)—(14.193d) is identical to that given in the proof of Lemma 8.3. The
proof of (14.193a) requires the following modification: We test the equation (8.23) with 2’2'8+132T552 ~ for 0 <
r< % The energy estimate is performed in the same manner as our weighted energy estimate for specific vorticity in
the proof of Proposition 14.10; namely, we obtain uniform-in-r estimates for norms weighted by J" and then pass to
the limit as » — 0. The inequality (14.193a) is an immediate consequence. ([

14.21.4. Improved estimates for W « In the upstream spacetime.

Lemma 14.13. Under the assumptions of Proposition 14.10,

1(Q0s + VA2) (L, W)l Lee, S 1 (14.194a)
ID*(Qds + V) (J, W) 2, S K(Bs) (14.194b)
185D°(Qds + V) (W) 2, S K(Be) (14.194¢)
and we also have that
107 (W)l oy < 2Castas 2, (14.1952)
9% J 2 DD (J,W,)[| . < CeK(By). (14.195b)

Proof of Lemma 14.13. The proof of the inequalities (14.194) is identical to the proof of (8.44) and will not be re-
peated.

The proof of (14.195a) requires an upstream modification to the establishment of the inequality (8.56). We apply
D5 to (3.24b) and then transform to upstream (z,s) variables, to obtain that

(Qds + V3,)D®(J,W,) + aSg~2.J,D°D,A,, = F5, (14.196)
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and following the bounds (8.53) and (8.54), we have that

||Fs < K(Bg) . (14.197)

Izz
Lu:,s

We test (14.196) with D®(J,W ) which results in

0 s pm
// Q|55(JHWN)’2(1‘,S)—/ /7 (Q0s + Vo) (,5) D (J, W, ) (P (22, 5), 22, 5')| *dads’

e s P >
:// Q;65(JQWN)|2(x,sin)—2a/// N9~ %.J,D°DoA 55<ng‘vN>+/// FsD°(J,W,.)
e N , '
+/// (Q+V,2)|D’(J,Wy)|". (14.198)

The most difficult term in (14.198) is the second term on the right side, which we estimate next. We split the integral
(see the integral notation given in (14.126))

/ Sy 2J2D°D2A, JED(J, Wy ) = / + / 29 5J2D°D2A J2 DO (J, W) .
" HE HY

Since § > 1 in H®, the analysis of that integral is straightforward and follows the analysis of (8.56) (and we will
provide the bound for this integral below); hence, we shall focus on the integral over ’Hi. Using the change of variables
formula from (14.152), the bootstrap bounds, (14.136a), the definition (14.151), the Cauchy-Schwartz inequality, the
lower bound in (14.141), and the estimate (14.161) with F' = 65(J9V°\IN), we deduce

/ $g2.J2D°DyA, JZDO(J,W,)
H

8
+

< / 0.0% (,5)| g™+ JED* Dol JED® (I W) (. 0% (2, 5))dadls
Qus,+

_ i . o . 3
< 2Ko S[up0]||']g%D5(']gWN)('a98('75))HL2 "(8i‘]g%D5D2AN)("@5('7 ))’ L2 (/ (% ' i) 2dS>
SE[Sin, * o8 Sin

< Ceb (| IEDP W (sl o + 22 (3 T2 D (W) )| D DAl
< CeK(Bg)?. (14.199)

In the last inequality we have used (14.132b) and (14.190d).
Using a similar argument, appealing to (14.160) and the fact that J > 1in H® due to (14.140), we have that

< eCK(Bs)?,

/ $g2.JzDDsA, JZD(J,W,)
HE

and hence together with (14.199), we have established that
/ Sg~2J7D°DyA, JZD(J,W,) < eCK(Bg)?. (14.200)
Hé

The inequality (14.200) bounds the second integral on the right side of (14.198). To bound the third and fourth
integrals on the right side of (14.198), we use the bootstrap bounds (14.132), the bound (14.197), and the Cauchy-
Young inequality. The bound for the first integral on the right side of (14.198) is bounded by (4.11). Collecting these
bounds and taking ¢ sufficiently small, we establish the inequality (14.195a).

The proof of the bound (14.195a) is identical to the proof of the bound (8.50b) and will not be repeated. ([l

14.22. Closing the pointwise bootstraps in the upstream geometry. The pointwise bounds which were previously
established in Section 9, only relied on the evolution equations in (z,s) coordinates (cf. (5.30)—(5.34)), the bootstrap
assumptions, the functional analytic setup in Appendix B, and of the L°° estimates from Appendix C. These arguments
apply as is in the geometry of the downstream development, except that we refer to the evolution identities (14.133),
the bootstraps (14.132), to the functional analytic bounds from Section B.5, and to the L estimates from Section C.2.
We omit these redundant details concerning the closure of the pointwise bootstraps.
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14.23. Upstream energy estimates. It remains for us to close the bootstrap (14.132b) (see (5.37r)) for the sixth order
energy c€~'6 and damping 56 norms, defined earlier in (14.130a) and (14.131a).

Prev1ously, this was achieved by separately establishing a bound for the tangentlal parts of the energy 56 + and
damping DG + in Section 10, and the normal parts of the energy 56 ~ and damping D6 ~ 1n Section 12. In turn, these
estimates required that we established improved energy bounds for six “pure time derivatives” in Section 11.

Just as for the downstream development, for the upstream development, we follow the same exact methodology. As
before, the tangential bounds from Section 10 and normal energy estimates from Section 12 run in parallel, the only
difference being that the fundamental variables are un-weighted for the tangential part (i.e. (WT, iT, AT)) and are
J,-weighted for the normal part (i.e. (JgVOV Ny Z,, J, A ~))- The special estimates for six pure time derivatives from
Section 11 are used in the same way, to treat the remainders R and R/z‘/ ,inthe Z,, and respectively J, Z, equations.

Since the tangential and normal energy estimates run in parallel (similarities and differences may be seen by com-
paring Sections 10 and 12), we do not repeat both of these two sets of energy estimates for the upstream geometry. Just
as in our downstream analysis, the upstream modifications to the tangential component energy estimates are identical
to the modifications made to the normal component energy estimates. For conciseness, we shall therefore only provide
details for the upstream normal-component energy estimates (see Section 14.24 below).

14.23.1. Sixth order tangential energy estimates. For the tangential energy estimates, at this point we simply record
that by repeating the arguments from Section 10, with the modifications outlined in Section 14.24 below (see the
argument leading to (14.245)—(14.248)), similarly to (10.71)—(10.72), there exists a constant

Co,k0,0 >0 )

which depends only on «, 8, and kg, and may be computed explicitly, such that

s:ﬁ)ps]HH JAD (W, 2 Ar)(9)||. + / 8% 72D (W, 27, A (-,5)] ;. ds
# & s 35 BT + & [l B 9
< Canoys - &(Chara + BE + Cet K2<BG>2) . (14.201)
Then, as in (10.73)—(10.76), upon ensuring that
Bs > max{1, Cqata}, (14.202)
and upon defining
K= 8max{1,2_ }, (14.203)
by letting € be sufficiently small in terms of «, kg, Cyata, and 8, we deduce from (13.53) that
e sl[ép]éz +(5) + D () < L(eK)?BS. (14.204)
scl0,e

This bound is the same as (10.76). It closes the “tangential part” of the remaining bootstrap (14.132b) for 56 and 256.

14.23.2. Sixth order pure-time energy estimates. The energy estimates for the case of pure-time derivatives following
the arguments from Section 11, with the modifications outlined in Section 14.24 below, the same bound as given in
(11.2b) holds and therefore,

e2[|gt J2DIZ || o + 17 DEZ]| o < €3[|8T 2 DIZ | o + [|8F T2 DIZ]| o S eK(Bo).

14.24. Upstream energy estimates for normal components. We continue to use the equation set (12.1), with the
operator D employed in the following manner: The energy identity (12.5) is then replaced with the upstream energy
identity

s pl
// 3%<(12.1a)JgDﬁ(JgWN)—i—(lZ.lb)Dﬁ(JgiN)—i—Z(lZ.lc)Dﬁ(.]gAN))Z_dexds’:0, (14.205)

[\i\/n Iin IZ\TL

where once again 3 > 0 is a constant, whose value will be made precise below, and j, = £ =261,
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14.24.1. The integral I W". We additively decompose the integral 1 W". For s € [sin, Sfin], We have that

I\;Vn :[Yvn +Ig\/n +IX’V7L +I¥vn +Ig\/n7
) s b e
L = / // 582 ,(Qds + V9,)D(J,W,) DO(J, W) ,
Sin
A st 3 1~ < 2 = 2
5" :a/// 3532 1,9~ 2D2D°(J,A ) DO(J,Wy),
Sin
: st e o~~~
I = _a/// 9292 J,g 2 A, DoDOJ, DS (T, W),
Sin

W a [T 1 5 A \D-DS7- A DS(J W
I = _5/// BB T g I W + J,Zy — 2J,A)DoD0 78 DO (J, W),

Q s 0 ~ I
e g [ [ st n @ R ) ).

14.24.2. The integral 1 Zn We additively decompose the integral 1 Zn a5
o= I I o I I T T T 4 T
. s rrd® _ L .
Ilzn - /// ﬁg% ']g(QaS + Va?)ij(ngN) DG(JQZN) 5

s pp6
. ° o 3~ ° 2
= [ [ shratsie - 52,00 00,20
Sin

. s o8 o
= —a / // 23R, B.D (T Ay) BO(J,2.),
Sin
. st o
It :a/// 992 J,g72 A DyDCJ, D¢(J,Z,),
Sin
7 s & 3 1 ° ° ° ~ ~ ~ 3
ISZ":%/// 5020, 2(J Wy + J,Z,, — 2J,A)DyDC7-~ D6(J,Z,),
Sin

K, st
it =2 [ 455020 B2,
5 St s V(R 6 1x X X 86075
I = —‘LQ/// 33 J,(Ay + 27) (DiDT-x — 4,97 1D2h D200 ) BY(J,2,)
] sl o o
2= [ [ 352 (515, - e974Ban BB, B°(20).
Sin
. s ppl®
Zn _ 27 —1iD.00.D6(7F \D6( 73
7 = 2a / // 233 J,g7 2 D2hDaDO(J,2,) D°(J,2,,),
Sin

) st o
Ity = —/// jﬁHE(D6FiN+RJ2V+C§‘f) DS(J,Zy).

14.24.3. The integral T An. We additively decompose the integral [ An ag
R R N A A R At
. s pp6® ) _ . N .
hr = 2/ // 38 7,(Q0, + V02)D*(J,A,) D°(J,Ay)
Sin

) s prt® . R . R
B [ ol - s 208 DA

183

(14.206a)

(14.206b)

(14.206¢)

(14.206d)

(14.206¢)

(14.207a)

(14.207b)

(14.207¢c)

(14.207d)

(14.207¢)

(14.207f)

(14.207g)

(14.207h)

(14.2071)

(14.207j)

(14.208a)

(14.208b)
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. s ppl® s B " .

™ — 2 / // g 987 DaD8 (I, 55) DO (T AL), (14.208¢)
A s 13 o ~ ~ ~ 2

™ — 24 / // 39 98 (J,50)D2D0 T, DO (I AL, (14.2084)
A st 3 le, X =~ ~ 2

i =20 [ [[ 3009718, x DA, (14.208¢)
) sl

=z [ 455 A0) B 1A, (14.208

Sin

) s ol ) ) o o .
I = ﬂ/// jﬁﬂg(JgWN—i—JgZN—2JgAT)(D1D6T-N—EJgg_%D2h D2D6T-N) DE(J,Ay), (14.208g)

) sl I

J :’La/// jﬁggAN(DlDGJg—ngg—%DQhDQDGJg) DS(J,A,), (14.208h)
Sin

N Seet

19":2a/// 3:92 J,g~2DahDyD®(J,A ) DO(J,AL), (14.208i)

) v I .

I =— / // 207 (D°FY + RY +¢4) D°(J,A ). (14.208])

14.24.4. Upstream analysis of I, T%", and I™. From (14.206a), by applying (14.129) and (14.63) and using the
fact that from (14.119) § = 0 on the surface x; = &°(z2,s), we have that
(W 1 1) = (1 2, 1) + (DY 2, 1) + (Ve 28, 1) + (I 18, 1)

l,a’"1,a° l,c241,¢0

o ~ o —~ o —~ ° S
(Vo 12n 1) —%// & 327, (D8 (1, W) %, D8 (1, 2,)|%, 2| D8 (LA [P)|

Sin

s ppf® ) - . ~ R ~ .
(1l 1t 1fs) = =3 | | S0 @0 Vo (B W 620 2B (A).

(1Y 1fe, 1) = /// 5535 J,(Q0s + V)d (|DC(J W) |%, DS (1, 20) |, 2D (AN [*) . (14.209)

2 IB8(J,24)[%,2|D8 (J,AN)|?) -

(1 1y 1) = // b (0B(Ze + Ar) + 5(Q+ Vi), (1B (1 W)

14245 Upstream analysis of (If*, 1) + (If*, I3") + (IE*, I5") + (I§*, T3). We now employ integration-by-
parts with respect to D1 and D2 using (14.129). From (14.119), J = 0 on the surface 2; = ¢° (x5, s). Hence, we obtain
that

(15, 15m) = (Ign, I6n) + (Igs. Io) (1" I6™) = (Ign. Iow) + (Ig. Ign) + (I5n.I6%) . (14.210a)

where

. . s ) 3 _ ) ) _ ) _ )
(127, I5m) = 2(=2040) / // 58 (I Wy — J,Z + J,D2h (W, — Z,)) (|DS(J, 2., | D (J,AN)|%)
Sin

(14.210b)
(1%, 18%) = ‘3?/7/06.7&35513“56(%%)!2, ID°(J,A,)|%) (14.210¢)
(12, 10 ——a// 226232‘]9 1D,k (|DO(J,2,)|%, DO (J,AL)|%) : (14.210d)
(Ig’g,Jg\b = /// 282D23.J,9 2 Dol (IDS(J, |D6 JAN)\ ), (14.210e)
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. s o8 _ ~ . ~ .
(I8, 13n) :—a// 32D (35J,9~ 2 Dah) (|D8(J,25)|%, DS (J,AN)[7) (14.210f)

where we have used the identity (14.133c) in the integral (162,”;1, Iég) above.
Recalling the integral notation given in (14.126), we analyze the integrals in (14.210) using the additive integral

decomposition
/// f x,s)dxds’ + /f(:z:,s')dzds’
HE

and we shall write (I 12” , Ig“', Ié\“’) (1 1Z”+, Igﬁl, Ign An “)+ (1 127";, Ié’i, Ié " ) to indicate this additive decomposition.
For integrals over ’Hﬁ_, the important observation is that by summing the integrals (14.209), (14.210c), and (14.210e),
and applying the basic identity (14.111a), we obtain that

Ifn 415y + I3, = _gzs/ 5 <5538, (Q0s + V)d|D0(J,2,)|, (14.211a)
H+

It o+ I I =—3(1+ 5)/ 00 ,(Q0: + VO2)3[D°(] AV (14.211b)
HE

For integrals over 2 , we use the lower bound (14.143a) together with the upper-bounds (14.143c)—(14.143d), and
the fact that J > 1 and J, > & in H5 . We find that

(14.212a)

L o
I+ 155+ Igp o > + 25 /H s B2 - C[ L BUZI 9}

. . . L~ R 9 . 1.3 ;~
N L Y VI LT RTINS R TEIE

9z,
Therefore, using (14.211) and (14.212), we have that

S

e . .
>4 ] 80, (B UM + B2 + 2B A

Sin

_ ;[//0622,333(%5 +Va)J, ([P (W) [* + D91, Z,)[* +2|D°(J,A)|*)
~ i[//ilwgéqq(Qas +V02)d(|D°(J,W,y)|” + [D°(,A,)[)
~ 35 / S // ega% J,(Q0s + V)3 (|D°(J,Z4)|” + [D°(J,A0)[)
pogen [ (I — L2+ B (W — 20) (B2 + (B A)
- /s//eézgﬂ(aﬁ(n + A7)+ HQ+V32)) 8, (|D° (L, W) |* + [BO(J,2.) | + 2|D°(J,Av)[)
~a / S // g (I = J, 2, + 52B5(5,0,972Dsh) ) 3 (1B (J,2,0)[ + [B° (L, AL)[)

gt o
- Q/// 9, 827,(|D%(J,2,)| + [DE(LAN[) . (14.213)

Remark 14.14 (The J evolution in (14.111a) is fundamental). Let us, at this point of the proof, make an important
remark concerning the identities (14.211). With the parameter & chosen in (14.9), the choice of the approximate slow
acoustic characteristic surface ©° is made in (14.10) so that the weight function J satisfies the evolution equation
(14.111a), and thus yields the damping norm obtain in (14.211). In particular, the formula (14.111a) replaces the
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x1-independence of the weight [J in Section 12 and replaces the crucial fact that [N)l J, > 0 in a large region of the
downstream spacetime in Section 13.

14.24.6. Upstream analysis of 1 :\,)N "4 ?%" + 1. 3/5\". Integrating-by-parts with respect to 52 and using (14.129¢), we find

i ) R s pl® o . _ R
JR S S S / // g~ F 88,0, (B5(J,A,) D(J,54))

[t Zathn g bAoA g Wt ZotA,

)

W, +Z,,+A,
I3,a

/// Js9 2D2332J D6(JA )DG(JZN)
By oz | // 39 EBad 8, DI, A ) B (W)
Sl
Besth o [ 074000,8 B (A (B W) - B(124)).

S

¢
Llatnthn — —9q / Q2 582 J,g 2 DO(J,AL) (D8(J,W,) — DO(J,Z,)) (14.214)

Sin

The novelty in estimating the integral I vv,t+z"+A" is that its bound involves a constant that is proportional to 5. In

particular, by an application of the Cauchy Young inequality, (5.37m), (5.37p), we have that

11 .
IW"+Z”+A" < 3“"0||D23||Loo 155 4 ]q2 DG('] ZN)HL;J 342Jﬁ'*q2 D6(J9AN)HL2

< 48(14«) H34 Jg2 DG(J Z/\/) + 25¢ 90[2H3HD2HHLoc H 34 Jg2 D6(J

Iz
L:n,s

= 7 25 165(1+a)
45(1 J1J 5 o
< 181 2L o JZN>HL3,S +5C(5)" (Be),
where we have additionally used (5.37r), (14.143c), and (14.143d) for the last inequality. By choosing
e <9, (14.215)

we have that

e < e AU B0 1 2 )2, 4 E() B,

The bootstrap bounds (14.134c¢) together with the bound for Qs in (14.134c) then show that
‘I?\)/"vgl +Zn+A, |+ |I:\3/°§/5,+27L+5«n, |+ ’I:\givéﬁiﬁ/in | <o 4y28(B)2

'10

14.24.77. Upstream lower bound for IYV" + 112" + Ii&" + 122" + I§" + Iz\,);V" + Ig" + I?/f\" + IZ" + Ié\" + Igi" + Ié".
‘We now obtain a lower bound for the sum of (14.213) and (14.214). Making use of (14.132), (14.134), (14.143), and
taking ¢ sufficiently small, we have that

I}Nn +Izn +IAn + IZZn +I2An +I:\3A/n _|_ISZ7L +I3An _|_I62n + IGAn +I92n +19An

> (1 - 54)||Q23”q2 DS(J, W, J,Z, J,A)( ||L2 — 3| D (I, Wy, J,Zss, J, AN (-, Sim ||L2

/// <55 Gaood| DO (J, W, )| 133;“’/// 508, (8]D(,Z5)|* + (1 + 8)|D(J,AL)|%)

“f // sy (P e — Bl )38 (D°(,20)| " + P (AW

s ol . .
—9/// 9:987,(|D°(J,Z,)| + D (LAN)[?) — C(2)* (Bg)?, (14.216)

where

Ggood = — 237 (Qds + V3a)J, — 332.J,(Qds + V)d — (14.217)
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14.24.8. Geometric identities in the upstream spacetime. We will need the upstream variants of Lemmas 12.1 and
12.2 to analyze the terms with over-differentiated geometry.
Lemma 14.15. We have that

/// f~-D%7 D,D8, /// f~-DyDS7 DS,

Sor all differentiable functions f(x,s) such that the right side of (14.218).

< By (805, + el 1],z) 14218)

Proof of Lemma 14.15. We begin with the modifications to the first integral on the left side of (14.218). Substituting
the identity (12.21) into the integral f; If Gf ~-DS7 D,DSJ,, and integrating-by-parts using (14.129), we find that

/// 05fN-56T[~)256Jg
/// ) (v-D°7) /// Da(f J,D2h) (w-DO7) / Qof J,Dah(a-D07)2]

Sfin ~
”// fn-DOT (ng Dy 7-D%7 — A-DS (g2 N) N D1T // fa-DS7 (DO, g2 N, D173)

Sin

+// fN-[~)6T(Jg52hT-52N T'SGT—N-BG(JQBQhN)N-BQT—((66,Jg52h/\/i,[~)27’i))>. (14.219)

Here, we have used the fact that f must contain at least a power of 3% in order for the right side of (14.218) to be
bounded, which in turn implied that f = 0 on the surface z; = ¢°(x3,s). Upon comparison, every integral on the
right side of (14.219) is directly analogous to every integral on the right side of (12.22) (with J replacing J and with
the upstream modification of the domains of integration). Hence, the identical bounds hold for (14.219) as for (12.22).

To bound the second integral on the left side of (14.218), we use the adjoint formula for 5’2‘ given in (14.129¢), and
obtain that

Stin & o _ Sfin ® - - Sfin & - ~ ~ ~ ~
// fN.DQDGTDGJ_qu// fN.DGTDQDGJF/// (Daf N-DST + f7 - DoarT-DST)DEJ,
Sin Sin Sin

9‘57 ~ ~ S
7// Quf A-DOT DO,
Sin

Using the bootstrap inequalities (5.37), the estimates (6.38), and the bounds for the geometry (7.1), we deduce

Sfin Sfin
// f~-DyD%7 D8, // f~-D87 DyD8J,

This concludes the proof of the lemma. (|
Lemma 14 16. We have that

Sfin Sfin
// f~-DD%7 DS, // f~-D%7 D;D%J,

Sor all differentiable functions f(x,s) such that the right side of (14.220).

+ 08B K (Be)? + 8 ] 7K (B2

<BG>2<”3%6]C”L;?S + Ha‘%fHL%) . (14.220)

The proof of Lemma 14.16 is identical to the proof of Lemma 12.2.

14.24.9. Upstream bounds for the forcing, remainder, and commutator functions. Following the analysis in Section
12.7.2, we have the following upstream bounds for the forcing, remainder, and commutator functions:

|3%(‘]7“’9)D6FNHL2 < ()7 (Be) (14.221a)
HMRNH 4)5(Bg) (14.221b)

H34(J Q)2 CNHL%,S < (%)ﬁ<56>. (14.221c)
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and
[E. DR, < CGH)PKBG), (14.222a)
[ Ry (12 < CGH)PKBe) + A LD, 20) s (14.222b)

3 o

I8¢5 < C() K (Be) (14.222¢)

and
[E DORY|. < CGH)PK(B) (14.223a)
[E. SR e < CGH)K(Be) + 2| G 04D (AL, (14.223b)
[ SO s < CGE) K (Bo) - (14.223¢)

The proof of these inequalities relies on the bootstrap bounds (14.132), the bounds on geometry (14.145), the improved
estimates (14.190), (14.193), (14.195a), as well as (7.17), (B.9), and (B.13); with these bounds in hand, the inequalities
(14.221)—(14.223) follow in the identical manner as proven in Section 12.7.2.

14.24.10. The upstream analysis of I)'" + I + I We first note that since 3, = (W, — Z,,), we have that
o o Sfin - . .
M If = —a/ // 280,973 (J W, + J,Z, — 2J,A,)D,D07- 4 DS (J, 3 ) . (14.224)
For the integral I;A” in (14.208g), we use the adjoint formulas (14.129) and (14.128) to find that
I " 717 JFI?b +I7Z +I7AZ+I76+I¢f7
Sfin N N . - - o - - .

I7 a = 7% / // ]ﬂgg (JQWN + J’?ZN - QJGAT)D6T'N (DlDG(‘]gAN) - 5‘];797% D2h DQDG(JQA.N’)> )

o Sfin 95~ 3 ° ° ° ~ ~ °
Ipy =-¢ / // Dy (yﬁgf(ngN + 2y — 2JgAT)NZ-) D%7: D°(J,Ay),

Sin

o Sfin ~ ~ o o o ~ ~ °

I = a/ // D, gﬁg—%DQh;J% J (W, + J, 2, — 2J,A,)DOT- A DG(JQAN)) ,

~ ° S
1¢‘d / Q. g ?Dh 3,8 J,(J, Wy + J,Z, — 2J,A,)DO7-n DO(J,A,)

Sin

Comparing the upstream decomposition of the integral I, 5" with the decomposition (12.40) of the corresponding
integral in Section 12, we see that the integrals are the same once the weight 7 is replaced by the weight J. Given
the bounds in Section 14.24.9, the estimates required here are identical to those provided in Section 12 so we will not

+ |I7 < ()% K(Bg)?, while the

integral I 7.a 18 given the corresponding decomposition as in (12.42). We again find that I; W, + I Z, +1 ? . cancel the
derivative loss and that

n

7,d

repeat those detailed computations. Just as in (12.41), we find that ’I 7A’l;

14.24.11. The upstream analysis of Y 4"t i it 18 The estimates for the sum of these three integrals follows
identically the analysis of Section 12.7.4 and we do not repeat the details here. We simply record that

|L\1Nn + Ifn + Ié“\n

S ()% (Be)?. (14.226)
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14.24.12. The upstream analysis of I f". For the integral I, f" defined in (14.208d) we first integrate-by-parts with
respect to the Do derivative. Using (14.129c¢), we have that

a

Sfin - L R
IQZ - 204/ // ];;H% (JS’EN)DGJH gi% D6D2(J9AN) )
Sin

Ay, An A, A,
Ip = Iy + Iy + 1o

o Sfin - . . . o
iy =20 [ ] Bate 1 205%, DAL,
Sin

o o . o~ - . s
A =24 / Qupng 244,805, D97, A )

Sin

‘We bound Ifb and 14 in a stralghtforward manner by using (14.132), (14.134), (14.145), to obtain

M+ 18] S (1) (Be)?. (14.227)

For the integral [ ig, we use equation (12.1a) to substitute for ozg_% 5652 (J, A ~)- This leads to an additive decompo-

sition for 37 which we write as

n A, A, A, A,
I4 _I4az+I4au+I4aLzz+I4,a,iv7

Sfin ~ ~ °
I, = —2/ // b5 8% (J,35)D0J, (Qds + V32)DS(J,W.) , (14.2282)

It —a/ // 28 (,35) g 2AND2((D J,) ) (14.228b)

Sfin o o o o ~ -
I = a/ // 28 (LE0) 972 (L, Wy + J,Z, — 2J,A,)D0J, D,DOT- w7, (14.228¢)
Sfin ~ ~
Jfa = 2/ // 282 (J,25)D%J, (D°RY + RY + k). (14.228d)
The last three terms in (14.228) may be estimated directly: from (14.132), (14.134), (14.145), (14.221), we obtain

1] S (2)%(B)?, (14.229a)

U.’L'U

by additionally integrating by parts the 52 term via (14.129c) we obtain that

} 4 au| S 6 )2B<BG> ) (14229b)
and by also appealing to Lemma 14.15 we have that
A, 4\28 2
|13 ] S eK(E)*P(Bg)? (14.229¢)

We now focus on the integral I4A defined in (14.228a) which produces an anti-damping term. By once again
using integration-by-parts via (14. 129d) we see that,

Lf‘zl = Jl" + J2" + J3" —|—Jf" —|—J5Z\" + Jé" + J%&" —|—J8A"
q v I

g =2 [ ] e (1,800 + VoDt B, (14.2300)
) Ny AU

s =2 [ et Q0.+ Vo) (18,055, DML, (14.230b)
D R s

g = / // 555 (Q0s + V)37 (J,W)D°J, D°(J,W,), (14.230c)

a o e e
g =2 [ ] Qo+ Vo (sh) 8 (8,0 5%, B (W) (14.230d)
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) st C e
Jhn =9 / // LB (B0 (-VQy + DaV)BO, B (J, W) (14.230¢)
) . o~
‘]gn - // %HEJQWNDQIQ DG(']QWN) ’ (14.230f)
A 95 o 1~ 5~ °
= // 951,24 81D°J, FDO(J, W) (14.230g)
S
) ©
‘]éAn - 2// %35 JQENDGJQ DG(JQWN) ) (14230h)
Sin
] s 0P e e
Jhn = _/// 55 (Qds + V2)32 (J,Z,,)DCJ, DO(J,W,) . (14.2301)

In the same way that we bounded the analogous terms in (12.65), most of the terms in (14.230) are estimated using
(5.33d), (14.132), (14.134), (14.143), (14.145), and (14.194a) as

|5 |+ [Je | + I8 | + 6] S ()% (Be)?. (14.231)
By additionally employing (14.71), we have that
|JAn| < (L0 // 9|4, 2| |87D°J, | |87 T2 DO (I W) ” 4)20(Bg)”. (14.232)
and by also appealing to (4.8), (4.11) and (14.134b), we have that for ¢ sufficiently small,

e

<2(L4C) (14 2)(2)P o < H(2)P G- (14.233)

Once again, the remaining integrals Jf\”, Jé”, and Jé" require some care in their estimation. The integral JlA"
produces an anti-damping term that must be combined with the last integral on the right side of (12.9). Using (5.27),
(5.30), a short computation shows that

VTS AR S

st o a2

T = / // 55707 (Q0: + Vay).J, [D°(J,W,0)]

R st
Jl,z = 1_7‘1 /// ﬁgé(JgWN)D6(JyZN)D6(J9WN)7
R A
gk :_/// 52702 (J,Z5) (D°(J,Wx )",

. s o0 o N N N )
Jﬁg:—z/// ﬁag(ngN)(DGVDQJQ+((D6,V,DQJQ))) DE(J,W,).
Sin

Using (5.37), (6.38), (7.1), and Lemma B.5 we deduce

[T+ | TR ] S (2)29(Be)? + Ke(4)%(Bg)? S ()% (Bo)?. (14.234a)
Moreover, by the Cauchy-Schwartz and Cauchy-Young inequalities, (5.37c), and (14.71), we obtain that
7] < ! | D W) 2 809,209 20
< e / |55 34"92 DO(J, W )( ]|L2ds + Alto) / HB‘* D8(J,Z4)( ]|L2 (14.234b)
whereas

. s _ X
Jf\f&:/// 5 Giad | D (L, W) |, (14.234¢)
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with Gpag = g2 (Q0s + V 92)d, produces an anti-damping integral that must be combined with the associated damping
integral on the right side of (14.216). For this purpose, with Ggooq defined in (14.217), we see that for ¢ taken small
enough,

Geood + Gbad = — 207 J,(Q0s + V2)J + 132 (Q0s + Va)J, — C > Hragh (14.234d)

where we have used and (14.144) to obtain this lower—bound
Having estlmated the integrals JA”, JQA" s J4 ", J?" s J7 , and JA" in (14.230), it remains for us to estimate the

integrals J3 and Jg" An We will first treat the integral J3" Aw which produces new energy and damping norms that we will
crucially rely upon. As before, the following identity is the key to the construction of these new energy and damping
norms: from (5.30) and (5.27), we find that

DS(J,W,) = 1 (D°(Qd, + Vo) J, — 152D°(J,Z,))

= 12-(Q8; + V32)DJ, + 12 (D°VDaJ, + (D, V, D2, )) — :=2D%(J,Z,). (14.235)

We substitute (14.235) into the integral J:f" in (14.230c), employ (5.33d) and the adjoint formula (14.129d), use that
by (14.119) J = 0 on ¢° (x2,s), and arrive at the additive decomposition

. Stin -6 L e~ o~ .
S 3 / // 55(Q0 + V)3 8¢ (J,W,)D0J, D (J, W)
S A o [ A TR [ A (14.236)

It = siay // s (@0, + V)23 (— I, W, + 12,)[B0, |

B = ke / // 9% (1Q0k +v2)a) 774 (LW + 22|00,
) Sins 0°

T3 = airay / // <55 (QOs + V3,)3 85 (Qds + Vo) (—J, W, + 2.7) [DCJ, |7,
) Sins 0

Ty = ﬁ/// 5 (QOs + V3,)23 3% (—J, W,y + 12.7,) DS, |7,
) Sins o

T = aitey [ | @0+ VO3 (-t Vi 2082+ Ar)) B (I + 220 [B°

ﬂ ¢ 1 ) ~
1y = b ]| she(Q0 V3 o+ 1) B0

. s rr6® B N .
Ty = ?/// w5 (Qd, + V32)d 32 J,0°, DY (J, W) ,

) s oot L
J?,Z:i(lia)/// 55 (Q0s + V32)3 I (J,W, — 12.7,)DJ, (D°VDa J, + (D%, V,D2J,))

Jap = - /// b5 (QDs + VD)3 32 (J,W - — 137)DCJ, D°(J,2,) .
At this stage, it is convenient to define the function
Q = —2(Qds + V,)g > 1Lt (14.237)

the inequality following from (14.143a). ) )
We shall first obtain lower-bounds for the integrals Jéig and JQ’; using (6.64); we find that

A,
J3

,a

A, 45 2
Jip > 40(1+a) 63/ | <2 s’)HLids'. (14.238b)

> sl | 2

ey (14.238a)

»S ||L3267

,;:.
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For the remaining terms in the additive decomposition of J?’;A", using the bounds (4.11), (6.64), (14.132), (14.134),
(14.143), (14.145), (14.194a), together with the identitiy (5.30) and choosing ¢ sufficiently small, we obtain the bounds

JBC_Q(HQ)EJ/// 2537 (QBs + Vo) (J, W) \Dﬁj\ 39<11+;;>53/// 205 (1,2, yDGJy
7%/// 22ﬁ32|D6J| 39131/// 22133 J}D6J|

> (588 4 ¢e) 4 / |25 50, ()2, s’ > 144/ |25 B0, ()2 (14.2380)

O-/

and by additionally using (14.143e),

o o Sfin o ~
8l 2] < 2 [T s pral (42380

Continuing to rely on the above referenced bounds, we find that

|73 < 2(1ia> 402(2“‘)( 52 é‘(%) ﬁeCﬁataég‘)OO(;)”Cﬁaw, (14.238¢)
755) < B9 [N | SEEB W)

< 4(1+a) E3/‘ ’ 9371 D6 s/)HL2d + 44(1+a)/ HQ234J02 D6(J WN) HL2 (14.238f)
|| < eK ()% (Bg)?, (14.2382)
751 < % [ [ B2 )

< ey / | 2B, (5|3, ds’ 4 220k / |55, 2,)()|[}, s (14.238h)

The bounds in (14.238) complete our estimates for the nine terms in the decomposition of J?f\”.

To estimate Jé" , we decompose this integral as
A, _ A, A,
Jom =Jdgx + g%

; 0 e~ ~ .
Jénf - // 1|Il|§137"5%g§ J.L?WND(SJQ DG(‘].QWN) <

o i L N )
J6A7w> = // 1|I1|>13ﬂ'6%3% JgWND6Jg Dﬁ(JgWN) .

The integral J6  requires an application of the e-Young inequality. More precisely, using (5.37¢), (14.134a), (14.134b),
(14.71a), (14. 237) and choosing ¢ sufficiently small, we obtain that

[To| < (1) (1002 (125 %I“// s Q131D | @1 IEDC (W) ) (2, 5)de
11 -
< B LB W) (9|2, + oy | 22850, (. 9) 2 (14.239)

> allow us to absorb the two terms on the right side of (14.239) by the

The specific pre-factors 2 5—2 and W

associated energy norms.
Next, we use (14.71b) in place of (14.71a) and find that

o 1 1 1 ° 05 1 1= 13 1~ 2
|Jég| < 105(%)2 (11(%3-(1) )2 ’05// (Egﬁ ‘QEgZ D6Jg| |Q§31J_q§D6(JgWN)|>(xas)d‘r
S ()P (Be)? . (14.240)

~
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To summarize, with (14.227), (14.229), (14.231), (14.233), (14.234), (14.238), (14.239) and (14.240), the inequality
g < 0L J for (z,s) € H® such that |z;| < 137e, and a specific Caucy-Young inequality, we have found that

100
Ifn > _C(%)2B<BG>2 - %(%)ﬂacgata

Sfin 0
Sin

)09

32 J, — Ggood) | DS (J,W,)|* — w/ HH‘* DS(J,Z,)(-,

Te 9
1.1 ) 1 1
+ ot B S B0C9), — 2t [ B0 (.9 s
_1 13 1
+Eé@ﬁ/’%4WJ (s - BB B9l
e / | Q284 12 591 W) $)|[2ds (14.241)

14.24.13. The integrals I7Z“, I?"’, and ISZ”. Following the same analysis as in Sections 12.7.6—-12.7.8, we obtain

[0 | 4 |18 | | ] £ (1 OKe) (35)% (Bo)?. (14.242)

14.25. The forcing and commutator terms. It remains for us to bound the integrals Iy ", I%, Ify in (14.206e),
(14.207j), and (14.208;j), respectively. In order to estimate these integrals, we use the definitions for the forcing
functions in (3.36) together with the definitions of the so-called remainder and commutator functions in (12.2), (12.3),
and (12.4), whose bounds were given in (14.221), (14.222), and (14.223). Using the Cauchy-Schwartz inequality, the
bound J < J from (14.142), and (5.37r), we deduce from the aforementioned bounds that

|Ig’V" < C(£)%(Bg)*. (14.243a)
Similarly, using (14.222) we also have that
1551 < [ 1B U2 (1B ) + IR )l + |y )],
< 4<1+a>/ 12255, 2,) )12 ds’ + CE)PK(Bs)?. (14.243b)
In the same way, using (14.223) we obtain the bound
1| < 4<1+a>/ 125557, A ), |]L2ds’+é(§o)25K<Bﬁ>2. (14.243¢)

Collecting the bounds (14.243a), (14.243b), and (14.243c), we have that

|10 | 4 |12 | + | Iy | < 2022 /|\34 DO(J, Zy, J,AN) (-, |\L2ds +C(2)*K(Bg)?. (14.244)

14.26. Conclusion of the six derivative normal energy bounds. We return to the energy identity (14.205), with
the decompositions (14.206), (14.207), and (14.208). We collect the lower bounds (14.216), (14.241), the upper
bounds (14.225), (14.226), (14.242), (14.244), and the initial data assumption (4.11), to arrive at

0> (& 54)\!“34"92D6(JWN,JZN,JAN 5)|72 — C(%)? (Bs)? — 20000(2)2PCE,

’auqz B (W) 82 133-8@/// 502 ,(8|D(1,Zy)|* + (1+8)|D(J,AL)|%)

: éﬁn
+/// Sy (DR (942 )1 4 0)) 15 (D°( 20" + [D°(LAN))

- [tetofssite) / | L8 B0 M, Zu Sy A ()| + g | 2L BE

»S HLg

g

- szt ") obgh505, ()]}, + ke /W“WJ§MmS 14249
Sin ¢
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where C' = C (a, Ko, Cdata) is independent of § (and &, as always).
We choose 8 = (3(a) to be sufficiently large to ensure that the damping for D%(J,Z ., J,A /) is strong enough, i.e.,

20@F DY 580(1 4 ) > 1.
More precisely, we choose (3 to ensure equality in the above inequality; namely, we have that
B, = 7(415;414@ (14.246)

With this choice of § = 3, we return to (14.245), and choose ¢ to be sufficiently small in terms of «, kg, Cqata. After
re-arranging, we deduce that

1 1
5| szg;;an DS (W, J, 2, J,AL)( HLz + 5522 || &4-D°, (s HL2
+ 4 HH”QZ B (W A ) ()0 + 50 [ B0, 2, 0
w1 502 1A Ol + ke [ B9
< 1020°(K0)25Cdata +C (&) (Bs)?
/||Q23“02 DS(J, W, J,Z,, J,AN) (- ||L2ds +53/ ||9234 DSJ,(-,s)|5.ds',  (14.247)

where C, is a universal constant which is independent of g, Cyata, C' is a universal constant which is independent of
a, Ko, Cdata, and C' is as defined above.
An application of Grénwall’s inequality to (14.247) shows that there exists a constant

(V:aﬁo,g >0

which only depends on «, kg, and 8, such that

1 -
L sup ||£5D%J,(-,s) 2

sup |3 s DS(J,W,, J,Z, J,A ) (- ||L2 1 [

Y Ba
SE|[Sin,Sfin) SE [Sin,Sfin
L [0 aE S 7 2 A NN AT I~
o [N 1 2 LA [ B2 LA
Sin * Sin
Sfin
T N [ =N A [12ds
Sin
< Eamos 2 ()P0 (Chia + €CK2(Be)?) . (14.248)

Just as 1n the conclusion of our previously established energy estimates, at this stage, we multiply the above esti-
mate by I{O , appeal to (5.37p), drop the energy and damping terms for D6J (since these were bounded already in
Proposition 7.1), and recall the definitions of £ ,(s) and Dg ,.(s) to deduce that

€ sup 56 MOE: 5%7N(Sﬁn) < éa,,{07542ﬁ°“ (Czata + CQ'SKQ(B(;}Q)

sE [Slmsfm]

< B2, ZS4%( Siga 4 K2 Be) ) . (14.249)
Since Bg and K defined by (14.202) and (14.203), respectively, upon ensuring that

Bs > 4c 4P Cyata (14.250)

a,Kk0,0

where j,, is as defined in (14.246), and taking ¢ sufficiently small in terms of «, kg, Cyata, and 8, we deduce from
(14.249) that

e sup EZ,.(s)+ D3 (shn) < §BZ, (14.251)

Se[slnasfln]

which closes the “normal part” of the remaining bootstrap (5.37r).
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14.27. Closing the bootstrap for the sixth order energy. Combining (14.251) with (14.204) we arrive at the same
inequality as obtained in (12.94)

e sup E(s) + De(shin) < 3Bs, (14.252)
SE|Sin,Sfin)

which closes the bootstrap (14.132b) (cf. (5.37r)) in the upstream coordinate system (14.99).

15. OPTIMAL REGULARITY FOR VELOCITY, SOUND SPEED, AND ALE MAP

We discuss the optimal regularity of the fields U = w o ¢ and ¥ = ¢ o 1 (as defined in (3.2a)), and of the ALE
map 1 (as defined in (2.7)). That is, we show how the bootstrap bounds (5.37) obtained for the differentiated Riemann
variables (\IOV7 Z, A) and the geometric quantities (.J,, h,2 ) at the sixth derivative level, imply corresponding estimates
for the un-differentiated unknowns (U, X, h) at the seventh derivative level. Our main result is:

Proposition 15.1 (Optimal regularity for (U, X, h)). Let @ be a weight function, defined as follows:

e For the “shock formation” in Sections 5-12, let ¢ = J as defined in (5.14).
o For the “downstream development” in Section 13, let ¢ = {, as defined in (13.6).
e For the “upstream development” of Section 14, let p = {, as defined by (14.58) and (14.66).

Then, for each of these weights  individually, we have the bounds

£? sup ngg.]f572(-,s)||L2 + ||<p%Jg%57EHL2L2 < eK(Bg) (15.1a)
s€[0,e] ® st

e[|t JFDU| e + [l J2DTU| s S €K(Bs) (15.1b)

e%H(p%B?hHLﬂ% + ||67h||L3Lg < %K(Bg) . (15.1c)

In (15.1) it is understood that the (x,s) coordinates are given by (5.18b) for Sections 5-12, by (13.8b) for Section 13,
and by (14.99) for Section 14.

Remark 15.2 (Bounds in terms of the (z,t) variables). The estimates provided by (15.1) only concern (x,s) vari-
ables, and we have dropped the tildes, as described in Remark 5.2, Remark 13.6, and Remark 14.6. It is clear however
that the L%s estimates in (15.1) may be converted into Li,t coordinates by using the change of variables formula,
and that the L L2 imply a suitable bound in (z,t) coordinates. For example, for the analysis in Sections 5—12, the
Jacobian of the map (x,t) — (x,s) present in (5.20) is easily seen to equal |0q| = Q and (6.38a) gives global upper
and lower bounds for (5 (which are strictly positive and depend only on o). This matter was previously addressed in
Remark 5.3. As such, with the spacetime P defined in (5.11), we deduce from the L? bounds in (15.1) that

1 1 _1 1
173 J2DS 2 py + |T3JEDU| 2,y + 212 D7hlI2 () S K(Bs) - (15.22)

On the other hand, the uniform-in-s bounds (15.1) imply uniform bounds along the foliation of P with the (cylindrical)
level sets {(x1,®2,t): T (x2,t) =1 — 2} = {(x1, 22,97 (22,5))} fors € [0,¢]. That is, we have

st}<1 — 3)1||JFDTS (1, 02,4 (22,5))|| 12 + st]u — )| DU (21, 22,9 (w2,9)) | 12
s€[0,e s€[0,e

+ 1 sup |[JZD7h(x1, 22,9 (22,5))]| 12 S e2K(Bs), (15.2b)

N s€[0,e]

where as usual D = (€0, exq, T2).

Bounds similar to (15.2) hold also for the downstream development considered in Section 13. The Li}t bounds
analogous to (15.2a) (with J replaced by J) hold over the spacetime P* defined in (13.7), while the bound analogous
to (15.2b) holds with q~! being replaced by q~'. Similarly, Li,t bounds for the upstream development considered in
Section 14 hold over the spacetime H® defined in (14.120a).

Proof of Proposition 15.1. For simplicity, we only state here the bounds involving the weight function ¢ = 7, as
defined in (5.14), and which is used for shock formation, in Sections 5—-12. These bounds are stated in (15.4), (15.14),
and (15.16) below. The same bounds hold for the downstream development discussed in Section 13, upon replacing
the weight 7 appearing in (15.4), (15.14), and (15.16), with the weight J defined in (13.6), and the same bounds
hold for the upstream development discussed in Section 14, upon replacing the weight 7 appearing in (15.4), (15.14),
and (15.16), with the weight J, defined in (14.58) and (14.66).
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15.1. Bounds for D”Y. We note that the bounds (7.1j) and (7.1k) below, provide bounds for D6Y:
e2[| 7z D8] o o + DS][ 10 S <(Bo)- (15.3)
In order to estimate [~)7E, we recall from (3.19b) and (3.20) that
D% = J(,Wy — J,Zy) + 2J,D:h(W, — Z,),
62E = %g%(WT - 27’)
DY = —aX(Zy +A;) — Vi (W, - Z,).
The above identities may be combined with the definitions (5.36a) and (5.36g), the bootstraps (5.37r), the bounds (7.1)

for the geometry, the improved estimates in (8.22) and (11.2), the product bounds in (B.13) and (B.22) and the L7°
bounds in (5.37), to yield

e ||THIEDS||, s + [|TFIEDTS| s, S eK(Bg). (15.4)

When compared to the D6 (z, s) bounds in (15.3), we note that the D7X(z, s) estimates obtained in (15.4) come at
.. . 3 . 1 1 . . .
the penalty of additional weights of [J 4, and respectively J2 7 %, as is natural given our bootstrap assumptions.

15.2. Bounds for D7U. First we note that bounds for DSU are available through estimates for [~)6(VV, Z, A, J, 62 h).
More precisely, from (3.10) and (3.18) we deduce

J W,y = 1D, W — Dahg~2J,DsW + g~ 2 ADoJ, ,
J,Zy = 1D1Z — Dahg 2J,DsZ + g~ 2 ADoJ,
JAy = 1D1 A~ Dohg~2J,D2A — Ly 3 (W + Z)Da,,
9*W, = DoW + Ag~'D3h,
g%iT =DoZ + Ag_lﬁgh,
g*A, =DyA— (W + Z)g ' D3h.
In the six identities above, we add the equations for W and Z, resulting in the four identities
N-OU — g7 EDohJ N Dol = L (L, W,y + J,2,)
7-0.U — g 2Dah,7-DolU = J, A,
N-DoU = %9% (WT + 27) )
T - 52U = g%AT .

By substitution of the last two equations into the first two, and by applying D to both sides for 0 < k < 6, we obtain

1n-D,D*U = ID*(J, Wy + J,Z,) + 1D*(DohJ,(W, + Z,)) — L[D*,~] - DU (15.5a)
17.D,D*U = D*(J,Ay) + D*(DzhJ,A;) — 1[D*, 7] - D,U, (15.5b)
N-DoDFU = 1D* (g2 (W + Z,)) — [D¥, ~] - DoU, (15.5¢)
7-DoD*U = D*(g7A,) — [D¥, 7] - DoU . (15.5d)

The above four identities need to be supplemented for an identity for computing A D,D*U and 7-DsD*U. We obtain
the later by first noting that Ds = £((Qds + V82) — VD2), and then recalling that (3.19a) gives

N (QOs + VO)U = aXZ,,
T-(Qds + V)U = aSAy — %W, — Z,).
The two identities above may be differentiated by applying D*, and use (5.27) to yield
N+(Q8s + V3)D*U = aD*(£2,) — ~ - [DF,V]D2U — [D*, AT - (1DsU + VDoU), (15.5¢)
7-(Qds + V3)DFU = 2D* (S(2A — W, + Z,)) — 7 [DF, V]D2U — [D*, 7] - (1DsU + VDoU) . (15.5)
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Considering the six identities in (15.5) with k = 5 together with the formula 55 = 5((Q85 +V0s)— V[N)g), and using
the definitions (5.36a) and (5.36g), the bootstraps (5.37s), the bounds (7.1) for the geometry, the improved estimates
in (8.21), (8.22) and (11.2), the product bounds in (B.13) and (B.22) and the L;‘fs bounds in (5.37), the commutator

bounds in (B.16), (B.17), and (B.21), and with Remark 6.10, we deduce that DSU satisfies the estimates
e3||JZDU| o 2 + DU oy S eK(Bs). (15.6)

L2L2 ~
The above estimate is in direct analogy with (15.3).
Next, we aim to bound DU in a suitably weighted space. To achieve this, we consider the six identities in (15.5)
with & = 6. Here, it is convenient to replace D1 by £0;, and D5 by 05 plus a material derivative term, via the identity

9 = Dy + 1Q:Q7'Ds = 1i5ig (D2 + Q:Q Q0 + V). (15.7)
Using (15.5) with k = 6 and (15.7), we may thus derive

N-0:D%U = My, (15.8a)
T7-0,D%U = M4 (15.8b)
N-0DOU = TaaT Mz + QQ 'My,) (15.8¢)
702DV = gty (Mra + QQ ' M) (15.8d)

where we have denoted the emerging six forcing terms by
M1 i= 3DS(JW + J,Z,) + 1D°(D2hJ,(W, + Z,)) — L[D®, ~] - D1U (15.9a)
M1 :=DO(J,A) +D%(D2hJ,A,) — L[D, 7] - DU (15.9b)
My = 1D% (g2 (W, + Z,)) — [D°, w] - DU (15.9¢)
Mg :=D%(g2A;) — [D%, 7] - DoU (15.9d)
My s = aD®(£Z,) — ~ - [D%, V]DoU — [DS, n] - (DU + VDoU) (15.9¢)
Mg = 2D%(2(2Ay — W, +2Z,)) — 7 [D%, V]DoU — [D, 7] - (DU + VDoU) . (15.91)

Next, using that e; = ¢~ 2 W+ thT) and ey = g2 (T— th/\/), we may perform linear combinations of the terms
in (15.8), finally arriving at

DU = g7 (My1 + Doah M, 1), (15.10a)
HDOU? = g7 (M1 — DohMy 1), (15.10b)
0:D°U" = e (Muva + DahMir2) + QeQ 7 (M + D2h M) (15.10c)
0:D°U% = e (M2 — DahMiv2) + QQ 7 (Mg — DahiMuxs)) - (15.10d)

In order to use (15.10), we thus must bound the right side in suitably-weighted L2 spaces, both in L (with weight
J1J7)and in L2 (with weight 73 .J7). For this purpose, we record the bounds

&3 |THTEMuca | e gs + 1THTE Mol 212 S (Bs), (15.11a)
e3||TH I M|l o + [T TIE Mo ]| 210 S KB, (15.11b)
s%HﬁJg%MN,QHL?OLi + ||ﬁJg%MN,2||L§Li < eK(Bg), (15.11¢)
s%||ﬁJ§MT,2HL?OL§ + HﬁJ_ﬁ/\/tT,2||L.§Li < eK(Bg), (15.11d)
T T Ml + T M <KD as.11e)
3| TR Mgl o + | TTTE Mo a2 S K (Bs), (15.11f)

which follow from the definitions (5.36a) and (5.36g), the bootstrap (5.37s), the bounds (7.1) for the geometry, the
improved estimates in (8.21), (8.22), and (11.2), the product bounds in (B.13) and (B.22), the L;f’s bounds in (5.37),
the commutator bounds in (B.16), (B.17), and (B.21), and from the identities in (15.5) to compute commutator terms.
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In turn, the bootstraps (5.37m), (5.370), the bounds (6.38c¢), (6.38g), and estimates (15.11), imply via (15.10) that

2| T8 7 (01, 82)D0U ||, o + || T2 (281, 02)DOU | 0,0 < K(Bg) - (15.12)

It thus remains to convert the VD® bound lin (15.12) to a full D7U estimate. This is achieved by appealing to (15.5¢),
which may be rewritten as A<(Q0s+V 95)D*U = M . 5, and (15.5f), which may be rewritten as 7:(Qds+V 02 )DFU =
M ;. Together with (15.11), these identities yield

3| 717 (QOs + V) D6U|{LOOL,, + || T2 (Qds + V) D6U||L2L2 < K(Bg). (15.13)

The last ingredient is (5.23), which may be rewritten as

Di=cdi, Dz=(1+Y2)0 ~ %(Qo+ V), Ds=c3(Q0+ V) —c"Q0,.
The above three identities, together with (15.12), (15.13), and Lemma 6.3, give
52||j4J2D7UHLOOL2 + ||j4J2D7UHL2L2 < eK(Bg). (15.14)

The above estimate is in direct analogy with (15.4).

15.3. Bounds for D7h. We recall from (2.7) that the ALE map ) is given by h(x1,xo,t)e; + x2ea. As such, the
regularity of P is equivalent to the regularity of the map h. So far, the best available estimates for h are (7.1c) for
DSDsh, and (7.1d) for DSD; h. To obtain a full control of D7h it thus remains to estimate D7h For this purpose, we
recall from (2.10), written in (z,s) variables, that ;(%h = g2 (U -~ +%). Upon applying Df to this expression, we
determine that

D7h = eﬁg(g%(U N+ ).

gsing the bootstraps (5.37), the inequality 1 < J _%, the geometric bounds in (7.1), the D6Y bounds in (15.3), the
DSU bounds in (15.6), and the Moser-type bounds in Lemmas B.4, we deduce from the above identity that

IDIA]l 1210 S £*K(Bo) - (15.15a)

By additionally using the inequalities 7% < J,3 < J2 < 1, (4.11), (B.2c), and (B.9), we have that
|7 5DIA|, o S 23 K(Bs) +s2Zizl||5Z*’f<g%N>~6§U||Lg‘s + DI g% -DFS|Ls | < e¥K(Bg). (15.15b)
To summarize, we combine (7.1¢), (7.1d), (15.15a), and (15.15b), and deduce that
et HJ%B%HLSOOL?T + H67hHL52L§ < e?K(Bs) (15.16)

which gives the optimal regularity bounds for &, and thus also for the ALE map 1. (]

APPENDIX A. MAXIMAL GLOBALLY HYPERBOLIC DEVELOPMENT IN A BOX FOR THE 1D EULER EQUATIONS

The purpose of this appendix is to showcase the process of shock formation from smooth initial data, the spacetime
of MGHD], and to discuss the physical shock development problem in the context of the 1D Euler equations (cf. (1.1)
for d = 1). While these results are surely known in one space dimension, we were not able to find a suitable exposition
of these concepts in the literature.”! Additionally, the discussion in this appendix highlights some of the main con-
cepts discussed in the multi-dimensional setting of this paper, but without having to deal with a number of geometric
difficulties. Lastly, it is easier to draw accurate images in 1 + 1 dimensions (space & time), so that the reader can build
part of the necessary intuition required for the multi-dimensional setting.

2L After completing this work, we were made aware of the paper [2] by Abbrescia & Speck, which constructs the MGHD| for 1D relativistic
Euler.
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A.l. The setup: equations, variables, initial data. In one space dimension, the system (1.1) becomes

Ai(pu) + 9y (pu?) + 0yp = 0, (A.1a)
Op + 0y(pu) =0, (A.1b)
OE + 0y(u(E +p)) =0, (A.1c)

where £ = ﬁp + % pu? is the energy, and v > 1 is the adiabatic exponent. Here the space variable is y € T, and
(A.1) is supplemented with smooth Cauchy data (pg, uo, Ep) at the initial time ¢ = t;,.

While the formulation (A.1), as a system of conservation laws, is necessary in order to read off the correct Rankine-
Hugoniot jump conditions in the presence of a shock singularity, when the Euler system (A.1) is initiated with smooth
initial data, an equivalent, more symmetric formulation is useful. For this purpose we remark that at least until the
emergence of shocks, the evolution of the energy £ in (A.1c) may be replaced by the transport equation

84S +ud,S =0, (A.2)

where S is the specific entropy, defined as S = log( Z—f). As such, if the initial datum Sy is a constant (which for

simplicity we may take as zero), then S remains a constant under the above transport equation, as long as u € L; W1
(prior to the formation of singularities). Since the spacetime does not contain any singular behavior in its
interior, it is convenient for the sake of presentation to confine the discussion to the isentropic case, in which Sy = 0,
and thus S = 0 prior to the formation of shocks.”?

As discussed earlier in (1.2), in this isentropic case the pressure law becomes p = % p7, and upon letting o = 77_1
and denoting the rescaling sound speed by o = ic = épa, the conservation laws in (A.1a)-(A.1b) may be written in

a more symmetric way as

O + udyu + o dyo =0, (A.3a)
0o 4+ u0yo + aodyu = 0. (A.3b)

The isentropic dynamics in (A.3) consists in fact of two coupled transport equations for the Riemann variables
wW=u-+o0o, Z=Uu—0.

The dominant Riemann variable w is transported along the fast characteristic speed A3, while the subdominant Rie-
mann variable is transported along the slow characteristic speed A\;. That is,

(Or + A30,)w =0, (A.4a)
(O + M0y)z =0, (A.4b)

where, rewriting (1.3) in one space dimension, we have denoted for ¢ € {1,2, 3} the wave speeds

Ni=u+ (i - 2)ao = u+ (i — 2)e = TR, 4 1202, (A.4c)

The system (A.4) is equivalent to (A.3).

For consistency with the rest of the paper, we supplement (A.4) with initial data (wq, 20) = (ug + 0o, ug — o) that
has many of the same properties as the multi-dimensional data discussed in Section 4.2 (compressive and generic),
while at the same aiming for simplicity of the presentation. For definiteness, we consider initial data wy which is O(1)
and has an O(1) most negative slope, and zo which is O(e) and has an O(1) slope. For simplicity, let

wo(z) =1— %Sin(%‘"”) , zo(x) = %cos(%ﬂ”) , (A5)

where € < 1 is a small parameter. In particular, % < op(z) < 1, wy attains a global minimum of —% at x = 0, and

this minimum is non-degenerate, as w{’(0) = % > 0.
For consistency with (4.1), let us assume that the initial time is given by t;, = — ffa. We also define tg, = H%

Our goal is to study the system (A.4), with initial datum (A.5), for ¢t € [tin, tsin]. To avoid any discussion of localization
at “large” values of |y|, let us only discuss the problem for |y| < %, appealing to the finite speed of propagation.

223ee the analysis in [48] for a parallel discussion in the case that So # 0.
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A.2. The classical perspective on shock formation. Shock formation is classically described as the process through
which an initial negatively sloped disturbance in the graph of the density progressively steepens, and eventually 9,0
diverges towards —oo. For initial data such as that in (A.5), at the same time the slope of the dominant Riemann
variable w also diverges towards —oo. A classical way to see this, following Lax [34], is to differentiate (A.4a) and to
use that (A.4b) may be rewritten as (0; + A30y)o = (A3 — A\1)0yz = 2000, 2, leading to
(0 + A30y) (Oyw) = —0yA3 Oyw = _#(81/1”)2 - 1_TOZ((i)yw)((i)yz)
= 71*70‘(83,10)2 - f—aa(@yw)(ﬁt + A30y) logo.

Since vacuum cannot form on [ti, ti,]>> on may integrate the above PDE along the characteristics 17 = 7(z, t) associ-
ated to the fast wave-speed \g, i.e., the solution of

6t77(x7t) = /\3(77($,t),t) ) T}(xatin) =T, (A.6)
leading to
9 (0ywon) = —E2(9,won)? — L= (9,won)dy(log oon) . (A7)

With log o = O(1) given, the above ODE may now be directly integrated, leading to a proof that d,w o 1 blows up
towards —oo in finite time, for the label at which w(, was the most negative. Since by assumption this label is © = 0,
we deduce that there exists a minimal time ¢, > ti, such that 9,w(n(0,t),t) — —oo as t — t,. In order to estimate

t., we may compare the above ODE to the Ricatti ODE a = —%az, with datum a(t;i,) = —é, and deduce that
te = tin+ 72 £ O(e?) = 0+ O(e?) € (tin, thin). This is Lax’s proof of shock formation for the system (A.4), which

may be found in [34].

A more geometric perspective on shock formation is provided by the method of characteristics (see Figure 17
below). Since in 1D we can rule out the formation of vacuum, it may be shown (see [48, Proposition 5.4]) that the
Eulerian blow-up criterion ftt* 10yw(-,t)|| Lo + ||Oyo (-, t)||Leedt = 400, is equivalent to the Lagrangian criterion
lim;_,¢, min, d,n(x,t) = 0. That is, shock formation occurs at the first time ¢, at which the map = — n(x,t,)
loses strict monotonicity, because the fast characteristic curves (n(x,t),t) impinge on each other (for ¢ > ¢, the map
2 — n(x,t) would fail to be injective). The time ¢, and the label z, at which this strict monotonicity is lost may be
naturally computed by solving

Opn(zy,ti) =0, Opzn(T4,t4) = 0. (A.8)

We note that for the initial data (A.5), at (., t.) the field w develops a H'(’)lder—% cusp singularity,24 not an actual
shock-discontinuity, which is why the point (., t.) is sometimes referred to as a pre-shock.
Also, we note that for initial datum of the type (A.5) the characteristics ¢ = ¢(z,t) associated to the slow wave-

speed A1, i.e., the solution of

8t¢('ra t) = >‘1(¢(I7 t)) t) ) d)('ra tin) =T, (A9)
remain injective and the map  — ¢(x,t) remains strictly monotone uniformly for (z,¢) with ¢ € [tin, t«]. Equiva-
lently, ||0yz(+,t)| . remains uniformly bounded as ¢ — ¢*.

A.3. A characteristic description of the MGHD]. The aforementioned analysis only describes the solution up the
time slice of the very first singularity, {¢ = t.}. However, due to finite speed of propagation, even for times ¢ > ¢,
there exist regions of spacetime where a smooth extension of the solution may be uniquely computed. In hyperbolic
PDEs it is a natural question to describe the largest such spacetime region, which is free of singularities. The
spacetime M for (A.4) consists of all points (y, t) for which the fields w(y, ¢) and z(y, t) can be computed in a unique
and smooth way in terms of the initial data (wy, zo), prescribed on the time slice {t = t, }.

In the particular case of (A.4), which consists of two coupled transport equations, we have that

w(r](x,t), t) = ’LUO(JE) ’ Z((b(.it,t),t) = ZO(J:) )

23To see this, note that for initial data as in (A.5), the maximum principle applied to (A.4a) yields |w(y,t) —1| < % and the maximum principle
applied to (A.4b) yields |z(y, t)| < §. Hence 0 = %(w +2) € [é, %] when e < %

24To see this, lety = n(z, t.). Due to (A.4a) we have w(y, t«) = wo(x). Thus we need to compose wo with the inverse flow = = 71 (y, t).
Due to (A.8) we have the power series expansion 1(z, tx) = 7(2x, tx) + = (2 — £4)3030 (24, t) + O((x — x+)%). The fact that 3w (x+) > 0,

6
which is the genericity condition for the data, implies that 931 (., t+) & (ts« — tin) 17;0‘ 92wo(z+) ~ 462 > 0. Thus when we are solving for
1

2
x the equation y = n(z, t«), we are in essence solving the cubic equation y ~ y« + %5*2(90 — x4)3. This results in z — z, ~ €3 (y — y«)3,

and thus w(y, t+) ~ wo (e% (y — y«) 3 ). Since wq is smooth, this explainins the Hélder-% cusp.
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FIGURE 17. Shock formation for 1D Euler via classical characteristics. Consider the 1D Euler
system (A.4) with initial data (A.5) for o = % and € = %. The bounding box represents (z,t) €
[—322, 3T€] X [tin, t.]. In orange we represent the “fast” characteristics 7(z, t) which solve (A.6),
and in olive-green we represent the “slow” characteristics ¢(z, t) that solve (A.9). The first blow-up
occurs at the Eulerian spacetime location (y., t.), where y. = 1(t., z.), and (2., t.) solve (A.8).
In this figure z, = 0. In magenta we have represented the distinguished As-characteristic curve

leading to the very first singularity, (1(2«,t),)e[s,,¢.]-

assuming that n) and ¢ are well-defined and sufficiently regular. Therefore, the requirement that w(y, t) and z(y, t) may
be computed in a unique and smooth fashion in terms of the Cauchy data is in fact the requirement that the backwards
flows® 1~ (y,t) and ¢~ (y, t) are smooth, and that

0~ (y,1),1), 667 (g, 1)) e M, forall  (y,t) € Mt € [tin, 8] (A.10)

Since w(y,t) = wo(n~1(y,t)) and 2(y,t) = z0(¢~1(y,t)), the condition in (A.10) is indeed a full characterization
of the spacetime M, for 1D isentropic Euler (A.4).

For the compressive and generic initial condition considered here (cf. (A.5)), one may give a precise definition
of the spacetime M characterized by (A.10). We refer to Figure 18 below, where the part of M which lies in the
bounding box (x,t) € [—32%, 372] X [tin, tfin] is represented:

e Ititis clear that that all time slices with ¢ < ¢, lie in M since prior to the very first singularity all functions remain
smooth; as such, Figure 18 extends the image in Figure 17.

e Consider labels x such that x > x,. In our setup, where the waves move to the right, we refer to these labels
as being downstream of the pre-shock label. For every x > z., we may smoothly and uniquely extend the fast
acoustic characteristic 77 emanating from x for all times ¢ € [tin, T+ (2)], where the time T..(x) is characterized by
the condition

O:n(x, Te(x)) =0. (A.11)
This is the same condition that we used in (A.8) to characterize the very first blow-up time, and indeed ¢, =
T.(z,). For t > T.(z) injectivity is lost and hence we cannot uniquely extend n(z, -) after this time. The curve
O oM = (n(z, T (2)), T+(2))s>,. which emanates from the very first singularity at (., ¢..) (represented in red
in Figure 18) is smooth, as it is parametrizes the zero level set of the smooth function 9,7, and it serves as the future
temporal boundary of the “downstream part” of the spacetime M. Indeed, it is clear from Figure 18 that for every
(y,t) which lies either “below” or “to the right” of the curve 6fgp./\/l the backwards trajectories corresponding to
the labels =1 (y,t) and ¢! (y, t) remain in M, and therefore they satisfy (A.10). Lastly, we mention that for any
point (3,7) := (n(Z, T+(Z)), T+(T)) € 8, M with T > z,, we have that Hm 45 0 (7.7) Oyw (Y, t) = —oc. In
particular, the curve 0{gp/\/l parametrizes a family of successive gradient catastrophes in the dominant Riemann
variable, upstream of the very first singularity. To see this, simply note that 9, wo (z) = (Oyw)(n(x,t),t)0xn(x, t),
and hence d,w(y,t) = wh(n~(y,t))(n(n" (y,t),t)) L. Since (n~ 1 (y,t),t) = (T, T.(T)) as (y,t) = (7, 1),
we have that 9,1(n"1(y,t),t) — 0.n(F, T.(T)) = 0, and since for z in the vicinity of z, we have w)(r) ~
—é < 0, the claimed divergence towards —oo follows. We note that the gradient catastrophes lurking on atf,p/\/l
are not jump discontinuities, instead, the field w has Holder cusps on this curve. Using the same argument as in
Footnote 24, one may verify that for x > x, the regularity of these cusps is Holder %

25These may be defined either as inverse maps via n(n " (y,t),t) = y and ¢(¢ 1 (y,t),t) = y, or as solutions of the transport PDEs
(0t + A3(y,t)0y)n = 0 and (8 + A1 (y, t)dy)é = 0, with initial data that is the identity map at time t;,.
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Consider labels = such that z < z,. In our setup, where the waves move to the right, we refer to these labels
as being upstream of the pre-shock label. Here, the main observation is that there exists a distinguished slow
acoustic characteristic which emanates from the very first singularity (y., t.), the green curve in Figure 18. Letting
x* = ¢~ (y., t.), the slow acoustic characteristic emanating from the very first singularity is the curve OropM 1=
(¢p(x*,t),t)i>r, . The notation we have chosen indicates that this curve serves as the future temporal boundary of
the “upstream part” of the spacetime M. Indeed, for any (y,¢) which lies either “below” or “to the left” of J;, M,
the backwards trajectories corresponding to the labels 7~ (y,t) and ¢~!(y,t) remain in M, and therefore they
satisfy (A.10). On the other hand, any point (y, ¢) which lies “to the right” of 9, /M and “to the left” of 9,5, M, the
white region in Figure 18, is inaccessible from the perspective of the Cauchy data at time ¢ = t;,. This is because
following a ¢ characteristic backwards in time from any such point (y, t), we are bound to intersect 8;gpM (the
red curve in Figure 18), and we have just discussed that there the field w experiences a gradient singularity. As
such, as smooth continuation backwards in time “through” 8{EPM and all the way back to the initial data is not
possible. In the physical shock development problem, this issue is overcome by the introduction of a shock curve,
see the discussion in Section A.5 below.

In summary, the MGHD)] for the 1D isentropic Euler system is the spacetime M consisting of points (y,¢) which
either lie to the left of the curve ((z«,t),)icy, ¢.] U OropM (the upstream part), or they lie to the right of the curve
(024, 1), V) el t.) U OrbpM (the downstream part).

FIGURE 18. [MGHD| for 1D Euler via characteristics. Consider the 1D Euler system (A.4) with

initial data (A.5) for a = % and ¢ = %. The bounding box represents (x,t) € [f%, %] X
[tin, tfin]- As in Figure 17, we represent in orange the “fast” characteristics 7(x, t) and in olive-green
we represent the “slow” characteristics ¢(x, t). The very first blow-up occurs at the spacetime loca-
tion (y.,t.) = (n(2x, t4),t). Here t, = 0 £ O(&3) and z,, = 0. The curve a;gp/\/l, characterizing
the sequence of gradient catastrophes emerging from the very first singularity in the downstream re-
gion is represented in red. The curve 0y, M, representing the slow acoustic characteristic emerging
from the very first singularity in the upstream region is represented in green. The spacetime
M is the complement of the white region. In the white region of spacetime, the acoustic character-
istics cannot enter, so that the fields (w, z) cannot be computed in a smooth and unique way from

(’U.)(),Z()).

Remark A.1 (Sound evolution, not the physical shock development). Izs important to note that Figure 18 shows the
dynamics of characteristics propagating as sound waves (and not shocks) and that the “real” Euler solution transitions
Jfrom sound evolution to shock evolution (with associated the Rankine-Hugoniot jump conditions) instantaneously after
the first singular time t.. This issue is discussed in Section A.5 below.

Remark A.2 (The boundary of M is not smooth). We emphasize that in this characteristics language, the future
temporal boundary of M, i.e., the set Oigp M U 8{2’)./\/1 is merely a Lipschitz surface. This lack of smoothness makes
the analysis in this classical coordinate system rather cumbersome, as we shall describe next.
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A.4. A fast-acoustic characteristic perspective on shock formation. The new perspective taken in this paper is to
consider the entire analysis of shock formation and of in the Lagrangian coordinates?® (n(z,t),t) of the fast
acoustic characteristics.

That this is a natural perspective may be seen from at least two points of view: first, the quantity which develops a
singularity on the downstream part of the future temporal boundary of the spacetime M is the gradient of the dominant
Riemann variable, namely d,w, and this quantity is naturally evolving along the flow 7 (see (A.7)); and second, the
very first singularity and the subsequent gradient catastrophes in the downstream region are characterized in terms of
properties of n and its derivatives (see (A.8) and (A.11)).

In order to build better intuition for the multi-D problem,?’ even in the 1D setting of this Appendix it is convenient
to work with the spatially differentiated version of the isentropic Euler system (A.4). That is, we define

° o

W(z,t) := (Oyw)(n(x,t),t), Z(z,t) == (0y2)(n(z,t),t), Y(z,t) := o(n(z,t),t).

With the above notation, the chain rule, and using the identity 0,% = %w{) — %axn Z , the system (A.4) may be
equivalently rewritten as”®

D W = wl (A.122)

8y (9em) = E2w) + 520, 2, (A.12b)

8D Z — 2050, 7 = —Z(35%w) + $20,n Z) (A.12¢)

QY =—aX 7. (A.12d)

The remarkable features of the system (A.12) are as follows: (A.12a) shows that the quantity 0,7 W is frozen into
the flow, (A.12b) and (A.12d) are ODEs, while the only PDE left (A.12c) is the one for 7, which is a benign trans-
port equation with a polynomial nonlinearity in the unknowns. It is thus natural that the analysis of this system for
(W, VA ,0zm, ) should encounter no derivative loss (this turns out to be true even in multi-D).

By working directly in the Lagrangian coordinate system associated to the fast acoustic characteristics 7, the orange
As-characteristics from Figure 17 and Figure 18 are now vertical straight lines (this holds “by definition”, it is a
tautology). What is more interesting is that the Lagrangian coordinates 7, the characteristics associated to the slow
wave speed \; (which were the integral curves of the operator 0; + A1 (y, t)J, in original coordinates, in olive-green
in Figure 17 and Figure 18), are now the integral curves of the transport operator 9,n(x, t)0; — 2a3(x,t)0,.

Finally, let us discuss the spacetime M in Lagrangian coordinates. This is represented in Figure 19 below.
Just as before, the location of the very first singularity at (z.,t,) is determined by solving the system (A.8). In the
downstream region, i.e., for z > x., one still solves (A.11) in order to determine the time T.(x) at which the curve
{(z,t)}>t, intersects the downstream part of the future temporal boundary of M. In Lagrangian coordinates, this
boundary is characterized as 9,5, M = {(z, T.(2))}2>s. . Inlight of (A.12a) it is immediately clear that the vanishing
of d,n(z,1t) as (z,t) — (T, T.(T)), for any T > ., implies the blow-up (towards —oc) of W (z, t); which is to say
that a;gp/\/l parametrizes a succession of gradient catastrophes past the time of the first singularity. In the upstream
region, i.e., for z < z,, we still solve for the distinguished slow acoustic characteristic (which is now an integral curve
of the transport operator 9,1(x,t)0; — 2a3(x, t)9,), which passes through (., t.). We denote the upstream part of
this curve by d;,, M, and this is the future temporal boundary of the upstream part of M.

The main observation is that in these fast acoustic Lagrangian coordinates the spacetime becomes globally
W2 smooth (in essence, a cubic to the left, joining a parabola to the right, with matching first derivatives). This
fact allows a PDE analysis in this spacetime which avoids derivative loss. The reader may compare Figure 19 (in
Lagrangian coordinates) and its direct analogue, Figure 18 (in Eulerian coordinates).

A.5. The physical shock development problem. As already alluded to in Remark A.1, when constructing the de-
velopment of the Cauchy data past the time-slice of the very first singularity {¢ = t. }, the physical Euler evolution is
replaced by the local hyperbolic propagation of sound waves via (A.4) (in the non-isentropic model, one would add
the local hyperbolic propagation of entropy waves). While the extension of the solution to (A.4) past the time-slice

26p, multiple space dimensions, we in fact need to consider the Arbitrary-Eulerian-Lagrangian coordinates discussed in Section 2.

2T As explained in Section 3, in multi-D, working with differentiated Riemann-type variables (which are then composed with the ALE map) is
necessary in order to avoid derivative loss.

283e¢ also [48] for the similar variables in the non-isentropic setting.
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FIGURE 19. for 1D Euler — the Lagrangian perspective. Consider the 1D Euler sys-
tem (A.4) with initial data as in (A.5). The bounding box represents (z,t) € [—32%, 32] x [tin, tfin],
for the specific values o = % and ¢ = 1—16. We revisit Figure 18, except that we work in the La-
grangian coordinates of the fast acoustic characteristic corresponding to As. That is, a point (y, t)
in Figure 18 is replaced by the point (z,t) = (n~'(y,t),t) in the above figure. Then, the \3-
characteristics become straight lines in orange, while the \;-characteristics become the curves in
olive-green. The red curve represents the curve 8;gpM, while the green curve represents the curve
DropM (Which is extended backwards in time all the way up to ¢ = tj,). In this Figure, the
spacetime M is the region which lies “below” (in the causal past) of the union of 8:[,p./\/l and Oy, M.
This spacetime has a W?2*-regular boundary.

{t = t.} (see Figure 18) agrees with the physical, entropy-producing, shock solution® in certain regions of spacetime,
it certainly does not agree with the “real” Euler solution globally, not even globally in M !

In order to describe the physical, entropy-producing, shock solution to (A.1) past the time slice {t = ¢, }, we need
to consider the shock curve, which may be parametrized as (s(t), )¢, , wWith (¢.) = ys = (x4, t.). While at the
point of the very first singularity, (s(t.), t.), the fields (w, z, S) (and hence (u, p, E')) have in the worst case a Holder
% cusp, for all ¢ > t., the fields (u, p, E) (and hence (w, 2, S)) have a jump discontinuity across (s(t),t).

For convenience of notation, for ¢ > t, let us denote the jump of a function f(y,t) as y crosses the shock location
ats(t) by [f(t)]] = f(s(t)~,t) — f(s(t)T,t). Here we have chosen the normal vector to the shock curve to point in
the same direction as the propagation of the shock itself. With this convention, the physical entropy condition is that
[S(t)]] > 0forall t > ..

The shock speed (which uniquely determines the location of the shock) is denoted by §(t), and is computed via
the Rankine-Hugoniot conditions as follows. The weak formulation of the conservation-law form of the 1D Euler
equations (A.1) yields a system of three equations in seven unknowns: u(s(t)*, ), p(s(t)*,t), E(s(t)*,t), and $(t).
Equivalently, we may use the seven unknowns w(s(¢)*,t), z(s(t)*,t), S(s(t)*,t), and 5(¢). The first observation
is that the values of the fields downstream of the shock, i.e., w(s(t)", ), z(s(t)",t), S(s(¢)T,t) may be computed
uniquely and smoothly in terms of the initial data. With the isentropic data considered in this Appendix, this leads to
S(s(t)t,t) =0, w(s(t)",t) =wo(n~(s(t)h,t),t) and 2(s(t) ", t) = 20(¢~1(s(¢) ", 1), t). This is because upstream
of the shock all characteristic families (corresponding to A3 for w, Ao for S, and \; for z) are subsonic relative to
the shock itself. The second observation (which together with the previous one are referred to as the Lax geometric
entropy conditions) is that we may in fact also compute w(s(¢)~,¢) uniquely and smoothly in terms of the initial
data as wo(n~1(s(t)7,t),t), because the fast acoustic characteristic upstream of the shock is supersonic relative to
the shock itself.** The third observation is that the Rankine-Hugoniot system reduces to a system in three equation

29With Rankine-Hugoniot jump conditions to ensure that we are working with a weak solution of the full Euler system (A.1).

30This statement is a bit more subtle than it seems because the very introduction of the shock curve implies that the backwards map =1 (-, t)
is not continuous across y = s(t), resulting in a nontrivial value for [[w(¢)]]. The reader may for instance refer to Figure 20 and trace backwards-
in-time the orange characteristic curves emanating from a point which is just to the left of (s(¢), t), and a point which is just to right of (s(¢),t).
These backwards-in-time characteristics intersect {¢ = t;, } at very different locations.
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and three unknowns, namely z(s(¢t)~,t), S(s(t)~,t), and §(¢). For compressive and generic initial data (wg, z) as
in (A.5) and with Sy = 0, this 3x 3 system is uniquely solvable under the requirement that S(s(¢)~, ¢) = [[S(¢)]] > 0,
thus leading to a well-defined shock front evolution. The fourth and last observation is that the values of the fields
(w, z,5) on the left side (upstream) of the shock curve (that is, at (s(¢) ~, t)) may now be used as Cauchy data for the
system of equations (A.2) and (A.4), which allows one to compute physical shock solution to 1D Euler globally in
spacetime, even past the MGHD].

The shock development problem, as painted by the above paragraph, is illustrated in Figure 20 below. Mathemat-
ically, this picture has been analyzed in full-detail in [5], in the context of the 2D Euler equations with azimuthal
symmetry.’! See also [58] and [17] in the context of 3D Euler with radial symmetry.

b}

FIGURE 20. Shock development for 1D Euler. Consider the 1D Euler system (A.4) with initial

data as in (A.5). The bounding box represents (z,t) € [—22%, 3%%] x [t;, tfin], for the specific
values a = % and € = Tls We revisit Figure 18, but instead of considering the MGHD|, we con-

sider the physical shock solution which emerges from the first singularity (y.,t.) = (9(2«, ts), ts).
This physical shock curve, represented here in black, is parametrized as (s(t),¢)¢>¢,. In order to
not overcrowd the image, we have only represented the As-characteristics (in orange), and the A;-
characteristics (in olive-green), but have not depicted the Ao-characteristics. From Figure 18 we
have kept the green curve representing d;,, /M, and the red curve representing 9;5, M.

Remark A.3 (The shock development problem and the MGHD)). We close this appendix by discussing the location
of the shock curve relative to the MGHD| spacetime M. Figure 20 is our point of reference.

o We emphasize that the shock curve is located in the interior of the downstream part of M, i.e., the curve (s(t),t)¢>¢,
(in black in Figure 20) lies strictly below the curve 6t+op./\/l (in red in Figure 20), and they intersect only at (ys, ts).
This is also why we may compute the values of all fields (u, p, E) downstream of the shock: because this spacetime
is fully contained in M, and the interior of this spacetime contains no singularities whatsoever.

o This same fact, namely that the curve (s(t),t)¢~, (in black in Figure 20) lies strictly below the curve 5‘{';p./\/l (in
red in Figure 20) also shows that the computes a solution to Euler in a spacetime which is not physical (in
the spacetime which lies between the red and black curves in Figure 20). To see this, note merely that the physical
shock solution is entropy producing, and thus S # 0 at points upstream of the shock. In contrast, the is
computed via pure propagation of sound waves and thus the solution remains isentropic (S = 0).

o We note that in the upstream portion of M, namely “to the left” or “below” the curve Oy, M (in green in
Figure 20), the physical shock solution in fact precisely matches the solution obtained as part of the MGHD]
Again, the reason is that in this portion of spacetime there are no singularities, and each point therein is directly
accessible from the initial data via \;-characteristics, for all i € {1,2,3}.

3 [5] we have additionally described the weak characteristic singularities (weak-contact and weak-rarefaction) which emerge from the very
first singularity at (y«, t«), simultaneously with the shock curve in the upstream region.
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o The last observation is the obvious one: solving the shock development problem allows one to compute the correct
solution of 1D Euler (in particular, a weak solution, with shocks) in the portion of spacetime that lies beyond the
(see the white region in Figure 18). This is because the shock curve itself acts as a Cauchy hypersurface,
on which the data is prescribed via a combination of the Lax geometric entropy conditions and the Rankine-
Hugoniot jump conditions. The 1D Euler propagation away from the shock curve is via three transport equations:
(A.2), (A.4a), and (A.4b). Two of the corresponding characteristics (the slowest and the fastest) are represented
in Figure 20.

In summary, beyond the time slice of the very first singularity, {t = t.}, the 1D Euler solution computed as part
of the is useful (meaning, it describes the correct solution) in the spacetime which is either downstream of
the shock (in black in Figure 20), or which is upstream of the slow acoustic characteristic emanating from the very
first singularity (in green in Figure 20). Note however that since the shock curve is a-priori unknown (it must be
nonlinearly solved for using the Rankine-Hugoniot jump conditions) a description of the Euler solution in the entire
downstream part of M could prove to be useful in an iteration scheme aimed at constructing the shock curve.

APPENDIX B. FUNCTIONAL ANALYSIS IN THE REMAPPED DOMAIN

In this appendix we record a number of functional analytic bounds which are used throughout the paper. These
bounds concern functions with arguments in the remapped spacetime T2 x [0, €) (cf. (5.20)), which in turn is defined via
the flattening map q = q(z2,t) from (5.18b). The associated differential operators given by the vector D (cf. (5.23)).
This analytical framework is used in Sections 5-12. In Sections B.4 and B.5 below, we show that the same analytical
framework developed here applies as is to the remapped domain from Section 13 and respectively Section 14.

In view of definition (4.7) and the bootstrap (5.37a), all the functions we consider in this Appendix are defined on
Xgn % [0,¢), where X, C T? has Lebesgue measure bounded by 47 (137 + Csupp)€, Where the constant Cqypp =
Csupp(@, ko) > 0 was defined in (6.5). As such, throughout this section we will consider functions f: T? x [0,¢) — R
with the property that the support of f in the z; direction has diameter < e; more precisely,

U supp (f(+,z2,s))| < 4m(137 + Coypp)e - (B.1)
(z2,s)€ET%[0,¢)

Additionally, throughout this section the implicit constants in the 'S symbols depend on the constant Cgypp, and hence
they depend only on « and k.

B.1. Sobolev and Poincaré. Instead of the “usual” S~obolev embedding H® C L*, for s > 1, we shall use the below
bound, which avoids placing two copies of ; = £~ 1D; derivatives on any term.

Lemma B.1. For sufficiently smooth f: T? x [0,¢) — R satisfying (B.1), we have

102 < IIDaf] s (B.2a)
102512 < 1D2fll 2 +8IIDs S 2 (B.2b)
1 o2 S NFC O+ 2 [Daf]] (B.20)

£l s, S e~2(|DD1 /(- 0)]| ., +e7H[DDDuf| 5 (B.2d)
171l 2 S €2 [DDLF s - (B.2¢)

where the implicit constant depends only on Cgypp, and hence on o and k.

Proof of Lemma B.1. The usual Poincaré inequality and the support assumption for f(-,s) in (B.1) implies that

Hf(’s)HL?C 55||81f(as)||Lga (B3)
which yields (B.2a) since 51 = £0;. The bound (B.2b) follows since
02 = Dy + Qu0: = D2 + (1Q,Q71)Ds, (B.4)

and EQQQ*I\ < % < 8. Next, for any function f, the fundamental theorem of calculus in time implies that

sup, IFCo)Ize < IFC0NZ2 +20F e 106f (8l gz, -

s€[0
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Combined with the fact that Hasf(~,s)||Lg < 1HD e HLQ, which in turn is a consequence of HCA)_1||LW <X
(see (6.38a)), it follows that ' ’
Sup Hf('7s)HL2 5 ||f(a0 +5 2
s€[0,¢] ®
1 ~ 1
5 Hf(’O)HL2 + 5_%( Sl[ép]’|f(7s)”[/2) ’ HDSfHL%Q ) (BS)
* s€[0,e * o8

and hence (B.2c) follows.
Lastly, for a fixed s € [0, €], we may apply the fundamental theorem of calculus to f(-,s), separately in ; and x5,
and then using (B.3)—(B.4), we obtain

1G9l (||f<-,s>\|L2 IS GO 1927 .9 2) 2 (101 (29l 2 + 101 £ (o9 Ea 01 f (- 9)122)

(D31 (9)| o+ D21C 92, 1Dr0af ()32
77||D1Df

N

). - (B.6)

Note that taking the L2 norm of both sides of the above estimate trivially yields (B.2¢). Then we apply (B.2c) with f
replaced by D2D; f and respectively D1 D f to deduce

1/l e, <& F[DD1F (0| 5+ H|DDDf| 5 (B.7)
thereby establishing (B.2d). ]

Remark B.2. Sometimes it is convenient to use a slightly modified variant of (B.2c), which conforms to the transport
operator (Q8 + VDQ) rather than the directional derivative D We claim that

112 S NGO oy + €2 1(Q0: + VRN f| 5 (B.8)

where the implicit constant is universal. In order to prove (B.8), we use (5.28¢) and then (5.26) to write

2 2 s
S . 5 = ” 9 85
s 179 = 1 0l +2 [ [ ras
O 42 [ 2r@ac+vBas— [ LBu(s?
11605 +2 [ [ 4@+ Vs - [ [ £Bu(r?)

= 1O +2 [ [ &7 @0+ VOIS + [ [ (- +Bo)(§) + [ (148 @ shao.
Then, using (5.370) and (6.38) we arrive at

sup (s S) 2z < IFC 07 +5e% ] (Qde + VO £ 2 g%p]nf<~7s>||Lg+és? sup 1917z -

The bound (B.8) now follows by absorbing terms involving supsciq .| | f(-,5)|| 2 into the left side, upon taking € to be
sufficiently small. )

B.2. Gagliardo-Nirenberg.

Lemma B.3. Let f: T? x [0,€) — R be a smooth function satisfying (B.1). Then, for every 0 < i < m we have

1541, 2 % 15711

1—i i
(17 + s [ 702 ) "+ Tociame™ (1], + ma D77, 0)] . )

1<5<q 1<5<i
(B.9)
where the implicit constant depends only on i, m, and Cgpp (and hence on o and o).

Proof of Lemma B.3. The bound (B.9) is trivial when ¢ = 0 or ¢ = m, so we restrict the proofto 1 < ¢ < m — 1. The
first nontrivial case is ¢ = 1 and m = 2. For this purpose we note that space integration by parts, the definition of the
adjoint D* in (5.28), and the bounds (6.38), yields

IBuAly & W, 15211 312, (.10

IB2f1l7,, < D311,z 1P s, + Ml sup [Baf ], (810D
& o > 7 s€l0,e *
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IBf e, < O3,z DIz, + <11, Sg%pdllﬁsing ) (B.10c)

where the last terms on the second and third lines arise from the temporal boundary term in the formula for 53 and
D?. For these terms, similarly to (B.5) we may prove

Sl[;)p]Hf)fH?Ls <elDsC 0l +< D17, IB:DSY (B.10d)
s€[0,e z x z,s Z,s
When combined, the above three displays yield

154l <

thereby probing (B.9) fori = 1 and m = 2.
The general case m > 3and 1 <7 < m — 1 in (B.9) may be proven in a similar manner, by induction. We omit
these redundant details. ]

2

R i P oI GOT (B.11)

B.3. Product and commutator estimates.

Lemma B.4 (Moser inequality). For m > 1, assume that f,g: T? x [0,€] — R be smooth functions satisfying the
standing support assumption (B.1). Inspired by (B.9), define the quantities

By =l +, mox (DGO (B.12a)
By 1= [lgll, +, max D79 0)]] . - (B.12b)

Then, we have that _ N B
D™ (f9)l| 2, S D™ fll 2 Bo+ (D"l 2 B+ BBy, (B.13)

where the implicit constant only depends only on m and Cspp, (hence on o and ko).

Proof of Lemma B.4. Let~y € N3 be such that |y| = m. From the Leibniz rule and the Holder inequality we have

5., < X (J)I9%5] 3157 .14
B<y
where we recall that DY = 6;’0 5’1“ 632 For each of the above terms we apply (B.9) to deduce
10" (9)lly2. € D107 By + Locicme™By) (Hﬁmgugf%i  Locieme! " B,)
T =0 ' '
<eByB,+ ) (||D )67l 2 B
i=0
m—1 Z~ m—1 ) N )
+ Z(HDmeLiSSB W (eByBy) T+ Y (eByBy) ( ID™gl[ . Bp) T
i=1 ' i=1 '
The proof concludes by appealing to Young’s inequality. ]

The proof of Lemma B.4 also yields bounds for commutators, which are defined as in Remark 4.1. For v =
(70,71,72) € N3 with || = m and any scalar function f, we shall denote

[D7, flg=D"(fg) — fDIg= Y (7> D?f D77

B<Y,1BI<]v]-1

and we shall use the notation
(D", f,9) =D"(fg) — fDg— gD f = > (7) D?f D77
B<, 1<IBIS V-1
so that B B B
IID’Yv .ﬂ]g = ((D’Y7 I g)) +gD7f.

The above identity implies that bounds for |[[~)7, f]g are direct consequences of bounds for (D7, f, g), which are more
symmetric in nature.
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Lemma B.5 (Double commutator estimate). For m > 2, assume that f,g: T? x [0,&] — R are smooth functions
satisfying the standing support assumption (B.1). In analogy to (B.12), define

By, —||Df||Loo+ max HD7Df ||LOC, (B.152)
Bg, = ||Dg||L:?S+1S5;1§aX D7Dy, 0)[[ e - (B.15b)

Then, we have that
(O™, £ 9)l, S D™ 1Il,2 B, + D™ "9l 2 Bp, +< Bp,Bs, (B.16)

where the implicit constant depends only on m and Cgpp, (hence on o and ko). In particular, the usual commutator
[D™, flg is bounded in L, via (B.16) and the triangle inequality

16 Aolls < 16" 5902+ ol 15751 .17

Proof of Lemma B.5. From the Leibniz rule and Holder inequalities, we have that

m—1

1™ £l < D> [D 1DfH 20nn [D™ 1Dg|| 2m_2) . (B.18)

=1
Applying (B.9), we obtain

m—1 _— ey .
5™ s, S 3 (1B 5 58y, + e ) (1B, 7P " + 13418,
i=1

< = Aam—1 =5 (IRm—1 1-i=
~ E%ﬁf%ﬁg + Z (HD fHLgﬁs%ﬁg) ' (HD gHLgys%ﬁf)
=1

m—1 1 N Y
3 (B, B,) 7 (5, 57, )
i=1
m—1 i—1 =1
+ (0™ e Bp,) " (D5, B5,) (B.19)
i=1
The bound (B.13) now follows from Young’s inequality. (]

Next, we establish a version of the double-commutator bound from Lemma B.5, which is however uniform in s.

Lemma B.6 (Double commutator estimate, uniform in time). For m > 2, assume that f,g: T? x [0,¢] — R are
smooth functions satisfying the support assumption (B.1). Recall the definitions of B¢, ‘B, in (B.12), and the defini-

tions of%Df, %59 in (B.15). Then,

(D™, fo )| oo 2 S €2 (HBmeLi’S‘Bﬁg + D7 gll,, By, +e %Bf%ﬁg) : (B.20)

where the implicit constant depends only on m and Cyypp. For any function p: T? x [0, ] — [0, 00) which is bounded
from above, we have the commutator bound

5™ ol < 1657 £l s+ (57 1], B, + 157, B, +2Bp,%5,). B2
and the Moser-type bound
1£0™ (f D) oo 12 S D™ f | e 12 B9 + 10D 9| o 12 B

D" fl5 Bp, + [15™9ll2 Bs, +< Bp, B, ) (B.22)

1
S
where the implicit constant depends only on m, and on Cqypp (hence on o and k).

Remark B.7. The important fact to notice about (B.22) is that the terms on the second line are given by =% el Lo,
times the upper bound of ||6m (f9) ||L2 given in (B.13), except that By and B, become By and SB . Inall
applications of this (B.22), in view of (4 11) we have that By obeys the same bounds as By f ( and the same for g),
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and therefore the upper bound for H(pf)m(f 9) HLOOLQ will always be given by £~ 2 ¢l Lo, times the upper bound for
|| [~)m( fa) H 12 » Dlus the first two terms on the right side of (B.22), which retain the weight function  inside the norm.

Proof of Lemma B.6. From the triangle inequality we have that

1™, £, oz < 2775 1D FD™ gl ez -
In turn, for each fixed 1 < 5 < m — 1 using (B.2c), we have that
(0)[[z2 + 5_%”55FHL§)57

where the implicit constant is universal. By appealing to the above bound with F' = D’ f Dm—i g, we deduce that
7D D g e e
1~ ~o IR P PO TP PP
< S0 (HID£(0) e B T g 0) e + = H DB FB™ gllsa + = 4D DD g1z )
+e D" e E 37 DD D™ Dy,
1 B m L eme 1 S~
Sebmg By, +< F|D f||Lz %Dg+s HIB"glls By + e ES I BS s BByl s

~

where the implicit constant only depends on m. Using (B.9), the above then furthermore implies

H((Dm7f7g))||L§CL2 Set *Bp,Bp, +¢ 2||Dmf||L2 B, ¢ 2™ 9llez B,

+ e (1B e e ) (1Bl BIT + eRtng))
< 2B By, +e D" 1z, Bp, +< D" gllzz, By,

~

where the implicit constant only depends on m. This proves (B.20). The bounds (B.21) and (B.22) now follow from
the definitions of (D™, f, g), [D™, f]g. the triangle inequality, and the bound J < J, < J, < 3. O

B.4. The flattening map from Section 13. The map q = q(x1,z2,t) defined in (13.8b) is used in Section 13 to
remap the spacetime which is downstream of the pre-shock onto T? x [0, €), via (13.10). The associated differential
operator Dis given in (13.13). Save for the x;-dependence of q, the mappings ¢ and q have nearly identical properties
and bounds (see Lemmas 6.3 and 13.7), which is why we have chosen to use nearly the same notation for these maps.

The only difference between the analysis of the differential operators D from (5.23) and the D from (13.13) lies in
the definition of D;. This difference results in the following modification to the upper bounds given in this section:
every bound which contains a term of the type | D, f||, with Dy as defined by (5.23), needs to be replaced by an upper
of the type ||Dy f|| 4 || Ds f || with Dy and Dy as defined by (13.13). This change only affects the bounds (B.2a), (B.2d),
and (B.2¢); note however that when these estimates are used in the bulk of the paper, we in fact bound ||Dy f|| with the
full norm || D £ I, and therefore no single bound in the bulk of the paper is altered by this change. The estimates provided
by the Remarks B.2, B.7, and Lemmas B.3, B.4, B.5, B.6 remain unchanged. In view of this fact, in Section 13 we
still refer to the bounds in this Appendix, the above mentioned slight modification being implicit.

B.5. The flattening map from Section 14. In Section 14 we work in the spacetime 8 defined in (14.14). While
pointwise estimates are performed in (z,t) € H? variables, the energy estimates at the center of our analysis are
performed in the (x, s) variables that correspond to the remapped domain H® C Xy ¥ [Sin, Sfin)> defined in (14.120a).
This remapping (cf. (14.106)) is achieved by setting s = q(z2, t), with the map q being defined in (14.99). In particular,
the map q is independent of 2, and all functions f: H® — R satisfy (B.1).

The differences between the (z,s) coordinates in Section 14 and the (z,s) coordinates in used in Sections 5-12
are as follows. First, the domain of the new time variable s is not [0, €), but instead [s;,, Sfin), as defined by (14.101)
and (14.103). Since sfin — sin € [(235 — Ce) 13_80” (2% + Ce) 1+a] the length of the time interval is still O(¢), this
time with an implicit constant depending only on « (on which the bounds in this Appendix are allowed to depend
anyway). Second, the L2 and Livs norms are not anymore defined on all of T2, respectively T? x [0,¢) (as was
done in Sections 5-12); instead, for f: H® — R we use the Lz, = Lis(’Hé) norm defined in (14.122b), while the
LELE = LELZ(H®) norm given by supse(s, .1 [1/(55) |2, with [|f(-,s)[|12 as defined by (14.122a). Third, we

now have that s-time-slices of 4% have a “right” boundary, at x; = ® (z2,s). Nonetheless, due to (B.1) it still holds
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that the norm in (14.122a) satisfies a Poincaré inequality of the type || f(-,s)[|z2 < €l|01f(-,s)[lz2 = D1 f(-, s)llz2,
as claimed in (B.2a). The new spacetime differential operator D is defined in (14.109a), with the adjoint D* being
given by (14.129). Since q is independent of x4, the estimates the Q coefficients appearing in the definition of the
differential operator D are nearly identical to those in Sections 5-12. Indeed, comparing the estimates in Lemma 14.7
to those in Lemma 6.3 we see that the only differences involve a-dependent factors.

Another potential difference concerns the usage of the fundamental theorem of calculus in time (which is used to
prove (B.2c¢), (B.8)), since the location of the right boundary of each s-time-slice depends on s. What saves the day is
that the 1 boundary term at ® (22,s) (see (14.128a)) always has a sign since 0s6° < 0 (see (14.137)). For example,

7 |
s & )
= ||F(7sln)||i£ +/ (// p}F('xasl)VJ_ F(x,s’)(?s/F(ac,s')da:

—F/7T O & (22, ‘F (w2,5"), 2,5 ’dxz)
ZCQ:-TF%/_/

<0

F(-s)|>

1£C.9) Iz s

= (s

S
<Gl +0 1P o 040 (B.23)
Sin Ly

where in the last inequality we have used Holder and (14.137). As such, no actual change arises when applying the
fundamental theorem of calculus in s, we are simply not using a helpful signed term in our upper bounds.

The last potential difference concerns the integration by parts in s that is used to prove (B.9). To see that no
difference arises in the final estimate, let us for instance consider the proof of (B.11), which consists of establishing
the bounds (B.10a)—(B.10d). First, we note that (B.10d) remains ugchanged, by using an argument similar to that
in (B.23), for p = 3 and ¢ = 2. Second, using the definition of D} in (14.129b), we see that the bound (B.10a)
becomes

IDufllz, <

i 8,11, [ [10G I 399,

For the second term in the above estimate, using the support property (B.1), the fundamental theorem of calculus in
the x; variable, and the fact that D; = £0,, we deduce that

-/ 1 BL2 P\ (a2,5), 22, ) < ez, / [ IBASI6 2,5), 2. 9

Sfin GE(CDQ,S) - ~
< Fls, / / / 1527 - (Buf)?| (21, 72, 5)dardrads
D 21‘5H5?f|\Lg75-

Combining the two estimates above shows that (B.10a) remains unchanged, i.e.

Bl < 5%/, 1511

A similar argument, using the definition of 5; in (14.129c¢), and the bounds for (OQQ and Q from (14.134), shows that

= 4 = 2
192517, <300 IB2f e B3l +6(1+ )| ] [B2f g, + Mell 500 [[DafC9)7

sEs.n,Sfm
Sfin . ~
. / / Dol (2,5)| Do f (6 (12,5), 22, 5) " deradls.
o8 Sin T

The first three terms on the right side of the above estimate already were contained in (B.10b), and they are treated in
the same way, by appealing to (B.23) with p = 3 and ¢ = 2. In order to estimate the last term in the above expression,
we make two observations. First, from (14.118) and (14.109a) we deduce

A _ Qu(x2,5)+820%(6 (22,9),22)
Dg@é (372, S) o —81@(95(1‘275)7’»82) ’
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Second, upon making the change of variables s +— z; vias = @(xl, x2), we have from (14.118) that
ds = 81§(x17 iEQ)d(El = 81§(96 (ZCQ, S), .’Eg)dl'l.

Hence, changing variables, recalling the definition (14.150), and appealing to the bounds (14.134c) and (14.136¢), we
deduce that

17z, [ [ 1526 a9 [Baf (8 (a2.9). .9 s

X (22,0) - )
:HfHLoo//~ 1( )|Q2(9327@5($1,$2))+52@5($17932)‘|D2f($1,$23@6(991>$2))|3d$2d5€1
@5 J1 JE] (22,0

S el £l ID2£ (%01 -

Then, re-doing the computation leading to (14.155) (in L? instead of L?), using (14.152) (both with L? and with L*,
instead of just L?), and re-doing the computation leading up to (14.159) for = 0 (in L? instead of L?), we deducethat

||62f(7 66(3 O))Hii 5 ||52f(7 @6(3 Sm))”ii + ||52f(7sm)||ii + %||62f(3 66(7 ))||225H6562f(7 @6(5 ))||LZS
S B2 sl + LB D525,
Combining the bounds obtained in the five estimates above leads to
Boflt < 1Al IBor 2 B3, + 1] D212,

which precisely matches (B.11). B
It remains to consider the modifications required to the bound (B.10c). Recalling the definition of D in (14.129a),
it is clear that only one new term emerges, on the right side of (B.11), which is

7, [ [ 1B |t (2.9, 9) s,

6562J"||Lis + 62||f||LfSH62f(',Sin)HigO ’

In a similar fashion to the [~)2 analysis above, we use that from (14.118) and (14.109a) we deduce

N o s@(mg)

DSQ&(Z‘Q’ 5) - —61@(9‘S (z2,s),22) '
The same change of variables as the one described above, followed up with an application of (14.150), (14.155),
(14.152), (14.159), all adapted to the L? instead of the L? setting, shows that HDsin4 obeys a bound which is the

same as (B.10c).

Thus, we have shown that for the upstream geometry of Section 14 the bound (B.11) still holds as is, albeit with a
slightly more elaborate proof. This results in an unchanged statement of Lemma B.3.

In summary, all the main bounds obtained in this Appendix, namely Lemmas B.1, B.3, B.4, B.5, B.6, and Re-
marks B.2, B.7, hold as is for the (z,s) coordinates from Section 14.

APPENDIX C. TRANSPORT BOUNDS

The purpose of this appendix is to provide space-time L°° bounds for objects which are transported and stretched
along the A; and Aq characteristics. As with Appendix B, the estimates in this Appendix are written for the flattening
map q defined in Section 5.2, and utilized in Sections 5-12. In Sections C.1 and C.2 below, we show that the same
analytical framework developed here applies as is to the remapped domains from Sections 13 and 14.

Recall from (3.26c), (3.29b), and (3.32) that in the ALE coordinates corresponding to the fast acoustic spped s,
the transport operator associated with the wave-speed A, takes the form (0; +V 02) + g™ 3 h,o 05 —aX Jg_lal. Also,
from (3.25¢) and (3.28b) we see that the A, transport operator takes the form (9; +V 0s) +2ag_%h,2 02 —2aX%J, —19,.
For simplicity of the presentation, we only present the details of the Ao analysis (the change of an « to a 2a does not
affect our final estimate).

We recall from Section 5.2 that the remapping of the space-time P — T? x [0, <], and the associated change of
unknown f(z,t) = f(z,s), gives [fllee, = ||f||L;°s Under this change of coordinates, if a function f that solves

(1,8 + Vo) + aXg 2 J,h2 0y — aXd)) f =g, (C.1)
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then according to (5.21) and (5.26) we have that the function fsolves
(1,(Q8s + V) + aXg ™ 2DahJ, Dy — aXd;) f = q. (C.2)

As discussed in Remark 5.2, we drop the tildes on all the remapped functions of the unknown (z,s) present in (C.2).
Our goal is to prove the L bounds directly in (z,s) coordinates, working with (C.2). Clearly, the bounds established
will also hold if « is replaced by 2q, i.e. the Ao transport operator is replaced by the \; transport operator. The main
result is Proposition C.1 below, whose proof has an equally useful consequence, see Corollary C.3.

Proposition C.1. Assume that f is a smooth solution (C.2), and that q is bounded. Then, assuming the bootstrap
inequalities (5.37) hold, and that ¢ is sufficiently small in terms of «, ko, and Cyata, we have

1], < 47600 + 26 ] 3

Remark C.2. In many applications of estimate (C.3) it may be convenient to appeal to the fundamental theorem of
calculus in time and (B.2e) to bound the L*° norm of q, resulting in the estimate

1015, S H7C Ol + & a0l + 2 [D*Daall - (C4)

Proof of Proposition C.1. First, we note that (C.2) (in which as usual we drop the tildes) implies

Z5(Qas + Vo) (f7) + % 2(fP) — 5201 (fP) = & fP71q

Integrating the above expression in space-time, and appealing to (5.28) we deduce

1@ 4G9, - @IS, Lp—//zpfpc+/Q2ag;piD2hfp // L7, (©5)

where, we have denoted
G =57 (Qu+ D3V — Vo + (Q0 + V) ) & — $7(Qa - )(‘*927“5") - 570, (52
Using (5.30), (5.33c), and (3.20), we may rewrite
G=J,(Qs+ DoV —VQo) + I W, + 1527 7, + pad,(Zy + A;)
— aQy%g 27,05 + aSDs (g7 2 J,D5h) — (p — 1)ag™%.J,DohD, %
+(p— Da(3(J, Wy = J,Z,) + 5J,D2h(W — Z7))
= (5 +05) T Wy + J,(Qs + DoV = VQ) + (5 +p5) /2y
- aCGQQZg_% Jgﬁgh + 04252 (g_% Jg[N)gh) + panAT .
Using (6.38), (6.64), and the bootstrap inequalities (5.37), we deduce for p > 1 the pointwise bound
G < —pge + 1220 g 4 Cp (k)

) . (C.6)

where C' = C (a, Ko, Cdata) is independent of € and p. Moreover, by appealing to the same bounds we have that

|Q, 28 2eP2h 2 Dth < Ce?Z2 . (C.8)

Therefore, upon taking ¢ to be sufficiently small, solely in terms of «, g, and Cyata, we deduce from (C.5), (C.7), and
(C.8) that

BNQLFET 97, + 22 [ £,
S
< [[@7) £ 01, / ||<<:>Jg>ﬁzflf<',s’>||’£gds’+p/0 =717 C ) 0
Next, we apply the e-Young inequality in the form
Pz p < BT I + GO I= el

to deduce

@2 pCaly + 32 [ )
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<2/[(Q) S (0[5 1817*22502/” Q)P (8|5 pds’ + 2(2 )P 1/”2 Yq[},ds". (9
Next, we ignore the damping term on the left side of (C.9) and apply Gronwall on the time interval [0, £] to obtain
sup H(QJQ)% Hp < 918 +2: 2502H QJQ)%Z_lf(yO)Hip +2618p+2.2502 % p— 1HE qHLP )
s€[0,e] z x5

The second to last step is to take pt" roots, use that (aP + bP )% < a + b, and deduce

2.2502
P

0 [(QUF S 9], < 2 QU 0 + 2P [ e, €10

The last step is to pass p — co. Via the dominated convergence theorem

15759, < =700l + 5

The proof of (C.3) now follows from the above estimate and (5.37p). O

In a number on instances in the paper we need to bound the gradient of the function f which solves (C.2). In these
cases the new forcing term is not merely the gradient of the function ¢, but there is a factor which is containing the
gradient of f itself, but without the necessary power of .J, in front of it. That is, we need to consider equations like

(1,0 + Vo) + aXg~ 2 J,h,0 85 — a1 f = mf +q, (C.11)

where as before the function ¢ is bounded on P, and we also assume that the function m is bounded on P. As before,
in (z,s) variables the above equation transforms to

(J,(Qds + V) + aXg 2 DyhJ,Dy — aXdy) f = mf + 4. (C.12)

As usual, we drop the tilde from the unknowns, so that (f, 7, §) become (f,m,q). By a slight modification of the
proof of Proposition C.1, we obtain:

Corollary C.3. Assume that f is a smooth solution (C.12), and that q and m are bounded. Then, assuming the
bootstrap inequalities (5.37) hold, and that € is sufficiently small in terms of a, kg, and Cyata, we have

17 e, < @[ £C,0)]| e + e 25(461)

where the parameter 3 is given cf. (C.15) as 8 = max{Ze||m™ | 1>, 1}, and m* = max{m, 0}.

(C.13)

Proof of Corollary C.3. The main difference is that in the energy formed on the left side of (C.5), we need to replace
Y=t by X8 fora 8 > 0 that is to be chosen in terms of [[m || o . With this change, (C.5) becomes

QL)1 (.9) 7, = QA =21, 01,

= / / <55 PG + / QQ"‘QZZJ '32hfp / / N (C.14)
0
where

G = pm + 2 (Qu BV — VQa + (Q0 + V) ) b — B77(Qy — Do) (S0 ) vy ()
= pm+ (3 +Bpg) LW + J,(Qs + DoV = VQ2) + (§ + Bp%) /.2
— aégEg_% Jgﬁgh + aZBQ (g_%Jg[N)Qh) + paﬁJgAT
Similarly to (C.7) we have the upper bound
G < pllm™ |z, — S=Bp + (178p +2 - 250%) 1QJ, + Cp(B)

where C' = C' (ar, Ko, Cdata) is independent of e, p, and 5. Choosing
B = max{Ze|lm™*||px 1}, (C.15)
and choosing ¢ to be sufficiently small, we arrive at

G<—2%8p 4 (178p+2-2507)1QJ, . (C.16)
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From (C.8), (C.14), and (C.16), we deduce

l@7)7 =2 (), + 2

Hp ds’

§2||(QJQ)%2*5f(~,0)||§g+ 186p+2- 2502/ Q) S=PF (8|7 pds’ +2(25)P~ 1/ [=2q|;,as'. (C.17)

We then use Gronwall’s inequality, take p** roots and pass p — oo to deduce

=721 G, < N0 e + 25612770l -

By further appealing to (5.37p), the proof is completed. O

C.1. The flattening map from Section 13. In the flattened geometry utilized in Section 13, the statements of Propo-
sition C.1, Remark C.2, and Corollary C.3 remain unchanged. The changes to the proofs of these statements are

entirely due to the fact that the —aX0; f term in (C.2) and (C.12) needs to be rewritten as ,gng f and instead of

using that 9 = —0;, we need to use the adjoint formula E?:D’{ =-1 D* + Q1 — Qi (cf. (13.25b)).
Let us discuss in detail the changes this causes to the proof of Proposition C.1. Identities (C.5)—(C.6) become

@b, ~ @IS 0 + [ Qustees?]
:/0/§fp6+/Q ()thZp{Dzhfp //Epfpl
with

G = 7 (Qu+ BV = V Qs + (Q: + V) ) & — (Qs Dz)(%it’”) — 197D, (g2 ) + 0@z

The new term arising due to Q; is a helpful term that because (13.38c) gives Q; > 0; we however ignore this helpful
term. The only new contribution to G arising from the Q; term may be bounded from above using (13.38d) and
(13.37a) by 5akge~'; a bound which is p-independent. As such, (C.7) is replaced by

002 o or(2
G < —pger + Saro 4 2B Q4 Cp < —ple + 1220, (C.18)

whenever p > 200aky, and ¢ is taken to be sufficiently small in terms of «, kg, and Cgata. Since we pass p — oo,
this restriction on a lower bound for p that depends on « and kq is irrelevant and may be assumed without loss of
generality. Since none of the subsequent bounds are altered, we proceed as in the proof of Proposition C.1, and upon
passing p — oo deduce that the bound (C.3) remains unchanged. The changes to the proof of Corollary C.3 are
identical, and we omit these details.

C.2. The flattening map from Section 14. In the flattened geometry utilized in Section 14, the statements of Propo-
sition C.1, Remark C.2, and Corollary C.3 remain unchanged. The changes to the proofs are due to the fact that every
s-time-slice of the spacetime #° has a right boundary at x; = €®(22,s). These modifications were already discussed
in the proof of Proposition 14.10, but for convenience we repeat here the main parts of the argument.

For simplicity, we focus on the changes required by the proof of Proposition C.1. Moreover, since the weight
function J solves a PDE (see (14.111a)) which is a 6-modification of the A\ transport operator, we focus on the
(potentially) more difficult case when the function f solves a forced \; transport, namely

(1,(Qds + Vy) + 2a%g~ 2DghJ,Ds — 2030 ) f = q. (C.19)

Here we recall that D is defined by (14.109a). The above PDE is considered instead of (C.2). When 2« is replaced by
« in (C.19) the same bounds will hold.
Let r > 0 be arbitrary. We may multiply (C.19) by pX~PJ" fP~1 and deduce that
B (QD, + VR)(f7) + 200 ST DD, (1) 2, (1) = K g
In analogy to (C.5)—(C.6), by integrating the above identity over the spacetime {(z,s'): ' € [sin,s],22 € T,2; <
& (r9,s')} C H?, using the adjoint formulas in (14.129) and the notation for norms from (14.122), it follows that

QLIS F 9|5 = 1) ST (s

—/0/ %prm/Q 228 ;5? Dzhfp // g, (C.202)
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with

G:=

Z = B(Qq - D) (2P 2 (2205) . (C200)
In deriving (C.20) we have crucially use the following fact. By (14.119) we have that J(€® (2,5, z2,s') = 0, and
hence, since > 0 the boundary terms at 2; = 6°(z5,s’) that should arise when integrating by parts via (14.129), are
in fact all equal to 0. We note that (C.20a) is identical to (C.5), while the term G defined in (C.20b) is nearly identical
to the term G defined in (C.6); the only difference arises from the differential operators landing on J”. That is,

Gc20m) = Gce) + %(Jg(Qas + V@g)é] + 2&2quié[~)2h623 — 2(12613) .

(Qu+DaV = VQ2 + (@0 + V) ) %4

The key observation is that by combining the PDE solved by J in Hi (recall (14.111a)), with the derivative bounds sat-
isfied by J in H® (recall (14.143a)), the pointwise bounds for J in %% from (14.140) and (14.142), and the previously
obtained estimate (C.7) (which still holds because we work under teh same pointwise bootstraps), we obtain

Gecaom < Ge) + %(*5%%1%3 + (=, 2055 + 21352)17-13)

9a 17p+2-2502 2 2rdJ, 3rakg
< (_pﬁ + € Q']g + Op) - 535(7 103¢ QJQ
_p20 4 17p+2:2502+rarg
< D5 + € QJQ

We see that the modification to the upper bound for J, is nearly identical to the one obtained in the previous Section
in (C.18). In fact, as  — 0™ (a limit which we will take in a moment), the above obtained upper bound is identical to
the one from (C.18), and to the one from the proof of Proposition C.1.

The bounds for the last two terms on the right side of (C.20a) remain identical to those obtained in Proposition C.1.
Proceeding as in the proof of Proposition C.1, we arrive at the bound corresponding to (C.10), namely

sup [[(Q,8 )P (9)]|p < 27T ETHL 0

SE [Sin,Sfin]

2:2502 4 rakg

+ 2%e18+f(%)% HgiE‘IqHL%S :

Upon passing r — 07 (which we can do since 0 < J < 3 uniformly in %) and letting p — oo, we deduce that the
bound (C.3) remains unchanged. The changes to the proof of Corollary C.3 are identical, and we omit these details.
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