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ABSTRACT. We obtain a family of nonlinear maximum principles for linear dissipative nonlocal operators,
that are general, robust, and versatile. We use these nonlinear bounds to provide transparent proofs of global
regularity for critical SQG and critical d-dimensional Burgers equations. In addition we give applications of
the nonlinear maximum principle to the global regularity ofa slightly dissipative anti-symmetric perturbation
of 2d incompressible Euler equations and generalized fractional dissipative 2d Boussinesq equations.

Geometric and Functional Analysis, to appear.

1. INTRODUCTION

How can alinear operator obey anonlinearmaximum principle? We are referring to shape-dependent
bounds, of the type

(Λαg)(x̄) ≥ g(x̄)1+α

cmα
(1.1)

whereΛ =
√
−∆, g = ∂f is a scalar function, the directional derivative∂ of some other scalar function

f , x̄ is a point inRd whereg attains its maximum,m = ‖f‖L∞ , c > 0 is a constant, and0 < α < 2. In
fact, the bound (1.1) scales linearly withf and correctly with respect to dilations (as it should) but ithas a
nonlinear dependence on the maximum ofg. We refer to such inequalities as nonlinear maximum principles.
They are true for fractional powers of the Laplacian and for many other nonlocal dissipative operators, and
they are versatile and robust.

When studying nonlinear evolution equations, we often encounter situations in which the equation has
some conserved quantities, but these a priori controlled quantities are not strong enough to guarantee global
existence of smooth solutions. In fact smooth solutions maybreak down. The basic example of the Burgers
equation

θt + θθx = 0

is worth keeping in mind. We takex ∈ R. The norms‖θ‖Lp are conserved under smooth evolution,
1 ≤ p ≤ ∞. Taking a derivativeg = θx we have

gt + θgx + g2 = 0.

This blows up in finite time. If one adds dissipation,

θt + Λαθ + θθx = 0

theng obeys
gt + Λαg + θgx + g2 = 0.

This still blows up forα < 1, and does not blow up forα ≥ 1 [25]. The reader can sense already how
easily the regularity result would follow from the nonlinear maximum principle in the subcriticalα > 1
case. At the critical exponentα = 1, the nonlinear maximum principle readily proves the globalregularity
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of solutions with smallL∞ norms. In order to remove this restriction one has to recognize an additional
structure in the equation: the stability of small shocks. This is discussed in further detail in Section4 below.

A similar situation is encountered in the study of the dissipative SQG equation.

∂tθ + u · ∇θ + Λαθ = 0, (1.2)

with divergence-free velocityu, related toθ by a constitutive law that putsu on par withθ. Here and
throughout this paper we denote the Zygmund operator byΛ = (−∆)1/2. TheLp norms ofθ are non-
increasing in time under smooth evolution, and it is known that smooth solutions persist forα ≥ 1 ([3],
[15], [22], [23], [24], [29], and many more). The caseα = 1 is universally termed “critical”, although it
is not known yet if a critical change in behavior actually does occur atα = 1 (this occurs for Burgers, and
so the name is well justified there). We have many analogous situations in PDE of hydrodynamic origin.
The “critical” cases, are cases in which easy proofs break down, and when regularity indeed persists, the
proofs are usually ingenious, involved and implicit. In thecase of SQG, there are two quite different main
proof ideas. The approach of [24] is to find a modulus of continuity that is invariant in time. The interplay
between nonlocal dissipation and nonlinearity is used in a subtle and very original way. The proof of [3]
follows a strategy that has been associated to DeGiorgi: theexistence of an a priori integral bound and
dilation invariance are exploited by zooming in to small scales. In that proof the crucial step is a passage
from L∞ information toCα information. An alternative proof ofCα regularity has been recently obtained
in [23], by a duality method, exploiting the co-evolution of molecules.

In this paper we provide a new, transparent proof of global regularity for critical SQG based on the
nonlinear maximum principle. The proof has two parts. The first part shows that if a bounded solution
hasonly small shocks(OSS), a technical term that we define precisely in (3.1) below, then it is a smooth
solution. In the second part we show that if a solution has only small shocks to start with, then it does have
only small shocks for all time. Both parts are proved using appropriate nonlinear maximum principles. We
exemplify the same strategy for the Burgers equation, in anyspatial dimension. The first part essentially
shows how having OSS is a way of assuring that the dissipationbeats the nonlinearity. In order to prove
the second part we follow the structure of the equation that gave the conservation ofL∞ norm, but we do it
for displacements. Localizing to small displacements and requiring that the resulting equation has a weak
maximum principle leads to a localizer family, obeying a universal differential inequality, and it is the nature
of this inequality that determines whether or not the persistence of the OSS condition takes place or not.

Nonlinear maximum principles are not relegated to fractional powers of the Laplacian. We give examples
of other operators that have a nonlinear maximum principle in the study of an anti-symmetric, nonlocal
perturbation of the the Euler equations. In fact, we prove that in the presence of anarbitrarily weaknonlocal
dissipation, the anti-symmetric perturbation of the 2D Euler equation is globally regular.

We also show global regularity for mixed fractionally-dissipative 2D Boussinesq equations, under a cer-
tain condition on the powers of the fluid and the temperature dissipation.

Throughout this paper we make the convention thatc1, c2, . . . denote positive universal constants, which
may depend on the dimension of the space or on other parameters of the equation. On the other hand, we
shall denote byC1, C2, . . . constants which may depend on certainLp norms of the initial data.

2. NONLINEAR MAXIMUM PRINCIPLES

We recall that the fractional power of the (negative) Laplacian, which may be defined via the Fourier
transform as

(Λαg)̂ (ξ) = |ξ|αĝ(ξ)

is given in real variables, when0 < α < 2, as the principal value of the integral

Λαg(x) = cd,α P.V.

∫

Rd

g(x) − g(x− y)

|y|d+α
dy
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wherecd,α = π−(α+d/2)Γ(α/2 + d/2)Γ(−α/2)−1 is a normalizing constant, which degenerates asα → 2
and asα → 0. Although in this paper we may sometimes omit theP.V. in front of the integral definingΛα,
the integral is always understood in the principal value sense.

The main result of this section is the followingnonlinear lower boundon the fractional Laplacian, eval-
uated at the maximum of a smooth function.

Theorem 2.1(L∞ nonlinear lower bound). Let f ∈ S (Rd). For a fixedk ∈ {1, . . . , d}, let g(x) =
∂kf(x). Assume that̄x ∈ R

d such thatg(x̄) = maxx∈Rd g(x) > 0. Then we have

Λαg(x̄) ≥ g(x̄)1+α

c‖f‖αL∞

(2.1)

for α ∈ (0, 2), and some universal positive constantc = c(d, α) which may be computed explicitly.

Nonlinear lower bounds appeared in the recent work of Kiselev and Nazarov [23], where they use a
nonlinear lower bound to estimate the fractional Laplacianevaluated at the maximum of a function, in terms
of theL1 or L2 norm of the function. The main difference here is that we go forward one derivative in
regularity: nonlinear information on∇f is obtained from information off .

Proof of Theorem2.1. LetR > 0 be fixed, to be chosen later, and letχ be a radially non-decreasing smooth
cut-off function, which vanishes on|x| ≤ 1 and is identically1 on |x| ≥ 2, and|∇χ| ≤ 4. We have

Λαg(x̄) = cd,α

∫

Rd

g(x̄)− g(x̄ − y)

|y|d+α
dy

≥ cd,α

∫

Rd

g(x̄)− g(x̄ − y)

|y|d+α
χ(y/R) dy

≥ cd,αg(x̄)

∫

|y|≥2R

dy

|y|d+α
− cd,α

∫

Rd

|f(x̄− y)|
∣∣∣∣∂yk

χ(y/R)

|y|d+α

∣∣∣∣ dy (2.2)

where in the last inequality we integrated by parts sinceg = ∂kf , andcd,α is the normalization constant of
the fractional Laplacian. After a short calculation it follows from (2.2) that

Λαg(x̄) ≥ c1
g(x̄)

Rα
− c2

‖f‖L∞

Rα+1
(2.3)

wherec1 = |Sd−1|cd,α2−αα−1, andc2 = |Sd−1|cd,α(4d+ α)α−1. Inserting

R =
2c2‖f‖L∞

c1g(x̄)

into estimate (2.3) concludes the proof of the theorem. Moreover, the constantc = c(d, α) in (2.1) may be
taken explicitly to beα2(1+α)2(4 + d)α|Sd−1|−1c−1

d,α. �

If we have more a priori information onf , such as a bound inCδ(Rd) for someδ > 0, or respectively less
information off , such asf ∈ Lp(Rd) for somep ≥ 1, then the following results complement Theorem2.1:

Theorem 2.2(Cδ and Lp nonlinear lower bound). Let f ∈ S (Rd), g = ∂kf for somek ∈ {1, . . . , d},
and letx̄ ∈ R

d be such thatg(x̄) = maxx∈Rd g(x). Then we have

Λαg(x̄) ≥ g(x̄)1+
α

1−δ

c‖f‖
α

1−δ

Cδ

(2.4)

for δ ∈ (0, 1), and a positive constantc = c(d, α, δ). In addition, the bound

Λαg(x̄) ≥ g(x̄)1+
αp
d+p

c‖f‖
αp
d+p

Lp

(2.5)

holds for anyp ≥ 1, for some constantc = c(d, α, p).
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Proof of Theorem2.2. Let R > 0, to be chosen later, and letχ be the same smooth cut-off function from
the proof of Theorem2.1. In order to prove (2.4), similarly to (2.2), we estimate

Λαg(x̄) = cd,α

∫

Rd

g(x̄)− g(x̄− y)

|y|d+α
dy

≥ cd,αg(x̄)

∫

Rd

χ(y/R)

|y|d+α
dy − cd,α

∣∣∣∣
∫

Rd

∂yk (f(x̄)− f(x̄− y))
χ(y/R)

|y|d+α
dy

∣∣∣∣

≥ cd,αg(x̄)

∫

|y|≥2R

1

|y|d+α
dy − cd,α‖f‖Cδ

∫

Rd

|y|δ
∣∣∣∣∂yk

χ(y/R)

|y|d+α

∣∣∣∣ dy

≥ c1
g(x̄)

Rα
− c2

‖f‖Cδ

Rα+1−δ

wherec1 = c1(d, α), andc2 = c2(d, α, δ) are positive constants, which may be computed explicitly. In
the above estimate we have used that∂ykf(x̄) = 0, and have integrated by parts inyk. Letting R1−δ =
2c2‖f‖Cδ/(c1g(x̄)) concludes the proof of the lower bound (2.4).

In order to prove the corresponding lower bound in terms of‖f‖Lp , we use (2.2) and the Hölder inequality

Λαg(x̄) ≥ cd,αg(x̄)

∫

|y|≥2R

dy

|y|d+α
− cd,α

∫

Rd

|f(x̄− y)|
∣∣∣∣∂yk

χ(y/R)

|y|d+α

∣∣∣∣ dy

≥ c1
g(x̄)

Rα
− c2

‖f‖Lp

Rα+1+ d
p

wherec1 = c1(d, α) andc2 = c2(d, α, p) are explicitly computable positive constants. LettingR1+d/p =
2c2‖f‖Lp/(c1g(x̄)) concludes the proof of (2.5) and of the lemma. �

A similar nonlinear lower bound to (2.1) may also be obtained if the function isTd = [−π, π]d periodic.

Theorem 2.3 (L∞ periodic lower bound). Let f ∈ C∞(Td) and g = ∂kf . Given x̄ ∈ T
d such that

g(x̄) = maxx∈Td g(x), there exits a positive constantc such that either

g(x̄) ≤ c‖f‖L∞ (2.6)

or

Λαg(x̄) ≥ g(x̄)1+α

c‖f‖αL∞

(2.7)

holds.

Proof of Theorem2.3. Recall (cf. [16] for instance) that in the periodic setting the integral expression (in
principal value) for the fractional Laplacian is

Λαg(x̄) = cd,α
∑

j∈Zd

∫

Td

g(x̄)− g(x̄ + y)

|y + j|d+α
dy.

The main contribution to the sum comes from the term withj = 0, since only then the kernel is singular.
Also, sincex̄ is the point of maximum ofg, all other terms are positive, so be have the lower bound

Λαg(x̄) ≥ cd,α

∫

Td

g(x̄)− g(x̄+ y)

|y|d+α
χ(y/R) dy

whereχ is a smooth cut-off as in the proof of Theorem2.1, andR > 0 is to be chosen later. As before, we
obtain

Λαg(x̄) ≥ c1g(x̄)

(
1

(2R)α
− 1

πα

)
− c2

‖f‖L∞

R1+α

≥ c1
21+α

g(x̄)

Rα
− c2

‖f‖L∞

R1+α
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by requiring thatR < π/21+1/α. We would like to letR = c22
2+α‖f‖L∞/(c1g(x̄)), in order to obtain

Λαg(x̄) ≥ (g(x̄))1+α

c3‖f‖αL∞

,

wherec3 = c1+α
1 /(21+3α+α2

cα2 ), but this is only possible, due to the restriction the size ofR, if

g(x̄) ≥ c4‖f‖L∞ (2.8)

holds, wherec4 = c22
3+α+1/α/(πc1). Lettingc = c3 + c4 concludes the proof of the theorem. �

Remark 2.4. It is clear from the proof of Theorem2.3, that the analogue of Theorem2.2also holds in the
periodic setting. Namely, eitherg(x̄) can be controlled by a multiple of‖f‖Cδ (respectively‖f‖Lp), or (2.4)
(respectively (2.5)) holds.

Lastly, we note that a nonlinear lower bound in the spirit of Theorem2.1also holds for the positive scalar
quantity|∇f |2. This bound turns out to be very useful in applications. Moreprecisely, we have:

Theorem 2.5(Pointwise nonlinear lower bound). Letf ∈ S (Rd). Then we have the pointwise bound

∇f(x) · Λα∇f(x) ≥ 1

2
Λα|∇f(x)|2 + |∇f(x)|2+α

c‖f‖αL∞

(2.9)

for α ∈ (0, 2), and some universal positive constantc = c(d, α).

Proof of Theorem2.5. We use the pointwise identity

∇f(x) · Λα∇f(x) =
1

2
Λα(|∇f |2)(x) + 1

2
D (2.10)

where we have denoted (in principal value sense)

D = cd,α

∫

Rd

|∇f(x)−∇f(x+ y)|2
|y|d+α

dy. (2.11)

The pointwise identity (2.10) follows from the argument in [16] (see also [8]). Herecd,α is the normalizing
constant of the integral expression of the fractional Laplacian. We now bound from below

D ≥ cd,α

∫

Rd

|∇f(x)−∇f(x+ y)|2
|y|d+α

χ(y/R)dy (2.12)

where as beforeχ is a smooth radially non-increasing cut-off function that vanishes on|x| ≤ 1/2 and is
identically1 on |x| ≥ 1. For ally we have

|∇f(x)−∇f(x+ y)|2 ≥ |∇f(x)|2 − 2∂jf(x)∂jf(x+ y),

where the summation convention on repeated indices is used.Hence, from (2.12) it follows that

D ≥ cd,α|∇f(x)|2
∫

Rd

χ(y/R)

|y|d+α
dy − cd,α|∂jf(x)|

∣∣∣∣
∫

R2

∂jf(x+ y)
χ(y/R)

|y|d+α
dy

∣∣∣∣

≥ cd,α|∇f(x)|2
∫

|y|≥R

1

|y|d+α
dy − cd,α|∂jf(x)|‖f‖L∞

∫

R2

∣∣∣∣∂j
χ(y/R)

|y|d+α

∣∣∣∣ dy

≥ c1
|∇f(x)|2

Rα
− c2

|∇f(x)| ‖f‖L∞

R1+α
(2.13)

for some positive constantsc1 andc2 which depend only ond, α, andχ. Letting

R =
c2‖f‖L∞

2c1|∇f(x)|
concludes the proof of the Theorem. �
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Corollary 2.6. Let f ∈ S (Rd). Assume that there exists̄x ∈ R
d such that the maximum of|∇f(x)|2 is

attained atx̄. Then we have

∇f(x̄) · Λα∇f(x̄) ≥ |∇f(x̄)|2+α

c‖f‖αL∞

for α ∈ (0, 2), and some universal positive constantc = c(d, α).

Proof of Corollary2.6. This follows from Theorem2.5 by noting that at the maximum of|∇f |2, which is
by assumption attained atx̄, the termΛα(|∇f |2)(x̄) is non-negative. �

3. APPLICATIONS TO THE DISSIPATIVESQGEQUATIONS

The dissipative surface quasi-geostrophic equation (SQG)

∂tθ + u · ∇θ + Λαθ = 0 (3.1)

u = R⊥θ (3.2)

θ(·, 0) = θ0 (3.3)

has recently attracted a lot of attention in the mathematical literature, see for instance the extended list of
references in [6]. Here0 < α < 2. While the global regularity in the sub-critical caseα > 1 has been long
ago established [29], [15], the global regularity in the critical caseα = 1 has been proven only recently
[3, 23, 24]. In the super-critical caseα < 1, with large initial data, only eventual regularity [17, 30] and
conditional regularity [13, 14] have been established.

In this section we establish givea new proofof the global well-posedness of (3.1)–(3.2) in the critical
caseα = 1. The proof is based on the nonlinear maximum principle established earlier in section2, and is
split in two steps. The first step shows that if a solution of the SQG equation has “only small shocks”, then it
is regular (cf. Theorem3.2below), while the second step shows that if the initial data has only small shocks,
then the solution has only small shocks for all later times (cf. Theorem3.3 below). To be more precise let
us introduce:

Definition 3.1 (Only Small Shocks). Let δ > 0, andt > 0. We sayθ(x, t) has theOSSδ property, if there
exists anL > 0 such that

sup
{(x,y) : |x−y|<L}

|θ(x, t)− θ(y, t)| ≤ δ. (3.4)

Moreover, forT > 0, we sayθ(x, t) has theuniformOSSδ propertyon [0, T ], if there exists anL > 0 such
that

sup
{(x,y,t) : |x−y|<L, 0≤t≤T}

|θ(x, t)− θ(y, t)| ≤ δ. (3.5)

Our first result states that the uniformOSSδ property implies regularity of the solution:

Theorem 3.2(From Only Small Shocks to regularity). There exists aδ0 > 0, depending only on‖θ0‖L∞ ,
so that ifθ is a bounded weak solution of the critical SQG equation with the uniformOSSδ0 property on
[0, T ], then it is a smooth solution on[0, T ]. Moreover

sup
t∈[0,T ]

‖∇θ(·, t)‖L∞ ≤ C(‖θ0‖L∞ , ‖∇θ0‖L∞ , L) (3.6)

whereL is defined as in(3.5).

In fact we give the proof of (3.6) assumingθ is a smooth function on[0, T ). These arguments can then
be then made formal by adding a hyper-regularization−ε∆θ to the equations. Since the proof given below
carries through to the regularized equations, and the bounds obtained areε-independent, we may pass to a
limit as ε → 0, and obtain (3.6) for the SQG equations. Any subcritical regularization would do. The main
point is that the estimate3.6 is uniform in time.
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Proof of Theorem3.2. It is clear from (3.1) that‖θ(·, t)‖L∞ ≤ ‖θ0‖L∞ , and hence a suitable a priori esti-
mate on‖∇θ‖L∞ implies thatθ is in fact a smooth solution. For this purpose, apply∇ to (3.1) and multiply
by ∇θ to obtain

1

2
(∂t + u · ∇)|∇θ|2 +∇θ · Λ∇θ +∇u : ∇θ · ∇θ = 0, (3.7)

where as usual we denoteΛ = (−∆)1/2. Recall cf. (2.9) that we have the pointwise identity

∇θ(x) · Λ∇θ(x) =
1

2
Λ|∇θ(x)|2 + 1

2
D(x, t) (3.8)

where

D(x, t) = c0P.V.

∫

Rd

|∇θ(x, t)−∇θ(y, t)|2
|x− y|d+1

dy,

with c0 = cd,1 being the normalizing constant ofΛ. As shown in the proof of Theorem2.5, there exists a
non-dimensional constantc1 > 0 such that

1

4
D(x, t) ≥ c1

|∇θ(x, t)|3
‖θ0‖L∞

. (3.9)

Here we also used theL∞ maximum principle forθ. Summarizing, (3.7), (3.8), and (3.9) give

1

2
(∂t + u · ∇+ Λ) |∇θ(x, t)|2 + c1

|∇θ(x, t)|3
‖θ0‖L∞

+
D(x, t)

4
≤ |∇u(x, t)| |∇θ(x, t)|2. (3.10)

We estimate the absolute value of

∇u(x, t) = R⊥∇θ(x, t) = P.V.

∫

Rd

(x− y)⊥

|x− y|d+1
(∇θ(x, t)−∇θ(y, t)) dy

by splitting softly (i.e. with smooth cut-offs) into an inner piece|x − y| ≤ ρ, for someρ = ρ(x, t) > 0 to
be chosen later, a medium pieceρ < |x − y| < L (whereL > 0 will be chosen later), and an outer piece
|x− y| ≥ L. Bounding the inner piece follows directly from the Cauchy-Schwartz inequality:

|∇uin(x, t)| ≤ c2
√

D(x, t)ρ(x, t)

for some positive constantc2 depending only on the smooth cut-off. We chooseρ so that

c2
√
Dρ|∇θ|2 ≤ D

8
+ 2c22ρ|∇θ|4 ≤ D

4
(3.11)

which in view of (3.9) is true if we let

ρ(x, t) =
c1

4c22‖θ0‖L∞ |∇θ(x, t)| . (3.12)

Now we estimate∇umed using theOSSδ property. Since
∫
|x−y|=r(x − y)⊥|x − y|−d−1∇θ(x)dy = 0 for

r > 0, and the cut-off used in the soft representation of the integral is radial, integrating by parts iny we
obtain

|∇umed(x, t)| ≤ c3

∫

ρ≤|x−y|≤L

|θ(x, t)− θ(y, t)|
|x− y|d+1

dy. (3.13)

Using the assumption thatθ(x, t) has theOSSδ0 property with corresponding lengthL, we obtain

|∇umed(x, t)| ≤ c4
δ0
ρ

= c5‖θ0‖L∞δ0|∇θ(x, t)| (3.14)

by (3.12), wherec4 = c3|Sd−1| andc5 = 4c4c
2
2/c1. In order to make sure that|∇umed(x, t)||∇θ(x, t)|2

does not exceed half of the positive term in (3.10), i.e. c1|∇θ(x, y)|3/|θ0‖L∞ , we let

δ0 =
c1

2c5‖θ0‖2L∞

. (3.15)



8 PETER CONSTANTIN AND VLAD VICOL

Of course the value ofL corresponding to the above fixedδ0, might not be larger than the value ofρ as
defined in (3.12), case in which we haveumed = 0. Lastly we bound∇uout similarly to (3.13), and obtain

|∇uout(x, t)| ≤ 2c4
‖θ0‖L∞

L
. (3.16)

Therefore, from (3.10), (3.11), (3.14), (3.15), and (3.16) we arrive at the pointwise inequality

1

2
(∂t + u · ∇+ Λ) |∇θ(x, t)|2 + c1|∇θ(x, t)|3

2‖θ0‖L∞

≤ 2c4
‖θ0‖L∞ |∇θ(x, t)|2

L
(3.17)

which gives

(∂t + u · ∇+ Λ)|∇θ(x, t)|2 ≤ 0, whenever |∇θ(x, t)| ≥ 4c4‖θ0‖2L∞

c1L
= C∗.

Reading this at a maximum of|∇θ(x, t)| (if it exists) would at least formally conclude the proof of the
Theorem. Indeed, at a point of maximum the gradient is0 and the fractional Laplacian is positive, implying
that whenevermax |∇θ(·, t)| reachesC∗, its time derivative is negative and hence it can never exceed the
threshold levelC∗.

In order to make the argument described here rigorous, one may proceed as follows. Letϕ(r) : [0,∞) →
[0,∞) be a non-decreasingC2 convex function that vanishes identically for0 ≤ r ≤ max{‖∇θ0‖2L∞ , C2

∗},
is strictly positive forr > max{‖∇θ0‖2L∞ , C2

∗} and grows algebraically at infinity. Due to the convexity of
ϕ as in [8, 16] we have

ϕ′(|∇θ(x, t)|2)Λ|∇θ(x, t)|2 ≥ Λϕ(|∇θ(x, t)|2)
pointwise inx. Thus, we may multiply (3.17) by ϕ′(|∇θ(x, t)|2) and obtain

1

2
(∂t + u · ∇+ Λ)ϕ(|∇θ(x, t)|2) ≤ c1|∇θ(x, t)|2

2‖θ0‖L∞

(
C∗ − |∇θ(x, t)|

)
ϕ′(|∇θ(x, t)|2) ≤ 0 (3.18)

sinceϕ′(|∇θ|2) = 0 for |∇θ| < C∗. In particular, it follows from (3.18) thatϕ(|∇θ|2) satisfies the weak
maximum principle

‖ϕ(|∇θ(·, t)|2)‖L∞ ≤ ‖ϕ(|∇θ0|2)‖L∞ . (3.19)

The above is for instance obtained fromL2p estimates on (3.18), using that
∫
f2p−1Λf ≥ 0 for smooth

functionsf , and sendingp → ∞. To conclude, we note that by designϕ(|∇θ0(x)|2) = 0 a.e., and hence
from (3.19) we obtainϕ(|∇θ(x, t)|2) = 0 a.e., or equivalently|∇θ(x, t)| ≤ max{‖∇θ0‖L∞ , C∗} for a.e.
x, and allt ∈ [0, T ]. �

Theorem 3.3(Stability of Only Small Shocks). Letδ0 > 0 andT > 0 be arbitrary. Ifθ0 has theOSSδ0/8

property, then a bounded weak solutionθ of the critical SQG equation has the uniformOSSδ0 property on
[0, T ].

Proof of Theorem3.3. We take nowδhθ(x, t) = θ(x+ h, t)− θ(x, t). The equation obeyed byδhθ is

(∂t + u · ∇x + (δhu) · ∇h + Λ) δhθ = 0 (3.20)

where

(δhu)(x) = u(x+ h, t)− u(x, t) = P.V.

∫

Rd

(x− y)⊥

|x− y|d+1
δhθ(y, t)dy. (3.21)

This looks like it might have a maximum principle in bothx andh, but of course, there is no decay as
|h| → ∞, and the maximum is not small. We take

Φ(h) = e−Ψ(|h|). (3.22)

The main properties ofΦ are: smooth, radial, strictly positive, non-increasing,Φ(0) = 1, and
lim|h|→∞Φ(|h|) = 0. We will need thereforeΨ to be positive,Ψ′ > 0, normalizedΨ(0) = 0 and
liml→∞Ψ(l) = ∞. We shall construct the specificΨ at the end of the proof.



NONLINEAR MAXIMUM PRINCIPLES FOR DISSIPATIVE LINEAR NONLOCAL OPERATORS AND APPLICATIONS 9

We multiply (3.20) by (δhθ)Φ(h) and obtain

1

2
(∂t + u · ∇x + (δhu) · ∇h +Λ) (δhθ(x, t)

2Φ(h)) +
1

2
Φ(h)Dh =

1

2
(δhθ(x, t))

2(δhu) · ∇hΦ(h) (3.23)

where

Dh(x, t) = c0

∫

Rd

(δhθ(x, t)− δhθ(y, t))
2

|x− y|d+1
dy (3.24)

wherec0 is the normalizing constant of the integral definingΛ. Let us denote byv = v(x, t;h)

v = (δhθ(x, t))
2Φ(h) (3.25)

and byL the operator

L = ∂t + u · ∇x + (δhu) · ∇h + Λ. (3.26)

Let us note that

|∇hΦ|Φ(h)−1 ≤ Ψ′(|h|) (3.27)

and so, from (3.23) and (3.27) we have

Lv +Φ(h)Dh ≤ Ψ′|δhu|v. (3.28)

Now we will assume thatθ0 ∈ Lp(Rd) ∩ L∞(Rd), for some1 ≤ p < ∞. Then we can boundδhu by
splitting as usual in an inner part

δhuin(x, t) = P.V.

∫

|x−y|≤ρ

(x− y)⊥(δhθ(x, t)− δhθ(y, t))

|x− y|d+1
dy

a medium part whenρ < |x− y| ≤ R, and an outer part. We note that

|δhuin(x, t)| ≤ c1
√

ρDh(x, t) (3.29)

follows immediately from the Cauchy-Schwartz inequality.For the medium part we have

|δhumed(x, t)| ≤ c∞‖θ0‖L∞ log

(
R

ρ

)
(3.30)

while for the outer part, we use integrability inLp of θ, to obtain

|δhuout(x, t)| ≤ cp‖θ0‖LpR
− d

p . (3.31)

We distinguish between the casesDh ≤ 1 andDh > 1. If Dh ≤ 1 we chooseρ = R = 1 and we obtain in
this case

|δhu(x, t)| ≤ c1 + cp‖θ0‖Lp .

If Dh > 1 we chooseρ = D−1
h andR = 1 to obtain

|δhu(x, t)| ≤ c1 + c∞‖θ0‖L∞ log(Dh) + cp‖θ0‖Lp .

Summarizing, we obtain

|δhu(x, t)| ≤ C1 + C∞ log+(Dh) (3.32)

where we set

C1 = c1 + cp‖θ0‖Lp , p < ∞ (3.33)

and

C∞ = c∞‖θ0‖L∞ . (3.34)

Now we use the elementary inequality

Cb log a ≤ a

2
+Cb log(2Cb) (3.35)
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valid for C > 0, a > 0, b > 0. This inequality follows immediately from
a

2Cb
< e

a
2Cb .

In fact, (3.35) also holds withlog replaced bylog+. Applying this inequality withC = Ψ′C∞, a = Dh

andb = (δhθ(x, t))
2, we obtain

|δhu(x, t)|Ψ′v ≤ Φ
Dh

2
+
(
C1 + C∞ log+(2Ψ

′C∞|δhθ(x, t)|2)
)
Ψ′v. (3.36)

Using (3.36) we obtain from (3.28)

Lv +
1

2
Φ(h)Dh ≤

(
C1 + C∞ log+(8Ψ

′c∞‖θ0‖3L∞)
)
Ψ′v (3.37)

Let us take nowr > 0 and observe that

Dh(x, t) ≥ c4
(δhθ(x))

2

r
− 2c0(δhθ(x))

∫

|x−y|≥r

δhθ(y)

|x− y|d+1
χ

(
x− y

r

)
dy (3.38)

with χ(y) a non-negative radial cut-off vanishing for|y| < 1 and identically equal to1 for |y| ≥ 2. If
r ≥ 3|h| we obtain

Dh(x, t) ≥ c5
(δhθ(x, t))

2

r
− c6

‖θ0‖L∞ |h|
r2

|δhθ(x, t)| (3.39)

Without loss of generality, we may assumec6 ≥ 3c5. Then we define

r =
2c6|h|‖θ0‖L∞

c5|δhθ(x, t)|
(3.40)

In view of the fact that|δhθ(x, t)| ≤ 2‖θ0‖L∞ , we have thatr ≥ 3|h|, and from (3.39) we deduce that

1

2
Dh(x, t) ≥ c7

|δhθ(x, t)|3
|h|‖θ0‖L∞

(3.41)

and consequently

1

2
ΦDh(x, t) ≥ c7

v
3
2

|h|‖θ0‖L∞

Φ− 1
2 (3.42)

Using the lower bound (3.42) in (3.37), we deduce that

Lv +
c7

|h|‖θ0‖L∞

v
3
2Φ− 1

2 ≤ Cmax

(
1 + log(1 + Ψ′)

)
Ψ′v (3.43)

where

Cmax = max{Cp, C∞} (3.44)

and

Cp = 1 + cp‖θ0‖Lp + c∞‖θ0‖L∞ log+
(
8c∞‖θ0‖3L∞

)
. (3.45)

Let us denote

q =
δ0c7‖θ0‖L∞

4Cmax
. (3.46)

Note thatq is a fixed constant that depends in an explicit and computablemanner onδ0, ‖θ0‖L∞ , and‖θ0‖Lp

alone. Let us now assume thatΨ satisfies

Ψ′(y)(1 + log(1 + Ψ′(y))) ≤ q

y
(3.47)

for all y > 0. Then we deduce that

Lv ≤ 0 (3.48)
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holds wheneverv ≥ δ20
16Φ and, a forteriori (becauseΦ ≤ 1), wheneverv ≥ δ20

16 . Let us denote

F (p) = p(1 + log(1 + p)) (3.49)

defined forp ≥ 0. Clearly

F ′(p) = 1 + log(1 + p) +
p

1 + p
≥ 1,

soF is strictly increasing and

F (p) ≥ p

becauseF (0) = 0. The inequality we need is therefore

Ψ′(y) ≤ F−1

(
q

y

)
(3.50)

whereF−1 is the inverse function. Now, becausep ≤ F it follows that

1 + log(1 + p) ≤ 1 + log(1 + F )

and in view of

p =
F

1 + log(1 + p)

we have

p ≥ F

1 + log(1 + F )
. (3.51)

Reading this atp = F−1
(
q
y

)
, i.e., forF (p) =

(
q
y

)
we have

q

y
(
1 + log

(
1 + q

y

)) ≤ F−1

(
q

y

)
. (3.52)

Therefore (3.50) and thus (3.47) will be satisfied if

Ψ′(y) ≤ q

y
(
1 + log

(
1 + q

y

)) . (3.53)

The function

x 7→ 1

x(1 + log(1 + 1
x))

is not integrable near infinity, nor near zero. This is a good thing. The right hand side of (3.53) tends to
infinity asy → 0. Let us pickl > 0 and define

Gl(y) =

∫ y

l

q

x
(
1 + log

(
1 + q

x

))dx. (3.54)

We defineΨ(y) to equal identicallyΨ(y) = 0 for 0 ≤ y ≤ l
2 , Ψ(y) = Gl(y) for y > l and satisfying (3.53)

for all y. More precisely, we take a smooth functionφl(y), equal to0 for 0 ≤ y ≤ l/2, equal to1 for y ≥ l,
satisfying0 ≤ φl(y) ≤ 1 for all y and define

Ψ′(y) = φl(y)
q

y
(
1 + log

(
1 + q

y

)) (3.55)

and consequently

Ψ(y) =

∫ y

0
φl(y)

q

y
(
1 + log

(
1 + q

y

))dy. (3.56)
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Becausev ∈ L1(R2d) ∩ L∞(R2d) andL has a weak maximum principle we have

‖v(·, t; ·)‖L∞ ≤ ‖v0(·; ·)‖L∞ (3.57)

for all 0 ≤ t ≤ T if ‖v0‖L∞ <
δ20
16 . Now, if θ0 has the propertyOSSδ0/8 with with lengthL0, and because

lim
l→0

Gl(y) = ∞,

by choosingl small enough (depending onL0 andq) we can assure that

‖v0‖L∞ <
δ20
16

and so

|v(x, t;h)| < δ20
16

(3.58)

for all x, h and allt ≤ T , which means that

|δhθ(x, t)| ≤
δ0
4
e

1
2
Ψ(|h|) (3.59)

holds for allx, all h and allt ≤ T . Therefore|δhθ(x, t)| ≤ δ0 for all x, t ≤ T , and|h| ≤ Ψ−1(2 log 4).
In order to rigorously justify the maximum-principle-typeestimate (3.58), one may proceed as in the proof

of Theorem3.2. Namely, we introduce a smooth non-decreasing convex function ϕ(r) which is identically
0 on 0 ≤ r ≤ δ20/16, and positive otherwise. Multiplying (3.37) with ϕ′(v), and using the specific choice
of Ψ made above we may in fact show thatLϕ(v(x, t;h)) ≤ 0 pointwise inx, h, andt. SinceL has a
weak maximum principle, we obtain (3.57) with v replaced byϕ(v). Our suitable choice ofl small enough
ensures thatϕ(v0) = 0 a.e., which then proves (3.58), concluding the proof of the theorem. �

Combining Theorems3.2and3.3we arrive at:

Theorem 3.4(Global well-posedness for critical SQG).Letθ0 ∈ S (Rd). Then there exits a unique global
in time smooth solutionθ(x, t) of the initial value problem associated with the critical SQG equation.

Proof of Theorem3.4. Fix δ0 as in the statement of Theorem3.2, and pick an arbitraryT > 0. There exists
a bounded weak solutionθ(x, t) on [0, T ]. Sinceθ0 is in particular uniformly continuous, it automatically
has theOSSδ0/8 property. By Theorem3.3, it follows thatθ(x, t) has the uniformOSSδ0 property on[0, T ],
and hence by Theorem3.2we have thatθ ∈ L∞([0, T ];W 1,∞(Rd)). This is sub-critical information which
may be used to bootstrap and show thatθ ∈ C∞((0, T )×R

d). From the proof it is clear that in fact we only
need the initial data to lie inW 1,∞(Rd) and have sufficient decay at spacial infinity. �

Remark 3.5(Conditional regularity for the super-critical SQG). By combining the proof of Theorem2.5
and that of Theorem2.2, one may show that ifθ ∈ L∞(0, T ;Cδ), then

∇θ(x, t) · Λα∇θ(x, t) ≥ 1

2
Λα|∇θ(x, t)|2 + c1

|∇θ(x, t)|2+
α

1−δ

M
α

1−δ

whereM = ‖θ‖L∞

t Cδ
x
. Therefore,

1

2
(∂t + u · ∇+ Λα)|∇θ(x, t)|2 + c1

|∇θ(x, t)|2+
α

1−δ

M
α

1−δ

+
D(x, t)

2
≤ |∇u(x, t)| |∇θ(x, t)|2 (3.60)

with D as defined by (2.11). To bound|∇u(x, t)| we split in two pieces, according toρ > 0. The inner
piece is bounded byc2D1/2ρα/2, while the outer piece is bounded byc2M/ρ1−δ. The Schwartz inequality
and optimizing inρ gives

|∇θ(x, t)|2|∇u(x, t)| ≤ D(x, t)

2
+ c4M

α
1−δ+α |∇θ(x, t)|4−

2α
1−δ+α . (3.61)
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Therefore, it follows from (3.60) and (3.61) that if

2 +
α

1− δ
> 4− 2α

1− δ + α
⇔ α2

(1− δ)2
+

α

1− δ
> 2 ⇔ δ > 1− α

then the maximum of|∇θ| can not exceed a certain constant which depends onM , showing that∇θ ∈
L∞(0, T ;L∞(Rd)) and henceθ is a regular solution on(0, T ). This recovers the results of [13], without
making use of the Besov-space techniques.

4. CRITICAL BURGERS INd DIMENSIONS

Returning to the example from the Introduction, we can use the exact same strategy to prove global
existence of smooth solutions for critical Burgers equations. We consider

∂tθ +
1

2
|∇θ|2 + Λθ = 0

differentiate and obtain

∂tu+ u · ∇u+ Λu = 0 (4.1)

for u = ∇θ. It is easy to show that‖u‖L∞ is non-increasing as long as solutions are smooth. We have:

Theorem 4.1(Global regularity for critical d−D Burgers). Assumeu0 ∈ S (Rd). The Cauchy problem
for the Burgers equation(4.1) is globally well posed in the smooth category.

We only give a sketch of the proof, since almost all argumentscan be carried over from the SQG case.
Letting

g = |∇u| = (∂iuj∂iuj)
1/2

we have that

(∂t + u · ∇+ Λ) g2 +D + 2∂juk∂kui∂jui = 0 (4.2)

with

D(x, t) = c0P.V.

∫

Rd

|∇u(x)−∇u(y)|2
|x− y|d+1

dy.

We assume the propertyOSSδ0 for u. The main difference between Burgers and SQG is that in (4.2) we
haveg3 instead ofg2Ru, so that we to use theOSS property in the lower bound for the positive termD,
rather than in boundingg3. We (softly) split the integral expression forD according toρ andδ0, and then
optimize inρ to obtain

D(x, t) ≥ c0

∫

|x−y|≥ρ

|∇u(x)−∇u(y)|2
|x− y|d+1

dy

≥ c1
g2

ρ
− c2g

∫

ρ≤|x−y|≤L

|u(x)− u(y)|
|x− y|d+2

dy − 2c2g‖u‖L∞

∫

|x−y|>L

1

|x− y|d+2
dy

≥ c1
g2

ρ
− c3

gδ0
ρ2

− c3
g‖u‖L2

L2

≥ c4
g3

δ0
− c4

g‖u0‖L∞

L2
(4.3)

whereL is the length scale of the propertyOSSδ0 . It is enough to haveδ0 sufficiently small, e.g. less than
c4/2, to deduce thatg is bounded. This proves that the small shocks property implies regularity.

The proof of stability ofOSS is similar (and simpler) than the proof for SQG. There we had to work in
order to bound|δhu| in terms of|δhθ|, but as above here there is no need to do this. Thus, the ODE inequality
for Ψ′ (corresponding to (3.47) above) does not involve logarithms, and is simplyΨ′ ≤ q

y . This function is
clearly also not integrable aroundy = 0, and so the argument given in (3.49)–(3.59) can be carried through.
We obtain thus global existence of smooth solutions for critical Burgers equations inRd.
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5. A NONLOCAL ANTI -SYMMETRIC PERTURBATION OF THEEULER EQUATIONS

The Euler equations are the classical model for the motion ofan ideal incompressible fluid. These equa-
tions give rise to some of the most challenging problems in mathematical fluid dynamics. See, for instance,
the survey articles [2, 9, 10], the books [7, 28], and references therein for a review of the subject. When it
comes to the issue of global existence and regularity of solutions to the Euler (and Navier-Stokes) equations,
the problem is much better understood in the two-dimensional case. The main reason is that in two dimen-
sions the vorticity stretching term is absent, allowing oneto obtain a global in time maximum principle
for the vorticity. This maximum principle is the key ingredient in the proofs of global existence of smooth
solutions to the Euler equations (coupled with the Brézis-Gallouët or more precisely the Beale-Kato-Majda
inequality, see for instance [1, 26]).

Here we would like to point out that current methods for understanding the Euler equations, even in two
dimensions, are not robust with respect to very mild perturbations in the equation. In this direction we
consider the following example of a two-dimensional Euler equation with solution dependent forcing that is
linear, nonlocal,andanti-symmetric:

∂tu+ u · ∇u+∇p = A R1u (5.1)

∇ · u = 0 (5.2)

whereR1 = ∂1Λ
−1 is the Riesz transform with Fourier symbol−iξ1/|ξ|, andA > 0 is some given

amplitude of the perturbation. Here(x, t) ∈ R
2 × [0,∞). The immediate difficulty arising in the analysis

of global smooth solutions to the initial value problem associated to (5.1)–(5.2) is the lack of an a priori
control of theL∞ norm of the vorticityω = ∇⊥ · u = ∂1u2 − ∂2u1, due to the unboundedness of the Riesz
transform inL∞. Indeed, from the vorticity equation associated to (5.1)–(5.2), i.e.

∂tω + u · ∇ω = A R1ω (5.3)

ω = ∇⊥ · u,∇ · u = 0 (5.4)

we only obtain global in time bounds on theLp norms ofω, with 1 < p < ∞. Alternatively, if one were able
to control‖ω(·, t)‖BMO , globally in time, the global regularity of (5.1)–(5.2) would also follow (cf. [26]).

We mention that recently the first author and collaborators have analyzed in [6] the so-calledLoglog-Euler
equation, i.e. the active scalar equation

∂tθ + v · ∇θ = 0 (5.5)

v = ∇⊥Λ−1P (Λ)θ (5.6)

whereP (Λ) is a Fourier multiplier with symbol

P (|ξ|) =
(
log(1 + log(1 + |ξ|2))

)γ
,

and 0 ≤ γ ≤ 1. If one regardsθ as the vorticity, the difference between the system (5.5)–(5.6) and
the classical Euler equations is that the velocityv is logarithmically more singular. To obtain the global
regularity of smooth solution to (5.5)–(5.6), with even more singular velocities, i.e. for functionsP that
grow faster thanlog log |ξ| as|ξ| → ∞, is an open problem. We remark that the features which make the
systems (5.3)–(5.4) and (5.5)–(5.6) more difficult than the classical Euler equations are of different nature.
For the Loglog-Euler system theL∞ maximum principle is available and the difficulty arrives from the
borderline nature of the logarithmic estimate of‖∇v‖L∞ in terms of‖θ‖L∞ . For the system (5.3)–(5.4)
estimating‖∇u‖L∞ in terms of‖ω‖L∞ is done exactly the same as for the Euler equations, but we are
lacking the a priori control on‖ω‖L∞ .

The motivation for addressing linear, nonlocal, anti-symmetric perturbations of the Euler equations is
quite basic: consider the solution-dependent forced equations

∂tu+ u · ∇u+∇p = f(u), ∇ · u = 0 (5.7)
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wheref = (f1, f2), andf1, f2 : R2 → R are smooth and bounded functions. Such an equation may arise
naturally for example if the Euler equations are coupled with another quantity that is transported byu, or
for instance in the study of the stochastic Euler equations with multiplicative noise. In order to address the
global in time regularity of (5.7), one classically analyzes the equation solved by the vorticity ω = ∇⊥ · u,
namely

∂tω + u · ∇ω = −∂1f1ω − (∂1f2 + ∂2f1)R12ω + (∂2f2 − ∂1f1)R11ω (5.8)

whereRij are iterated Riesz transforms∂i∂jΛ−2, and we have used the two-dimensional Biot-Savart law
u = (−∂2Λ

−2ω, ∂1Λ
−2ω). While the first term on the right side of of (5.8) is harmless forL∞ estimates on

ω, unlessf is such that∂1f2 + ∂2f1 = ∂2f2 − ∂1f1 = 0 identically, the remaining two terms are both of
the type∇f Rijω, i.e. a bounded smooth function multiplied by a Calderón-Zygmund operator acting on
ω. This prevents one from obtaining anL∞ maximum principle forω using classical methods. Therefore
it is natural to simplify the right side of (5.8), and have it contain just a constant multiple of one Calder´on-
Zygmund operator acting onω, which for simplicity we take to beR1 = ∂1Λ

−1 yielding (5.3)–(5.4).
The principal result of this section is to prove that if one regularizes the system (5.3)–(5.4) by introducing

a very mildly dissipative operatorL, one may a priori obtain the global in time control of theL∞ norm
of the vorticity, and hence the resulting equations are globally well-posed in the smooth category. More
precisely, we consider the system

∂tω + Lω + u · ∇ω = AR1ω (5.9)

ω = ∇⊥ · u, ∇ · u = 0, (5.10)

onR
2 × [0,∞), whereA > 0 is the amplitude of the perturbation and the dissipative operatorL is defined

via

Lω(x) = P.V.

∫

R2

ω(x)− ω(x− y)

|y|2m(|y|) dy. (5.11)

The smooth, non-decreasing functionm : [0,∞) → [0,∞), is taken to satisfy
∫ 1

0

m(r)

r
dr < ∞ (5.12)

and for simplicity also assume thatm satisfies the doubling condition

m(2r) < c m(r) (5.13)

for some universal constantc > 0, and for allr > 0. The classical examples of an operatorsL satisfying
(5.11)–(5.13) are the fractional powers of the Laplacian

Λαω(x) = cαP.V.

∫

R2

ω(x)− ω(x− y)

|y|2+α
dy

for α ∈ (0, 1), so thatm(r) = rα/cα, wherecα is a normalizing constant. However one may consider dissi-
pative operators that areweakerthan any power of the fractional Laplacian. For instance onemay consider
an operatorL defined via (5.11), with m(r) an increasing positive function that behaves like1/(− ln r)1+ǫ

for all sufficiently smallr, and someǫ > 0. Condition (5.12) says that at sufficiently small scales the
dissipative operatorL is stronger than the forcingAR1.

The main result of this section is:

Theorem 5.1 (Global regularity). Let L be a dissipative operator defined by(5.11), with m satisfying
(5.12)–(5.13), and let the initial dataω(·, 0) = ω0 be smooth, e.g. inHs, with s > 1. Then the initial value
problem associated to(5.9)–(5.10) has a unique global in time solutionω ∈ C(0,∞;Hs).

In fact, the global regularity of smooth solutions to (5.9)–(5.10) still holds if the condition (5.12) is
weakened to only assume thatlimr→0+m(r) = 0 (cf. Remark5.4 below). The proof of Theorem5.1 is
based on classical Sobolev energy estimates, the Beale-Kato-Majda inequality (cf. [1]), and establishing the
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a priori control of theL∞ norm ofω. Obtaining a suitable bound on‖ω‖L∞ is the main difficulty, and in
this direction we have the following global in time estimate:

Theorem 5.2(Global L∞ control). Letω0 ∈ Hs for somes > 1, and letL be defined via(5.11)–(5.13).
There exists a positive constantM = M(A,m, ‖ω0‖L∞) such that ifω is aHs-smooth solution of the initial
value problem associated to(5.9)–(5.10) on [0, T ), then we have

‖ω(·, t)‖L∞ ≤ M

for all t ∈ [0, T ).

Before we turn to the proof of Theorem5.2, we point out that the system (5.9)–(5.10) is conservative.

Remark 5.3 (Energy and enstrophy conservation).We note that
∫
R2 uR1u dx = 0 sinceR1 is given by

an odd Fourier symbol. Hence if we multiply the dissipative version of (5.1) by u and integrate by parts we
obtain that∂t

∫
R2 |u|2(x, t) dx = 0, if u is smooth enough. Therefore, the energy‖u‖2L2 is non-increasing

for smooth solutions to (5.9). Similarly, if one multiplies (5.9) by ω and integrates by parts, one obtains that
for smooth solutions the enstrophy‖ω‖2L2 is also non-increasing.

Proof of Theorem5.2. Multiplying (5.9) by ω(x) we obtain

1

2
(∂t + u · ∇)|ω(x, t)|2 + ω(x, t)Lω(x, t) = Aω(x, t)R1ω(x, t)

and using the pointwise identity (which may be proven the same as (2.10))

ω(x, t)Lω(x, t) = 1

2
L(|ω(x, t)|2) + D(x, t)

2

where as usual

D(x, t) = P.V.

∫

R2

(ω(x, t)− ω(x− y, t))2

|y|2m(|y|) dy (5.14)

we obtain

1

2
(∂t + u · ∇+ L)|ω(x, t)|2 + D(x, t)

2
= Aω(x, t)R1ω(x, t). (5.15)

In order to bound the right side of (5.15) we split softly in the integral representation of the Riesztransform,
and use the Cauchy-Schwartz inequality to obtain

Aω(x, t)R1ω(x, t) = c0Aω(x, t)P.V.

∫

R2

(ω(x)− ω(x− y))
y1
|y|3 dy

≤ c0A|ω(x, t)|P.V.
∫

|y|≤1

|ω(x)− ω(x− y)|
|y|

√
m(|y|)

· |y1|
√

m(|y|)
|y|2 dy

+ c1A|ω(x, t)|
∫

|y|>1

|ω(x− y)|
|y|2 dy

≤ c2A|ω(x, t)|
√

D(x, t)

(∫ 1

0

m(r)

r
dr

)1/2

+ c3A|ω(x, t)|‖ω(·, t)‖L2

≤ D(x, t)

4
+ c4A

2|ω(x, t)|2 + c3A|ω(x, t)|‖ω0‖L2 . (5.16)

Herec4 depends linearly on
∫ 1
0

m(r)
r dr, a quantity assumed to be finite in (5.12). Thus, (5.15)–(5.16) give

1

2
(∂t + u · ∇+ L)|ω(x, t)|2 + D(x, t)

4
≤ c4A

2|ω(x, t)|2 + c3A|ω(x, t)|‖ω0‖L2 (5.17)
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for a universal constantc3 > 0, and a constantc4 > 0 which may depend onm. To boundD(x, t) from
below, we letρ > 0 and sincem is increasing estimate

D(x, t) ≥
∫

|y|≥ρ

(ω(x, t)− ω(x− y, t))2

|y|2m(|y|) dy

≥ |ω(x, t)|2
∫

ρ≤|y|≤1

dy

|y|2m(|y|) − 2|ω(x, t)|
∫

|y|≥ρ

|ω(x− y, t)|
|y|2m(|y|) dy

≥ c5
m(1)

|ω(x, t)|2 ln 1

ρ
− c6|ω(x, t)|‖ω0‖L2

1

ρm(ρ)
. (5.18)

We could now optimize inρ and obtain a positive lower bound forD, but in fact there is no need to do that.
We simply pickρ = ρ(A,m) ∈ (0, 1) to be such that

c5
8m(1)

ln
1

ρ
> c4A

2.

For this fixedρ from (5.17)–(5.18) we obtain
1

2
(∂t + u · ∇+ L)|ω(x, t)|2 + c6|ω(x, t)|2 ≤ c7|ω(x, t)|‖ω0‖L2 (5.19)

for some positive constantsc6, c7 which may depend onρ, m, andA. The a priori estimate (5.19) shows
that(∂t + u · ∇ + L)|ω|2 ≤ 0 whenever|ω(x, t)| ≥ c7‖ω0‖L2/c6. Again, if the maximum of|ω(x)| were
attained at some point̄x, since∇|ω(x̄)|2 = 0, andLω(x̄) ≥ 0 we would formally obtain from (5.19) that
∂t|ω(x̄)|2 ≤ 0 whenever|ω(x̄)| is too large, showing that theL∞ norm ofω can never exceed a certain
value. As in the proof of Theorem3.2, in order to make this argument rigorous, we introduce a non-
decreasing convex smooth functionϕ(r) which is identically0 on 0 ≤ r ≤ max{‖ω0‖2L∞ , c27‖ω0‖2L2/c

2
6},

and positive otherwise. Multiplying (5.19) by ϕ′(|ω(x, t)|2) then gives

(∂t + u · ∇+ L)ϕ(|ω(x, t)|2) ≤ 0 (5.20)

for all x and allt ∈ [0, T ). It is not hard to verify (as in [16]) thatL is positive onLp, i.e.
∫

R2

|f(x)|p−2f(x)Lf(x)dx ≥ 0

for all smooth functionsf , and allp even. Hence from (5.20) we may obtain the weak maximum principle

‖ϕ(|ω(·, t)|2)‖L∞ ≤ ‖ϕ(|ω0|2)‖L∞ = 0

due to our choice ofϕ. This shows that‖ω(·, t)‖ ≤ M = max{‖ω0‖L∞ , c7‖ω0‖L2/c6} for all t ∈ [0, T ),
concluding the proof of the theorem. �

Remark 5.4 (Global well-posedness with arbitrarily weak dissipation). Using an argument inspired by
the work [22] for the critically dissipative dispersive SQG equation, one may obtain the globalL∞ bound
stated in Theorem5.2underweakerconditions onm, namely if (5.12) is replaced by

lim
r→0+

m(r) = 0. (5.21)

The main ideas is as follows. If we were to assume that for somefixed timet, thesupx∈R2 ω(x, t) is attained
atω(x̄), then at̄x the advective term in (5.9) vanishes and we are left with

∂tω(x̄) =

∫

R2

ω(x̄− y)− ω(x̄)

|y|2
(

1

m(|y|) +
Ay1
2π|y|

)
dy

in the principal value sense. The smallness ofm(r) with respect to1/A asr → 0+ implies that there exists a
small enoughρ > 0 so that when restricted toy ∈ Bρ(0), the integral on the right side of (5.21) is negative.
The contribution from the exterior of the ballBρ is proportional to‖ω(·, t)‖L2 ≤ ‖ω0‖L2 . Therefore, at
maxima ofω we have the bound

∂tω(x̄, t) ≤ c‖ω0‖L2 .
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A similar argument applied to the minimum would then show that ‖ω(·, t)‖L∞ may be bounded as‖ω0‖L∞+
ct‖ω0‖L2 for all t ∈ [0, T ). However, since such a pointx̄ where the maximum (or minimum) is attained
may not exist, we need to look at the evolution (5.9) when multiplied by a smooth cut-off function, leaving
us to estimating lower order terms. We omit further details.

Proof of Theorem5.1. The local existence of smooth solutionsu ∈ L∞
t Hs

x, with s > 2, for the velocity
equations (5.1)–(5.2) follows straightforward from the energy inequality

1

2

d

dt
‖u‖2Hs ≤ cs‖∇u‖L∞‖u‖2Hs (5.22)

and the Sobolev embedding theorem. Estimate (5.22) is proven the same as for the Euler equations, since∫
R2 ∂

αR1u · ∂αu dx = 0 for all α ∈ N
2, and hence the termR1u is absent inL2-based estimates.

To obtain the global existence of smooth solutions to (5.1)–(5.2), the standard procedure is to bound the
term ‖∇u‖L∞ with ‖ω‖L∞ and a Sobolev extrapolation inequality with logarithmic correction (see, for
instance [1, 26]). Since the termR1u vanishes inHs energy estimates, it is not hard to check that the
following blow-up criterion may be obtained directly from (5.22) and the Beale-Kato-Majda inequality:

If lim
tրT

∫ t

0
‖ω(·, s)‖L∞ ds < ∞, then the smooth solution may be continued pastT.

In addition, one may prove using similar arguments to [16] thatL is positive on inLp estimates withp even.
It hence directly follows that the above blow-up criterion,which is proven for the non-dissipative equations,
also hold for the dissipative system (5.9)–(5.10), and hence the global regularity of smooth solutions holds
due to the a priori bound on‖ω(·, t)‖ obtained in Theorem5.2. �

Lastly, we point out that one may obtain a direct time-independent a priori estimate on‖∇ω‖L∞ , for
smooth solutionsω of (5.9)–(5.10). For simplicity we give a sketch the proof that‖∇ω(·, t)‖L∞ is bounded
ast → ∞ if the dissipative operatorL is a fractional power of the Laplacian.

Proposition 5.5(Uniform W 1,∞ control). Letω ∈ C((0, T );Hs) be a solution of the initial value problem
associated to(5.9)–(5.10), withL = Λα for someα ∈ (0, 2). Then we have

‖∇ω(t)‖L∞ ≤ M

for all t ∈ [0, T ), whereM = M(A,α, ‖ω0‖L2 , ‖ω0‖W 1,∞), is a suitable constant.

Proof of Proposition5.5. Taking the gradient of (5.9) and taking an inner product with∇ω we obtain the
pointwise bound (we omit time dependence)

1

2
(∂t + u · ∇+ Λα)|∇ω(x)|2 + D(x)

2
= AR1∇ω(x) · ∇ω(x) +∇u(x) : ∇ω(x) · ∇ω(x). (5.23)

where as before

D(x) =
c2,α
2

P.V.

∫

R2

|∇ω(x)−∇ω(x+ y)|2
|y|2+α

dy.

We use half of the dissipationD to obtain the nonlinear lower bound as in Theorem2.5, while the other
half is used to dampen the effect of the dispersive forcing. Decomposing the singular integral which defines
R1 into an inner piece and an outer piece according to the parameter ρ > 0, similarly to the proof of
Theorem3.2we obtain

A|∇ω(x) · R1∇ω(x)| ≤ c1|∇ω(x)|
√

D(x)ρα/2 + c1|∇ω(x)|‖ω‖L∞

ρ

for some constantc1 = c1(A) > 0. After applying the Cauchy-Schwartz inequality and optimizing inρ, the
above estimate gives

A|∇ω(x) · R1∇ω(x)| ≤ D(x)

2
+ c2|∇ω(x)|

2+α
1+α ‖ω‖

α
1+α

L∞ . (5.24)
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In order to estimate‖∇u‖L∞ , we recall the bound (cf. [26])

‖f‖L∞ ≤ c3
(
1 + ‖f‖BMO(1 + log+ ‖f‖W s,p)

)
(5.25)

which holds fors > 2/p, 1 < p < ∞, and some sufficiently large constantc3. Letting p be sufficiently
large ands ∈ (0, 1), one may interpolateW s,p betweenL2 andW 1,∞ and then apply (5.25) to f = ∇u.
Since∇u is a matrix of Riesz transforms acting onω, we have‖∇u‖BMO ≤ C‖ω‖L∞ and therefore

‖∇u‖L∞ ≤ c4
(
1 + ‖ω‖L∞(1 + log+(‖ω‖L2∩L∞ + ‖∇ω‖L∞))

)
. (5.26)

Assume there exists̄x, a point where the maximum of|∇ω|2 is attained (this can be made rigorous using
cut-off functions or convex change of variables). Evaluating (5.23) at x̄, using (5.24), (5.26), and the lower
bound onD(x) given by Theorem2.5, we obtain the a priori estimate

∂t|∇ω(x̄)|2 + c5
‖∇ω‖2+α

L∞

Mα
≤ c4M

(
1 + log+(M + ‖∇ω‖L∞)

)
‖∇ω‖2L∞ + c2M‖∇ω‖

2+α
1+α

L∞ (5.27)

whereM = M(‖ω0‖L2 , ‖ω‖L∞

t L∞

x
), which we knows is finite cf. Theorem5.2. Lastly, since on the left

side of (5.27) we have‖∇ω‖2+α
L∞ , while on the right side of (5.27) we have the slower growing quantities

‖∇ω‖2L∞ log+ ‖∇ω‖L∞ and‖∇ω‖
2+α
1+α

L∞ , we obtain that∂t|∇ω(x̄)|2 ≤ 0, whenever|∇ω(x̄)| = ‖∇ω‖L∞ is
larger than a certain constant. Therefore‖∇ω(·, t)‖L∞ can never exceed this constant, fort > 0. �

6. APPLICATIONS TO THE2D BOUSSINESQ EQUATION WITH MIXED FRACTIONAL DISSIPATION

The two-dimensional Boussinesq equations with mixed fractional dissipation of orderα andβ, denoted
in the following as (Bα,β), is given by

∂tu+ u · ∇u+∇p+ Λαu = θe2 (6.1)

∇ · u = 0 (6.2)

∂tθ + u · ∇θ +Λβθ = 0 (6.3)

wheree2 = (0, 1), andα, β ∈ [0, 2]. We make the convention that byα = 0 we mean that there is no
dissipation in (6.1), and similarlyβ = 0 means that there is no dissipation in (6.3).

The global well-posedness of smooth solutions to (B0,0) is an outstanding open problem in fluid dynamics.
Partial results have been obtained only in the presence of dissipation. The well-posedness of (B0,2) and
(B2,0) have been obtained in [5, 19], while the scaling critical cases (B1,0) and (B0,1) have been resolved
in [20] and [21] respectively. We also point out that the case of partial anisotropic dissipation has been
considered in several settings cf. [4, 18, 27] and references therein.

In this section we consider (Bα,β), with bothα, β ∈ (0, 1), and using the nonlinear maximum principles
proven in Section2, we prove the global regularity of smooth solutions under a certain condition between
the powers of the fluid and transport dissipations. To the best of our knowledge the case when bothα andβ
are less than1 has not been previously addressed. Our main result is:

Theorem 6.1(Global well-posedness for (Bα,β)). Assume thatθ0 andu0 are sufficiently smooth and that
∇ · u0 = 0. If β > 2/(2 + α), then the Cauchy problem for the (Bα,β) equations(6.1)–(6.3) has a unique
global in time smooth solution(u, θ).

For clarity of the presentation we only give here the main ideas of the proof. These ideas may be turned
into a rigorous proof using the arguments described at the end of Theorem3.2.

Proof of Theorem6.1. Letω = ∇⊥ ·u be the vorticity associated to the velocityu. The evolution (6.1) may
be classically written in terms of the vorticity as:

(∂t + u · ∇+ Λα)ω = ∂1θ. (6.4)

It follows from (6.3)–(6.4) and energy estimates that even in the absence of any dissipative terms, i.e. for
(B0,0), the equations are well-posed in the smooth category up to timeT if

∫ T
0 ‖∇θ(·, t)‖L∞dt < ∞.
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From (6.3) and the pointwise identity (2.10) we obtain that the evolution of|∇θ|2 is given by

1

2

(
∂t + u · ∇+ Λβ

)
|∇θ|2 + D

2
= ∇u : ∇θ · ∇θ, (6.5)

where cf. (2.11) we have

D(x) = cβP.V.

∫

R2

|∇θ(x)−∇θ(y)|2
|x− y|2+β

dy

and cβ > 0 is a normalizing constant. Using the nonlinear lower bound of Theorem2.5, and theL∞

maximum principle forθ, we obtain that

D(x) ≥ c1
|∇θ(x)|2+β

‖θ0‖βL∞

(6.6)

for some constantc1 > 0. Thus, if we evaluate (6.5) at a pointxθ = xθ(t) where the maximum of|∇θ(x, t)|2
is attained, and denoting

Θ(t) = ‖∇θ(·, t)‖L∞

we formally obtain from (6.6) that

∂t|∇θ(xθ, t)|2 + c1
Θ(t)2+β

‖θ0‖βL∞

≤ Θ(t)2‖∇u‖L∞ . (6.7)

To obtain a similar a priori estimate for

Ω(t) = ‖ω(·, t)‖L∞

we first observe that from (6.1)–(6.3) we have the energy bound

‖u(·, t)‖L2 ≤ ‖u0‖L2 + t‖θ0‖L2 =: K(t) (6.8)

which suggests that we should use theL2 version of Theorem2.2. More precisely, we first multiply (6.4)
by ω(x) and then evaluate the equation at a pointx̄ = x̄(t) where|ω(x, t)|2 achieves its maximum. We
formally obtain from Theorems2.2and2.5that

∂t|ω(x̄, t)|2 + c2
Ω(t)2+

α
2

K(t)
α
2

≤ Θ(t)Ω(t) (6.9)

Lastly, in order to couple the a priori estimates (6.7) and (6.9) we need a bound on‖∇u‖L∞ in terms of
‖ω‖L∞ . While such a direct bound is not possible, using an extrapolation of the endpoint Sobolev inequality
with logarithmic correction, andHs energy estimates withs > 1, after some computations we may obtain

‖∇u(·, t)‖L∞ ≤ C0 + C0Ω(t) + C0Ω(t) log+

(
1 +

∫ t

0
(1 +K(τ) + Ω(τ) + Θ(τ))Γdτ

)
(6.10)

whereC0 = C0(‖ω0‖L∞∩Hs , ‖θ0‖L∞∩Hs), for somes ≥ 3, andΓ = Γ(α, β) > 0. We conclude the proof
of the theorem under the assumption that (6.10) holds, and then return afterwards to give the proof of (6.10).

Assume by contradiction that solutions blow-up atT > 0, and are smooth for allt ∈ [0, T ). Note that for
all t ∈ [0, T ] we haveK(t) ≤ K(T ), and hence (6.7), (6.9), (6.10), may be summarized as follows

∂t|∇θ(xθ, t)|2 + C1Θ(t)2+β

≤ C0Θ(t)2
(
1 + Ω(t) + Ω(t) log+

(
1 +

∫ t

0
(1 +K(T ) + Ω(τ) + Θ(τ))Γdτ

))
(6.11)

∂t|ω(x̄, t)|2 + C2Ω(t)
2+α

2 ≤ Θ(t)Ω(t) (6.12)

whereΘ(t) = |∇θ(xθ, t)| andΩ(t) = |ω(x̄, t)|. The constantsC0, C1, C2 > 0 depend on various norms of
the initial data,α, β, andK(T ).
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Let M > 0 be a sufficiently large constant to be chosen precisely later. Assuming solutions blow-up at
T , we must have thatΘ(t) becomes unbounded (at least along a subsequence) ast → T . SinceΘ(t) is
continous in time on[0, T ), we may defineTM ∈ (0, T ) to be the first time such thatΘ(t) = M ≥ 2Θ(0),
that is,[0, TM ] is the maximal time interval on whichΘ(t) ≤ M holds.

Due to (6.12), on [0, TM ] we must have

Ω(t) ≤ max

{
Ω(0),

(
M

C2

) 2
2+α

}
=

(
M

C2

) 2
2+α

=: M̃

if M is chosen sufficiently large in terms ofΩ(0), α, andC2. The idea behind this is that wheneverΩ(t) ≥
M̃ , (6.10) shows that at the points̄x whereΩ(t) is attained, we have∂t|ω(x̄)|2 ≤ 0, and soΩ(t) cannot
exceed the valuẽM . Feeding the above bound back into (6.11), we obtain that in fact on[0, TM ] we must
have

∂t|∇θ(xθ, t)|2 + C1Θ(t)2+β ≤ C0Θ(t)2
(
1 + M̃ + M̃ log+

(
1 + T (1 +K(T )M̃ +M)Γ

))

at the pointsxθ whereΘ(t) is attained, and hence using a similar argument we get

Θ(t)β ≤ max

{
Θ(0)β ,

C0

C1

(
1 + M̃ + M̃ log+

(
1 + T (1 +K(T )M̃ +M)Γ

))}
. (6.13)

To conclude the proof we claim that ifM is chosen sufficiently large, the right side of (6.13) can be made

in fact less than(M/2)β , which would then contradict the maximality ofTM . Recall thatM̃ ≈ M
2

2+α , and

hence up to constants the right side of (6.13) is equal to1 +M
2

2+α (1+ log+ M). Since2/(2 +α) < β, for
any positive constantC∞ > 0, by lettingM be sufficiently large we may ensure that

1 +M
2

2+α (1 + log+M) ≤ Mβ

C∞
.

It is clear thatM may be chosen to only depend onT,K(T ),Ω(0),Θ(0), C0 , C1, C2, α, β, i.e. on norms of
the initial data, the candidate blow-up time, and on universal constants. This is the only place in the proof
where we use the main assumption of the theorem, namelyβ > 2/(2 + α).

Thus we have proven that on[0, T ) Θ(t) can never exceed a finite constantM > 0 (which may be
computed in terms of the initial data andT ), and soΘ(t) cannot blow-up ast → T wheneverT < ∞,
concluding the proof of the theorem. �

Proof of (6.10). As in (5.26), we first use a version of the Beale-Kato-Majda inequality as proven in [26,
Theorem 1] and obtain

‖∇u‖L∞ ≤ c
(
1 + ‖ω‖L∞(1 + log+ ‖ω‖Hs)

)
(6.14)

for some positive universal constantc > 0, wheres > 1. Therefore, in order to prove (6.10) it is sufficient
to find a bound onω in Hs, for somes > 1, which dependspolynomiallyon ‖ω‖L∞ , and on the a priori
controlled quantities‖u‖L2 and‖θ‖L2∩L∞ .

Applying ∆ to (6.4), multiplying with∆ω and integrating overR2 we obtain

1

2

d

dt
‖∆ω‖2L2 +

1

4
‖Λ2+α/2ω‖2L2 ≤ 1

3
‖Λ2−α/2∂1θ‖2L2 + T1 + T2 (6.15)

where

T1 = 2

∣∣∣∣
∫

∆uj∂jω∆ω

∣∣∣∣ and T2 = 4

∣∣∣∣
∫

∂kuj∂jkω∆ω

∣∣∣∣
and we have used the summation convention on repeated indices. Here we have used the estimateab ≤
3a2/4 + b2/3. Upon integrating twice by parts, and using the Hölder inequality, we obtain

T1 ≤ 2‖∇∆u‖L2‖∆ω‖L2‖ω‖L∞ ≤ c‖∆ω‖2L2‖ω‖L∞ ≤ c‖u‖
2α
6+α

L2 ‖Λ2+α/2ω‖
12

6+α

L2 ‖ω‖L∞ . (6.16)
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For the last bound of (6.16) we have used the Gagliardo-Nirenberg inequality. The bound onT2 is a bit more
involved. Letp = (4 − α)/(2 − α). Thenp ∈ (2, 4), and alsop < 4/(2 − α) sinceα < 1. The Hölder,
Calderón-Zygmund, and the Gagliardo-Nirenberg inequalities give

T2 ≤ c‖∇u‖
L

p
p−2

‖∆ω‖2Lp ≤ c‖ω‖
L

p
p−2

‖∆ω‖2Lp

≤ c

(
‖ω‖

2α
4−α

L2 ‖ω‖
4−3α
4−α

L∞

)(
‖u‖

α(2−α)
(4−α)(6+α)

L2 ‖Λ2+α/2ω‖
4(6−α)

(4−α)(6+α)

L2

)2

≤ c‖u‖γ1(α)
L2 ‖Λ2+α/2ω‖γ2(α)

L2 ‖ω‖γ3(α)L∞ (6.17)

whereγ1(α) = 12α
(4−α)(6+α) , γ2(α) = 48−4α

(4−α)(6+α) , andγ3(α) = 24−14α−3α2

(4−α)(6+α) . While the specific values of
γ1, γ2, andγ3 are highly irrelevant, what is important is thatγ2 < 2, andγ1 + γ2 + γ3 = 3. We obtain from
the estimate (6.15), the bounds (6.16)–(6.17), and theε-Young inequality that

d

dt
‖∆ω‖2L2 +

1

4
‖Λ2+α/2ω‖2L2 ≤ 2

3
‖Λ3−α/2θ‖2L2 + c‖u‖2L2‖ω‖

6+α
6

L∞ + c‖u‖
2γ1(α)
2−γ2(α)

L2 ‖ω‖
2γ3(α)
2−γ2(α)

L∞ , (6.18)

wherec = c(α) is a positive constant. Thus is it left to obtain a bound on‖Λ3−α/2θ‖2L2 = ‖Λr+β/2θ‖2L2,
where we letr = 3 − α/2 − β/2 > 2. Applying Λr to (6.3) and taking anL2 inner product withΛrθ, we
obtain

1

2

d

dt
‖Λrθ‖2L2 + ‖Λr+β/2θ‖2L2 ≤

∣∣∣∣
∫

R2

[Λr, u · ∇]θ Λrθ

∣∣∣∣ (6.19)

where[·, ·] denotes a commutator. We use the classical commutator estimate

‖[Λr, u · ∇]θ‖L2 ≤ C (‖∇u‖L∞‖Λrθ‖L2 + ‖Λru‖L2‖∇θ‖L∞) .

We have

‖Λrθ‖2L2‖∇u‖L∞ ≤ ‖Λr+β/2θ‖
4r

2r+β

L2 ‖θ‖
2β

2r+β

L2 ‖∇u‖L∞

≤ 1

24
‖Λr+β/2θ‖2L2 + c‖θ0‖

β
r

L2‖∇u‖
2r+β
2r

L∞

≤ 1

24
‖Λr+β/2θ‖2L2 + C1(‖θ0‖L2 , α, β)‖∇u‖δ1(α,β)L∞ . (6.20)

whereδ1(α, β) = 6−α
6−α−β . For the second term in the commutator we may bound

‖Λrθ‖L2‖Λru‖L2‖∇θ‖L∞ ≤ ‖Λr−1ω‖L2‖∇θ‖L∞‖θ‖
β

2r+β

L2 ‖Λr+β/2θ‖
2r

2r+β

L2

≤ 1

24
‖Λr+β/2θ‖2L2 + C2(‖θ0‖L2 , α, β)‖Λ2−α+β

2 ω‖δ2(α,β)
L2 ‖∇θ‖δ2(α,β)L∞ (6.21)

whereδ2(α, β) =
2(6−α−β)
6−α+β . From (6.19), (6.20), and (6.21) we thus obtain

d

dt
‖Λrθ‖2L2 +

1

6
‖Λr+β/2θ‖2L2 ≤ C1‖∇u‖δ1(α,β)L∞ + C2‖Λ2−α+β

2 ω‖δ2(α,β)
L2 ‖∇θ‖δ2(α,β)L∞

and summing with (6.18) we obtain

d

dt
‖∆ω‖2L2 +

d

dt
‖Λrθ‖2L2 +

1

4
‖Λ2+α/2ω‖2L2 +

1

3
‖Λr+β/2θ‖2L2

≤ c‖u‖2L2‖ω‖
6+α
6

L∞ + c‖u‖
2γ1(α)
2−γ2(α)

L2 ‖ω‖
2γ3(α)
2−γ2(α)

L∞ + C1‖∇u‖δ1(α,β)L∞ + C2‖Λ2−α+β
2 ω‖δ2(α,β)

L2 ‖∇θ‖δ2(α,β)L∞

(6.22)

with γ1, γ2, γ3, δ1 andδ2 as defined above. To conclude, we bound

‖∇u‖δ1(α,β)L∞ ≤ ‖u‖δ1(α,β)
2+α
4+α

L2 ‖Λ2+α/2ω‖δ1(α,β)
4

6+α

L2 ≤ 1

8
‖Λ2+α/2ω‖2L2 + C‖u‖γ4(α,β)

L2 (6.23)
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for someγ4(α, β) > 0. Here we used that

δ1(α, β)
4

6 + α
=

4(6 − α)

(6 + α)(6 − α− β)
< 2.

Also, we have

‖Λ2−α+β
2 ω‖δ2(α,β)

L2 ‖∇θ‖δ2(α,β)L∞ ≤ ‖u‖δ2(α,β)
2α+β
6+α

L2 ‖Λ2+α/2ω‖δ2(α,β)
6−α−β
6+α

L2 ‖∇θ‖δ2(α,β)L∞

≤ 1

16
‖Λ2+α/2ω‖2L2 + c‖u‖γ5(α,β)

L2 ‖∇θ‖γ6(α,β)L∞ (6.24)

for someγ5(α, β) andγ6(α, β) > 0. In the above we have used

δ2(α, β)
6 − α− β

6 + α
=

2(6− α− β)2

(6 + α)(6 − α+ β)
< 2.

Hence, inserting (6.23)–(6.24) into (6.22), we obtain the a priori estimate

d

dt

(
‖∆ω‖2L2 + ‖Λrθ‖2L2

)
+

1

16
‖Λ2+α/2ω‖2L2 +

1

3
‖Λr+β/2θ‖2L2

≤ C3 (1 + ‖u‖L2 + ‖ω‖L∞ + ‖∇θ‖L∞)Γ(α,β) (6.25)

for someC3 > 0 which may depend on various norms of the initial data, and forsome possibly very large
Γ(α, β) > 0. Integrating (6.25) in time, omitting the positive dissipative terms, inserting into (6.14), gives

‖∇u(t)‖L∞ ≤ C4 + C4‖ω(t)‖L∞

+ C4‖ω(t)‖L∞ log+

(
1 +

∫ t

0
(1 + ‖u(τ)‖L2 + ‖ω(τ)‖L∞ + ‖∇θ(τ)‖L∞)Γ(α,β) dτ

)

for some sufficiently largeC4 depending on norms of the initial data, concluding the proofof the a priori
estimate (6.10). �
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