Global regularity for 2D Muskat equations with finite slope
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Abstract. We consider the 2D Muskat equation for the interface between two constant density fluids in an incompressible porous medium, with velocity given by Darcy’s law. We establish that as long as the slope of the interface between the two fluids remains bounded and uniformly continuous, the solution remains regular. The proofs exploit the nonlocal nonlinear parabolic nature of the equations through a series of nonlinear lower bounds for nonlocal operators. These are used to deduce that as long as the slope of the interface remains uniformly bounded, the curvature remains bounded. The nonlinear bounds then allow us to obtain local existence for arbitrarily large initial data in the class $W^{2,p}$, $1 < p \leq \infty$. We provide furthermore a global regularity result for small initial data: if the initial slope of the interface is sufficiently small, there exists a unique solution for all time.
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1. Introduction

In this paper we study solutions of the one dimensional nonlinear nonlocal equation

$$\partial_t f(x, t) = \int_{\mathbb{R}} \frac{\delta_{\alpha} f'(x, t) \alpha}{(\delta_{\alpha} f(x, t))^2 + \alpha^2} d\alpha,$$

(1.1)

where we have denoted by

$$\delta_{\alpha} f(x, t) = f(x, t) - f(x - \alpha, t)$$

the $\alpha$-finite difference of $f$ at fixed time $t \geq 0$, and by

$$f'(x, t) = \partial_x f(x, t)$$

the partial derivative of $f$ with respect to the position $x \in \mathbb{R}$.
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1.1. Physical origins of the problem. Equation (1.1) is derived from a two dimensional problem, where \( y = f(x,t) \) describes a graph (in coordinates whereby gravity acts in the \( y \) direction) which represents the interface separating two immiscible fluids of different constant densities. The flow is incompressible, and the fluids permeate a porous medium. The 2D Darcy’s law [Dar56]

\[
\frac{\mu}{k} u(x,y,t) = -\nabla p(x,y,t) - (0, g\rho(x,y,t))
\]

is used to model the balance of gravity, internal pressure forces and velocity (replacing acceleration). Here \( u \) and \( p \) are the velocity and pressure of the fluid, which are functions of time \( t \geq 0 \) and position \( (x,y) \in \mathbb{R}^2 \). The physical constants of the model are viscosity \( \mu \), permeability \( k \), and gravity \( g \). For simplicity we fix these physical parameters to equal 1. We pay special attention to the density function \( \rho \), which is given by a step function representing the jump in the fluids densities. Taking the size of this jump equal to \( 2\pi \) (denser fluid below), we arrive at (1.1) (see [CG07] for a detailed derivation). This is the classical Muskat problem [Mus34], which has been broadly studied [Bea72] due to its physical relevance, wide applicability, and mathematical analogy to a completely different phenomenon: the interface dynamics of fluids inside Hele-Shaw cells [ST58].

The Muskat problem has been widely studied, its multiple features being taken under consideration. It can incorporate capillary forces that deal with surface tension effects [CP93, C93, KM15], density jumps [CG07], viscosity [SCH04], and permeability discontinuities [BCGB14]. The dynamics is different for the one fluid case (with a dry region) [CCFG13a], two fluids [SCH04], and multi-phase flows [CG10]. Moreover, one may consider boundary effects [GB14] and study the interface in the three dimensional case [A07, CCG13b].

1.2. Summary of known results. The basic mathematical questions regarding (1.1) are the existence and regularity of solutions. The Muskat problem can be ill-posed, due to existence of unstable configurations [Ott99, Szé12]. This feature can be understood in the contour dynamics description via the Rayleigh-Taylor condition, which involves the geometry of the density jump or the dynamics of fluids with different viscosities. Essentially, the unstable situation occurs when a denser fluid is above a less dense fluid, or when a less viscous fluid pulls a more viscous one [A07]. Surface tension effects regularizes the equation [ES97, A14], so that the system is well-posed without satisfying the Rayleigh-Taylor condition, but there are still instabilities in this case [GHS07, EM11]. In the stable cases it is possible to find global-in-time solutions for small initial data [SCH04, CG07, CGB14] due to the parabolicity of the equation. This smallness can be measured in different regularity classes and sizes [CCGS13, CCG+, GB14, BSW14, CGB14]. Low regular global existence results are obtained for Lipschitz weak solutions in the case of small slopes in [CCGS13, CCG+].

A very interesting phenomenon for the Muskat problem is the development of finite time singularities starting from stable initial data. One possible singularity formation happens by the breakdown of the Rayleigh-Taylor condition in finite time [CCF+12]. In this case the interface cannot be parameterized by a graph of a function any longer, i.e. there exists a time \( t_1 > 0 \) when solutions of equation (1.1) satisfy

\[
\lim_{t \to t_1} \| f'(t) \|_{L^\infty} = \infty.
\]

After that time the free boundary evolves in a way that produces a region with denser fluid above less dense fluid. For short time the interface is still regular (although it is not a graph) due to the fact that the parabolicity of the system gives instant analyticity. This sequence of events is termed “wave-turning” because it is a blow up of the graph-parameterization. Wave-turning has been proven to arise in more general cases with different geometries [BCGB14, GSG14]. The regularity of the interface is lost at some time \( t_2 > t_1 \) after wave-turning, and the interface ceases to belong to \( C^4 \). Thus, starting from a stable regime, the Muskat solution enters an unstable situation, and then the regularity breakdown occurs [CCFG13a]. This phenomenon is far from trivial, as some unstable solutions can become stable, and again reach unstable regime [CGSZ].
A different type of singularity which may develop in solutions of the Muskat problem is given by the occurrence of a finite time self-intersection of the free boundary. If the collapse is at a point, while the free boundary remains regular, then the singularity is termed a “splash”. If the collapse is along a curve, while the free boundary remains regular, then it is termed a “splat” (or “squit singularity”). Both kinds of collisions have been ruled out in the case of a stable density jump in [CG10, GS13]. In the one fluid case, there exists a finite time splash blow up [CCFG13b] in the stable regime, but the splat singularity is not possible [CPC14].

1.3. Main results. The main purpose of this work is to develop conditional regularity results (blow up criteria) for the Muskat problem involving the boundedness of the first derivative of the interface. Our motivation is both to complement and to aide the theory of singularities for the Muskat equation by obtaining sharp regularity results in terms of purely geometric quantities such as the slope.

The bounds of nonlinear terms used to obtain the conditional regularity results also allow us to obtain several existence results in low regularity regimes. Specifically, we prove local-in-time well-posedness and global well-posedness for Muskat solutions in classes of functions of bounded slope and $L^p$ (with $p ∈ (1, ∞)$) integrability of curvature.

Recently, results involving solely the second derivative of $f$ appeared in the work [CGBS14], where the authors explore the PDE structure of the original Darcy’s law in the bulk rather than the corresponding integral equation for contour dynamics (1.1). They develop an $H^2$ well-posedness theory for the equation in the case of density and viscosity jumps. Both the local and global existence results are obtained under smallness assumptions for the interface: $H^{5/2+\epsilon}$ for the local results and $H^2$ for the global results. These smallness conditions imply $f' ∈ C^\beta$ for some $\beta > 0$, requiring thus smallness of the Hölder continuity of the slope.

The optimal well-posedness theory (local, conditional, or global) for the Muskat equation should (conjecturally) involve only assumptions of uniform boundedness of the slope $f'$. To the best of our knowledge, this remains an outstanding open problem. The difficulty in reaching a $W^{1,∞}$ regularity theory for $f$ may be seen in at least two ways:

- When considering the evolution of $f'$, linearized around the steady flat solution, the resulting equation has $L^\infty$ as a scaling invariant norm. Therefore, for large slopes, obtaining higher regularity of the solution (required in order to obtain uniqueness) involves solving a large data critical nonlinear nonlocal problem. Of course, the additional complication is that, due to the fundamentally nonlinear nature of the equation, in the large slope regime the linearization around the flat solution rapidly ceases to be useful, and new severe difficulties arise.
- The velocity $v$ transporting $f, f'$, and $f''$ (cf. (2.2), (2.5), and (2.6) below) is obtained by computing a Calderón commutator applied to the identity (cf. (2.3) below). However, when $f'$ is merely bounded, while the Calderón commutator maps $L^p → L^p$ for $p ∈ (1, ∞)$, the endpoint $L^\infty$ inequality fails [MS13]. Moreover, since we are in 1D the $x$-derivative of $v$ enters the estimates (we cannot use incompressibility), and this term (cf. (2.11)) yields a Calderón commutator applied to $\delta_α f'(x, t)/α$. Thus, to bound this requires estimates on the maximal curvature, not slope. This is the reason why up to date the existing continuation criteria [CG07, CGBO14] required that the solution lies in $C^{2,\epsilon}$ for some $\epsilon > 0$.

In this paper we move closer to the conjectured critical $f ∈ W^{1,∞}$ well-posedness framework. The main new idea is that the maximal curvature can be controlled by either assuming uniform continuity of the slope $f'$ (cf. part (i) of Theorem 1.2), or by assuming that the initial slope $∥f'_0∥_\infty$ is sufficiently small (cf. part (ii) of Theorem 1.3). We moreover show that under either of these conditions one can also control $∥f''∥_{L^p}$ for all $p ∈ (1, ∞)$. In the regime $p ∈ (1, 2)$ not even the local existence of solutions was previously known.

The important novelty of our large data result is that the maximal slope (and the maximal initial curvature) are allowed to be arbitrarily large, as long as the slope obeys any uniform modulus of continuity. Our uniform $C^0$ assumption on $f'$ is a local smallness of variation assumption instead of a global smallness assumption of $f'$ in $L^\infty$. The modulus of continuity of $f'$ is not required to vanish at the origin at any
particular rate, and it can be even weaker than a Dini modulus (and thus the Calderón commutator in $\nu$ and the nonlinear terms would not necessarily yield bounded functions).

Regarding our small data result, we draw the attention to the fact that the smallness is assumed only on the initial slope, not on the $W^{2,p}$ norm.

The main tools used in our analysis are various nonlinear maximum principles for the evolution of $f''$, in the spirit of the ones previously developed in [CV12, CVTV15] for the critical SQG equation. The robustness of the pointwise and integral lower bounds available for the nonlocal operator $L_f$ defined in (2.8) below allows us to treat all values of $p \in (1, \infty]$ and enables us to analyze the long time behavior of the curvature, cf. (1.5). The endpoint case $W^{2,1}$, which scales as $W^{1,\infty}$, remains however open.

Next we state our results more precisely. First we establish a low regularity local-existence result for (1.1) with initial datum that has integrable, respectively bounded, second derivatives.

**Theorem 1.1 (Local-existence in $W^{2,p}$).** Assume the initial datum has finite energy and finite slope, that is $f_0 \in L^2 \cap W^{1,\infty}$. Let $p \in (1, \infty]$, and additionally assume that $f_0 \in W^{2,p}$. Then there exists a time $T = T(\|f_0\|_{W^{2,p}(\Omega)\cap W^{1,\infty}}) > 0$ and a unique solution $f \in L^\infty(0, T; W^{2,p}) \cap C(0, T; L^2 \cap W^{1,\infty})$ of the initial value problem (1.1) with initial datum $f(x, 0) = f_0(x)$.

The main result of this paper is:

**Theorem 1.2 (Regularity criterion in terms of continuity of slope).** Consider $f_0 \in H^k$ for $k \geq 3$ and assume that $f'$ is bounded on $[0, T]$, i.e. that

$$\sup_{t \in [0, T]} \|f'(t)\|_{L^\infty} \leq B < \infty$$

(1.2)

for some $B > 0$. Furthermore, assume that $f'$ is uniformly continuous on $\mathbb{R} \times [0, T]$. That is, assume there exists a continuous function $\rho: [0, \infty) \to [0, \infty)$, that is non-decreasing, bounded, with $\rho(0) = 0$, such that $f'$ obeys the modulus of continuity $\rho$, i.e. that

$$|\delta_\alpha f'(x, t)| \leq \rho(|\alpha|)$$

(1.3)

for any $x, \alpha \in \mathbb{R}$ and $t \in [0, T]$. Then the following conclusions hold:

(i) $\sup_{t \in [0, T]} \|f''(t)\|_{L^\infty} < C(\|f''(0)\|_{L^\infty}, B, \rho)$.

(ii) The solution stays regular on $[0, T]$ and $f \in C([0, T]; H^k) \cap L^2(0, T; H^{k+\frac{1}{2}})$.

We note that in Theorem 1.2 we do not require the modulus of continuity $\rho$ to vanish at 0 at any specific rate. For example, it can be guaranteed by a condition $f'' \in L^\infty(0, T; C^\beta)$ for $\beta > 0$. The remarkable feature of conclusion (i), however, is that the control on $f''$ is furnished by the initial data only. If however the initial slope $f'$ is small enough, then we can show that the condition $f'' \in L^p$ can be propagated without any further assumptions on the continuity of the slope. And that way we can obtain a global existence in the corresponding class.

**Theorem 1.3 (Small slope implies global existence).** Consider initial datum $f_0 \in L^2$, with maximal slope that obeys

$$\|f_0''\|_{L^\infty} \leq B \leq \frac{1}{C^*},$$

(1.4)

for a sufficiently large universal constant $C^* > 1$. Let $p \in (1, \infty]$. If we additionally have $f_0''' \in L^p$, then the local in time solution obtained in Theorem 1.1 is in fact global, and we have

$$\|f''(t)\|_{L^p} \leq \|f_0''\|_{L^p}$$

for all $t > 0$. Furthermore, we have that

(i) for $p = \infty$ the curvature asymptotically vanishes as

$$\|f''(t)\|_{L^\infty} \leq \frac{\|f_0''\|_{L^\infty}}{1 + \frac{\|f_0''\|_{L^\infty}}{100B}} t$$

(1.5)
for all $t \geq 0$,

(ii) for $p \in [2, \infty)$ the solution obeys the $L^p$ energy inequality

$$\|f''(t)\|_{L^p}^p + \frac{p^2}{1 + B^2} \int_0^t \|f''(s)\|_{L^{p/2}}^2 ds + \frac{1}{200B(1 + B^2)} \int_0^t \|f''(s)\|_{L^{p+1}}^{p+1} ds \leq \|f''(0)\|_{L^p}^p$$

(1.6)

for all $t \geq 0$,

(iii) for $p \in (1, 2)$ the solution obeys

$$\|f''(t)\|_{L^p}^p + \frac{1}{CB(1 + B^2)} \int_0^t \|f''(s)\|_{L^{p+1}}^{p+1} ds \leq \|f''(0)\|_{L^p}^p$$

(1.7)

for all $t > 0$, for some sufficiently large constant $C > 0$ that may depend on $p$.

We note that the assumption (1.4) together with the maximum principle for $f'$ established in [CG09, Section 5] show that (1.4) holds at all times $t > 0$. Now we see that bounds established in (i), (ii), (iii) also prove maximum principles at the level of the curvature. We complement existence result with the following uniqueness statement which in part shows that solutions of Theorems 1.1, 1.2, 1.3 are unique.

**THEOREM 1.4 (Uniqueness).** Let $f_0 \in L^\infty$, and assume that $f$ is a solution to (1.1) on time interval $[0, T]$ with the following properties: $\sup_{t \in [0, T]} \|f'(t)\|_{L^\infty} < \infty$; $f(x, t) \to 0$ as $|x| \to \infty$, for all $t \leq T$; $\partial_t f(x, t)$ exists for all $(x, t)$ and $\|\partial_t f\|_{L^\infty([R \times [0,T]])} < \infty$; $f'$ is uniformly continuous on $R \times [0, T]$, i.e. (1.3) holds for some modulus of continuity $\rho$. Then $f$ is the unique solution with $f_0(x) = f(x, 0)$ satisfying all the listed properties.

We note that the only essential assumption in the list of Theorem 1.4 is the same uniform continuity from Theorem 1.2. The remaining assumptions are present to justify the application of the Rademacher Theorem, see the Appendix, and we believe these additional assumptions may be avoided. For instance, a sufficient condition which ensures that $\partial_t f(x, t)$ exists for all $(x, t)$ is that $f'' \in L^\infty_t W^{2,p}_x$ for some $p > 1$, or that the modulus $\rho$ obeys the Dini condition.

We also note that in the course of proving Theorems 1.1 and 1.3 we follow the standard strategy: we obtain all necessary a priori estimates and construct solutions by passing to the limit in the regularized system as elaborated for instance in [CCG⁺13a]. To avoid redundancy, the proofs in this paper only consist of these a priori estimates.

### 2. Preliminaries

For the remainder of the manuscript we shall use the following notation for finite-difference quotients:

$$\Delta_\alpha f(x) = \frac{\delta_{\alpha} f(x)}{\alpha}$$

for $x \in R$ and $\alpha \in R \setminus \{0\}$. After integration by parts (1.1) becomes

$$\partial_t f(x, t) = P.V. \int_R \frac{f'(x, t)\alpha - \delta_{\alpha} f(x, t)}{(\delta_{\alpha} f(x, t))^2 + \alpha^2} d\alpha$$

(2.1)

or equivalently,

$$\partial_t f(x, t) + v(x, t)\partial_x f(x, t) + P.V. \int_R \frac{\delta_{\alpha} f(x, t)}{(\delta_{\alpha} f(x, t))^2 + \alpha^2} d\alpha = 0$$

(2.2)

where we have defined the velocity field

$$v(x, t) = -P.V. \int_R \frac{\alpha}{(\delta_{\alpha} f(x, t))^2 + \alpha^2} d\alpha = -P.V. \int_R \frac{1}{(\Delta_{\alpha} f(x, t))^2 + 1} d\alpha.$$  

(2.3)

In particular, from (2.2) it is immediate that the maximum principle for the global bound on $f$ holds (see [CG09]). Moreover it is known that the maximum principle also holds for the energy (see [CCG⁺13a]), i.e.

$$\|f(t)\|_{L^p} \leq \|f_0\|_{L^p}$$

(2.4)
holds for \( p = 2 \) and \( p = \infty \).

### 2.1. Equation for the first derivative

The equation obeyed by \( f'(x, t) \) is

\[
\partial_t f'(x, t) + v(x, t) \partial_x f'(x, t) + P.V. \int_{\mathbb{R}} \frac{\delta_\alpha f'(x, t)}{(\delta_\alpha f(x, t))^2 + \alpha^2} \, d\alpha = 2 \int_{\mathbb{R}} \frac{(\delta_\alpha f(x, t) - \alpha f'(x, t))(\delta_\alpha f(x, t))(\delta_\alpha f'(x, t))}{((\delta_\alpha f(x, t))^2 + \alpha^2)^2} \, d\alpha. \tag{2.5}
\]

### 2.2. Equation for the second derivative

The equation obeyed by the second derivative is

\[
\partial_t f''(x, t) + v(x, t) \partial_x f''(x, t) + P.V. \int_{\mathbb{R}} \frac{\delta_\alpha f''(x, t)}{(\delta_\alpha f(x, t))^2 + \alpha^2} \, d\alpha = 4 P.V. \int_{\mathbb{R}} \frac{(\delta_\alpha f'(x, t) - \alpha f''(x, t)) \delta_\alpha f(x, t) \delta_\alpha f'(x, t)}{((\delta_\alpha f(x, t))^2 + \alpha^2)^2} \, d\alpha + 2 P.V. \int_{\mathbb{R}} \frac{(\delta_\alpha f(x, t) - \alpha f'(x, t)) (\delta_\alpha f(x, t))^2}{((\delta_\alpha f(x, t))^2 + \alpha^2)^2} \, d\alpha + 2 P.V. \int_{\mathbb{R}} \frac{(\delta_\alpha f(x, t) - \alpha f'(x, t)) (\delta_\alpha f(x, t))(\delta_\alpha f''(x, t))}{((\delta_\alpha f(x, t))^2 + \alpha^2)^2} \, d\alpha - 8 P.V. \int_{\mathbb{R}} \frac{(\delta_\alpha f(x, t) - \alpha f'(x, t))(\delta_\alpha f(x, t))^2(\delta_\alpha f'(x, t))^2}{((\delta_\alpha f(x, t))^2 + \alpha^2)^3} \, d\alpha =: T_1 + T_2 + T_3 + T_4. \tag{2.6}
\]

We now pointwise multiply \((2.6)\) by \( f''(x, t) \) and obtain

\[
(\partial_t + v \partial_x + L_f) \|f''(x, t)\|^2 + D_f[f''(x, t)] = 2f''(x, t)(T_1 + T_2 + T_3 + T_4) \tag{2.7}
\]

where we have denoted

\[
L_f[g](x) = P.V. \int_{\mathbb{R}} \frac{\delta_\alpha g(x)}{(\delta_\alpha f(x))^2 + \alpha^2} \, d\alpha \tag{2.8}
\]

and

\[
D_f[g](x) = P.V. \int_{\mathbb{R}} \frac{(\delta_\alpha g(x))^2}{(\delta_\alpha f(x))^2 + \alpha^2} \, d\alpha \tag{2.9}
\]

for any smooth function \( g \), and \( T_1, \ldots, T_4 \) are as given by \((2.6)\). It will be useful to also consider \((2.7)\) where the transport term is written in divergence form, namely,

\[
(\partial_t + L_f) \|f''\|^2 + \partial_x (v|f''|^2) + D_f[f''] = 2f''(T_1 + T_2 + T_3 + T_4) + \|f''\|^2 T_5 \tag{2.10}
\]

where we have denoted

\[
T_5(x, t) = \partial_x v(x, t) = 2P.V. \int_{\mathbb{R}} \frac{\delta_\alpha f'(x, t)}{\alpha^2} \frac{\Delta_\alpha f(x, t)}{(1 + (\Delta_\alpha f(x, t))^2)^2} \, d\alpha. \tag{2.11}
\]

Note that when \( f \equiv c \), where \( c \) is a constant, the above operators become

\[
L_c[g](x) = P.V. \int_{\mathbb{R}} \frac{\delta_\alpha g(x)}{\alpha^2} \, d\alpha =: \Lambda g(x)
\]

\[
D_c[g](x) = P.V. \int_{\mathbb{R}} \frac{(\delta_\alpha g(x))^2}{\alpha^2} \, d\alpha =: D[g](x). \tag{2.12}
\]

We further note that

\[
\int_{\mathbb{R}} D[g](x) \, dx = \|g\|^2_{H_{1/2}} \tag{2.13}
\]
and
\[ \mathcal{D}_f[g](x) \geq \frac{1}{1 + \|f'\|_{L_\infty}^2} \mathcal{D}[g](x) \] (2.14)
for all \( x \in \mathbb{R} \).

2.3. Evolution of the \( p \)th power of the second derivative, for \( p \geq 2 \). When \( p \in [2, \infty) \), we consider the function
\[ \varphi_p(r) = |r|^{p/2}, \]
and we multiply (2.7) by \( \varphi_p(|f''(x, t)|^2) \). The convexity of \( \varphi_p \) (which holds if \( p \geq 2 \)) ensures that
\[ \varphi_p((f''(x, t))^2) \mathcal{L}_f[|f''(x, t)|^2] \geq \mathcal{L}_f[\varphi_p(|f''(x, t)|^2)] \]
and we thus obtain
\[ (\partial_t + v \partial_x + \mathcal{L}_f)|f''(x, t)|^p + \frac{p|f''(x, t)|^{p-2}}{2} \mathcal{D}_f[f''(x, t)] \leq p|f''(x, t)|^{p-1} |T_1 + T_2 + T_3 + T_4|. \] (2.15)
Moreover, we may again write this in divergence form as
\[ (\partial_t + \mathcal{L}_f)|f''|^p + \partial_x(v|f''|^p) + \frac{p|f''|^{p-2}}{2} \mathcal{D}_f[f''] \leq p|f''|^{p-1} |T_1 + T_2 + T_3 + T_4| + |f''|^p |T_5| \] (2.16)
where \( T_5 \) is as defined in (2.11).

2.4. Evolution of the \( p \)th power of the second derivative, for \( p \in (1, 2) \). When \( p \in (1, 2) \), the above trick does not work, since the function \( \varphi_p \) is in this case concave. Instead, we consider the function
\[ \psi_p(r) = |r|^p \]
which is convex, and obeys
\[ \psi_p(s) - \psi_p(r) + \psi_p'(r)(r - s) = |s|^p - |r|^p + p|r|^p |r - s| \geq p(p - 1) \left\{ \begin{array}{ll} (r-s)^2 & |s| = |r| \\ 2|s|^p/4 & |s| \geq 2|r| \end{array} \right. \] (2.17)
for all \( r, s \in \mathbb{R} \). Thus, for \( p \in (1, 2) \) we are lead to consider the nonlocal operators
\[ \mathcal{D}_f^p[g](x) = \int_{\mathbb{R}} \frac{|g(x) - g(x - \alpha)|^p}{\alpha^2 + (\delta f(x))^2} d\alpha \]
and
\[ \mathcal{D}^p[g](x) = \int_{\mathbb{R}} \frac{|g(x) - g(x - \alpha)|^p}{\alpha^2} d\alpha. \]
Note that for \( p = 2 \), we have \( \mathcal{D}_2 = \mathcal{D} \), and that for \( g \in L_\infty \cap C^1 \) the above integrals are well-defined (even without a principal value), since \( p > 1 \). Using (2.17) we may show that upon multiplying (2.6) by \( \psi_p'(f''(x, t)) = p|f''(x, t)|^p/f''(x, t) \), that
\[ (\partial_t + v(x,t)\partial_x + \mathcal{L}_f)|f''(x, t)|^p + \frac{p(p-1)}{4} \min \left\{ \frac{2\mathcal{D}_f[f''(x, t)]}{|f''(x, t)|^{2-p}}, \mathcal{D}_f^p[f''(x, t)] \right\} \leq p|f''(x, t)|^{p-1} |T_1(x, t) + \ldots + T_4(x, t)|, \] (2.18)
or in divergence form,
\[ (\partial_t + \mathcal{L}_f)|f''|^p + \partial_x(v|f''|^p) + \frac{p(p-1)}{4} \min \left\{ \frac{2\mathcal{D}_f[f''^p]}{|f''|^{2-p}}, \mathcal{D}_f^p[f''] \right\} \leq p|f''|^{p-1} |T_1 + \ldots + T_4| + |f''|^p |T_5|, \] (2.19)
in analogy with (2.15) and (2.16).
2.5. Bounds for Taylor expansions. The finite difference quotient may be bounded directly as

\[ |\Delta_\alpha f(x)| \leq B \]  

(2.20)

for any \(\alpha, x\). We note that we may expand

\[ R_1[f'](x, \alpha) = \Delta_\alpha f(x) - f'(x) = \frac{1}{\alpha} \int_{x-\alpha}^{x} (f'(z) - f'(x)) dz. \]

The bound

\[ |R_1[f'](x, \alpha)| \leq 2B \]

is immediate due to \(\|f'\|_{L^\infty} \leq B\), but if additionally \(f'\) has a modulus of continuity \(\rho\), then we have the improved bound

\[ |\Delta_\alpha f(x) - f'(x)| \leq \rho(|\alpha|). \]  

(2.21)

Without loss of generality we assume \(\rho\) is not linear near the origin, since then the conclusion and the assumption of the theorem are identical.

It will be convenient to denote

\[ R_1[f''](x, \alpha) := \Delta_\alpha f'(x) - f''(x) \]

\[ = \frac{1}{\alpha} \int_{x-\alpha}^{x} (f''(z) - f''(x)) dz \]  

(2.22)

and

\[ R_2[f''](x, \alpha) := \Delta_\alpha f(x) - f'(x) + \frac{\alpha}{2} f''(x) \]

\[ = R_1[f'](x, \alpha) + \frac{\alpha}{2} f''(x) \]

\[ = \frac{1}{\alpha} \int_{x-\alpha}^{x} \int_{z}^{x} (f''(w) - f''(x)) dw dz. \]

(2.23)

as the first order and the second order expansions of \(f''(x - \alpha)\) around \(f''(x)\). For these terms we have pointwise in \(x\) estimates and \(\alpha\) in terms of the dissipation present on the right side of (2.7). First, we have that

\[ |R_1[f''](x, \alpha)| \leq \frac{1}{\alpha} \int_{x-\alpha}^{x} \frac{|f''(z) - f''(x)|}{|z - x|} |z - x| dz \]

\[ \leq \frac{1}{\alpha} (D[f''](x))^{1/2} \left( \int_{x-\alpha}^{x} |z - x|^2 dx \right)^{1/2} \]

\[ \leq C \alpha^{1/2} (D[f''](x))^{1/2} \]  

(2.24)

for any \(\alpha > 0\), for some universal constant \(C > 0\). The bound for all \(\alpha \neq 0\) trivially holds upon replacing \(\alpha^{1/2}\) with \(|\alpha|^{1/2}\). Similarly, it follows that

\[ |R_2[f''](x, \alpha)| \leq \frac{1}{\alpha} \int_{x-\alpha}^{x} \int_{z}^{x} \frac{|f''(w) - f''(x)|}{|w - x|} |w - x| dw dz \]

\[ \leq \frac{1}{\alpha} \int_{x-\alpha}^{x} \left( \int_{z}^{x} \frac{|f''(w) - f''(x)|^2}{|w - x|^2} dw \right)^{1/2} \left( \int_{x}^{z} |w - x|^2 dw \right)^{1/2} dz \]

\[ \leq C \frac{(D[f''](x))^{1/2}}{\alpha} \int_{x-\alpha}^{x} |z - x|^{3/2} dz \]

\[ \leq C \alpha^{3/2} (D[f''](x))^{1/2} \]  

(2.25)
for any \( \alpha > 0 \), for some universal constant \( C > 0 \). The bound for all \( \alpha \neq 0 \) trivially holds upon replacing \( \alpha^{3/2} \) with \( |\alpha|^{3/2} \). Lastly, we note that for \( p \in (1, 2) \) in a similar way to (2.24) and (2.25) we may bound

\[
|\mathcal{R}_1[f''](x, \alpha)| \leq C\alpha^{1/p}(D^p[f''](x))^{1/p} \tag{2.26}
\]

\[
|\mathcal{R}_2[f''](x, \alpha)| \leq C\alpha^{(p+1)/p}(D^p[f''](x))^{1/p} \tag{2.27}
\]

with a constant \( C = C(p) > 0 \).

### 3. Nonlinear lower bounds

In this section we use (1.2) in order to obtain lower bounds for \( \mathcal{D}_f[f''](x) \) at any \( x \in \mathbb{R} \). These lower bounds follow in a similar way to the bounds previously established in \([CV12, CTV15]\) for \( \Lambda \). The main results of this section are.

**Lemma 3.1.** Assume that \( f \) is Lipschitz continuous with Lipschitz bound \( B \), i.e. that (1.2) holds. Then we have that

\[
\mathcal{D}_f[f''](x) \geq \frac{1}{24B(1 + B^2)} |f''(x)|^3. \tag{3.1}
\]

holds pointwise for \( x \in \mathbb{R} \). Moreover, for \( p \in (1, 2) \), we have that

\[
\mathcal{D}_f^p[f''](x) \geq \frac{1}{96B(1 + B^2)} |f''(x)|^{p+1} \tag{3.2}
\]

holds for all \( x \in \mathbb{R} \).

The above lower bound however will only suffice to prove a small \( B \) result. For large values of \( B \) we must obtain a better lower bound. If we additionally use a modulus of continuity obeyed by \( f' \), we obtain:

**Lemma 3.2.** In addition to the assumption in Lemma 3.1, assume that \( f' \) obeys a modulus of continuity \( \rho \). Then there exists a continuous function \( L_B : [0, \infty) \to [0, \infty) \) that implicitly also depends on \( \rho \), such that

\[
\mathcal{D}_f[f''](x) \geq L_B(|f''(x)|) \tag{3.3}
\]

holds pointwise for \( x \in \mathbb{R} \), and we have that

\[
\lim_{y \to \infty} \frac{L_B(y)}{y^3} = \infty \tag{3.4}
\]

at a rate that depends on how fast \( \lim_{r \to 0^+} \rho(r) = 0 \).

Next we provide two lower bounds whose proofs follow by similar arguments to those in Lemma 3.1 (see also \([CV12, CTV15]\)).

**Lemma 3.3.** Assume that \( f \) is Lipschitz continuous with Lipschitz bound \( B \), and let \( p \in (1, \infty) \). Then the following lower bound

\[
\mathcal{D}_f[f''](x) \geq \frac{1}{8^p\|f''\|_{L^p}(1 + B^2)} |f''(x)|^{2+p} \tag{3.5}
\]

holds for all \( x \in \mathbb{R} \). Moreover, for \( p \in (1, 2) \) we have that

\[
\mathcal{D}_f^p[f''](x) \geq \frac{1}{128\|f''\|_{L^p}(1 + B^2)} |f''(x)|^{2p} \tag{3.6}
\]

holds.

**Lemma 3.4.** Assume that \( f \) is a regular function with Lipschitz bound \( B \). Then the following lower bound holds for any \( x \in \mathbb{R} \).

\[
\mathcal{D}_f[f''](x) \geq \frac{1}{24\|f''\|_{L^\infty}(1 + B^2)} |f''(x)|^3. \tag{3.7}
\]
PROOF OF LEMMA 3.1. For this purpose, let $r > 0$ to be chosen later, and let $\chi$ be an even cutoff function, with $\chi = 1$ on $[1, \infty)$, $\chi = 0$ on $[0, 1/2]$, and $\chi' = 2$ on $(1/2, 1)$. We then have

$$
D_f[f''(x)] \geq \frac{1}{1 + B^2} \left( \frac{2|f''(x)|^2}{r} - \frac{4|f''(x)||f'(x) - f'(x - \alpha)|}{\alpha^2 + r^2} \right) \leq \frac{1}{1 + B^2} \left( \frac{2|f''(x)|^2}{r} - 2\chi \left( \frac{\alpha}{r} \right) \right) \geq \frac{1}{1 + B^2} \left( \frac{2|f''(x)|^2}{r} - 2\chi \left( \frac{\alpha}{r} \right) \right).
$$

Integration by parts yields

$$
D_f[f''(x)] \geq \frac{1}{1 + B^2} \left( \frac{2|f''(x)|^2}{r} - \frac{4|f''(x)||f'(x) - f'(x - \alpha)|}{\alpha^2 + r^2} \right) = \frac{1}{1 + B^2} \left( \frac{2|f''(x)|^2}{r} - 24B|f''(x)| \right).
$$

Letting

$$
r = \frac{24B}{|f''(x)|}
$$

in the above estimate, we arrive at the bound (3.1).

Let $p \in (1, 2)$. In order to prove (3.2) we appeal to the inequality

$$
|r - s|^p \leq |r|^p \left( 1 - \frac{s}{r} \right)
$$

which holds for any $r, s \in \mathbb{R}$ and all $p > 1$. It follows that

$$
D^p_f[f''(x)] \geq \frac{1}{1 + B^2} \left( \frac{2|f''(x)|^2}{r} - \frac{4|f''(x)||f'(x) - f'(x - \alpha)|}{\alpha^2 + r^2} \right) \geq \frac{1}{1 + B^2} \left( \frac{2|f''(x)|^2}{r} - \frac{4|f''(x)||f'(x) - f'(x - \alpha)|}{(1 + B^2)^{p-1}} \right) \geq \frac{1}{1 + B^2} \left( \frac{2|f''(x)|^2}{r} - \frac{24B|f''(x)|}{r^2} \right).
$$

Upon choosing

$$
r = \frac{48B}{|f''(x)|}
$$

the proof of the Lemma is completed. \qed

PROOF OF LEMMA 3.2. Similarly to the above proof, we bound $D_f$ from below as

$$
D_f[f''(x)] \geq \frac{1}{1 + B^2} \left( \frac{2|f''(x)|^2}{r} - \frac{4|f''(x)||f'(x) - f'(x - \alpha)|}{\alpha^2 + r^2} \right) \geq \frac{1}{1 + B^2} \left( \frac{2|f''(x)|^2}{r} - \frac{4|f''(x)||f'(x) - f'(x - \alpha)|}{(1 + B^2)^{p-1}} \right) \geq \frac{1}{1 + B^2} \left( \frac{2|f''(x)|^2}{r} - \frac{12|f''(x)|}{r} \right).
$$
In this case we choose \( r = r(\|f''(x)\|) \) as the smallest \( r > 0 \) which solves
\[
\frac{|f''(x)|}{6} = r \int_{r/2}^{\infty} \frac{\rho(\alpha)}{\alpha^3} \, d\alpha.
\] (3.10)

The existence of such an \( r \) is guaranteed by the intermediate value theorem, and by computing the limits at \( r \to 0^+ \) and \( r \to \infty \) of the right side of (3.10). Indeed, these limits are
\[
\lim_{r \to 0^+} r \int_{r/2}^{\infty} \frac{\rho(\alpha)}{\alpha^3} \, d\alpha = +\infty
\]
since \( \rho \) is not Lipschitz, and
\[
\lim_{r \to \infty} r \int_{r/2}^{\infty} \frac{\rho(\alpha)}{\alpha^3} \, d\alpha = 0.
\]

Note that with this choice we have
\[
\lim_{y \to \infty} r(y) = 0.
\] (3.11)

With the choice (3.10), the lower bound obtained on \( D_f[f''] \) becomes
\[
D_f[f''](x) \geq LB(|f''(x)|),
\] (3.12)

where the function \( LB(y) \) is defined on \((0, \infty)\) implicitly by
\[
LB(y) = \frac{y^2}{(1 + B^2)yr(y)} \quad \text{with} \quad r(y) = \int_{r(y)/2}^{\infty} \frac{\rho(\alpha)}{\alpha^3} \, d\alpha = \frac{y}{6}.
\] (3.13)

A short computation shows that since \( r(y) \) is Lipschitz continuous on \((0, \infty)\), which implies that \( LB \) is also Lipschitz continuous on this interval. The important aspect to notice is that since \( \rho(0) = 0 \), we have
\[
\lim_{y \to \infty} \frac{LB(y)}{y^3} = \infty,
\] (3.14)

which means that the lower bound (3.12) is sharper than (3.1), when \( |f''(x)| \gg 1 \).

In order to prove (3.14), note that
\[
\frac{LB(y)}{y^3} = \frac{1}{(1 + B^2)yr(y)}
\]
and
\[
\frac{yr(y)}{6} = r(y)^2 \int_{r(y)/2}^{\infty} \frac{\rho(\alpha)}{\alpha^3} \, d\alpha.
\]

Therefore, in view of (3.11), the limit in (3.14) indeed diverges if we establish that
\[
\lim_{r \to 0^+} r^2 \int_{r/2}^{\infty} \frac{\rho(\alpha)}{\alpha^3} \, d\alpha = 0.
\] (3.15)

Clearly, it is sufficient to verify that
\[
\lim_{r \to 0^+} r^2 \int_{r}^{\sqrt{r}} \frac{\rho(\alpha)}{\alpha^3} \, d\alpha = 0.
\]

Indeed, since \( \rho \) is a modulus of continuity of \( f' \) and we have that \( ||f'||_{L^\infty} \leq B \), we obtain
\[
r^2 \int_{\sqrt{r}}^{\infty} \frac{\rho(\alpha)}{\alpha^3} \, d\alpha \leq 2Br^2 \int_{\sqrt{r}}^{\infty} \frac{1}{\alpha^3} \, d\alpha \leq Br \to 0 \quad \text{as} \quad r \to 0.
\]

On the other hand, it is easy to see from the monotonicity of \( \rho \) that
\[
r^2 \int_{r}^{\sqrt{r}} \frac{\rho(\alpha)}{\alpha^3} \, d\alpha \leq \rho(\sqrt{r})r^2 \int_{r}^{\infty} \frac{\alpha}{\alpha^3} \, d\alpha = \frac{\rho(\sqrt{r})}{2} \to 0 \quad \text{as} \quad r \to 0
\]
since \( \rho(0) = 0 \).
Proof of Lemma 3.3. In order to prove (3.5) we proceed as in (3.8), but we do not integrate by parts in the second term. This yields
\[
\mathcal{D}_f[f''](x) \geq \frac{2}{1 + B^2} \frac{|f''(x)|^2}{r} - \frac{2}{1 + B^2} \frac{|f''(x)||f'''(x)||_L^p}{1 + 2p/(p-1)} \left( \frac{1}{\alpha^{2p/(p-1)}} \right)^{(p-1)/p}
\]
for all \( p > 1 \). The desired inequality follows upon choosing
\[
r = 8p \frac{|f''(x)|}{|f'''(x)|^p}.
\]

Similarly, for \( p \in (1, 2) \) in order to prove (3.6), we consider (3.9), but we do not integrate by parts in the second term. We obtain
\[
\mathcal{D}_f^p[f''](x) \geq \frac{1}{1 + B^2} \frac{|f''(x)|^p}{r} - \frac{4}{1 + B^2} \frac{|f''(x)|^{p-1}||f'''(x)||_L^p}{r^{(p+1)/p}}.
\]
Choosing exactly as above concludes the proof of the Lemma. \( \square \)

Proof of Lemma 3.4. We consider the inequality analogous to (3.8) with \( f'' \) replaced by \( f''' \). After integrating by parts once, the same argument used to prove Lemma 3.1 yields (3.7). \( \square \)

4. Bounds for the nonlinear terms

In this section we give pointwise in \( x \) bounds for the nonlinear terms \( T_i(x) \), with \( i \in \{1, \ldots, 5\} \) appearing on the right sides of (2.7) and (2.10). We first fix a small constant
\[
\varepsilon \in (0, 1]
\]
to be chosen later. The bounds we obtain depend on this \( \varepsilon \), and \( \varepsilon \) will be chosen differently in the proofs of Theorem 1.1, Theorem 1.2, and Theorem 1.3 respectively. The main result of this section is:

Lemma 4.1. Let \( B > 0 \) be such that (1.2) holds and fix \( \varepsilon \in (0, 1] \). There exists a positive universal constant \( C > 0 \) such that the bounds
\[
|T_1(x)| + |T_2(x)| + |T_3(x)| + |T_4(x)| \leq \frac{CB}{\varepsilon^2} |f'''(x)|^2 + C\varepsilon B^2 \frac{\mathcal{D}[f''](x)}{|f'''(x)|}
\]
\[
|T_5(x)| \leq CB |A f'(x)| + \frac{CB}{\varepsilon} |f''(x)| + C\varepsilon B^2 \frac{\mathcal{D}[f''](x)}{|f'''(x)|^2}
\]
hold for all \( x \in \mathbb{R} \) where \( f'''(x) \neq 0 \).

In addition, we need a pointwise estimate for the nonlinear terms in terms of the dissipative term \( \mathcal{D}^p[f''] \), when \( p \in (1, 2) \).

Lemma 4.2. Let \( B > 0 \) be such that (1.2) holds, let \( p \in (1, 2) \), and fix \( \varepsilon \in (0, 1] \). There exists a positive universal constant \( C > 0 \) such that the bounds
\[
|T_1(x)| + |T_2(x)| + |T_3(x)| + |T_4(x)| \leq \frac{CB}{\varepsilon^{2/(p-1)}} |f''(x)|^2 + C\varepsilon B^2 \frac{\mathcal{D}[f''](x)}{|f'''(x)|^{p-1}}
\]
\[
|T_5(x)| \leq CB |A f'(x)| + \frac{CB}{\varepsilon^p} |f''(x)| + C\varepsilon B^2 \frac{\mathcal{D}[f''](x)}{|f'''(x)|^p}
\]
hold for all \( x \in \mathbb{R} \) where \( f''(x) \neq 0 \).
PROOF OF LEMMA 4.1. Throughout this proof, we fix a cutoff radius (for \( \alpha \))
\[
\eta = \eta(x) = \frac{\varepsilon B}{|f''(x)|}.
\] (4.5)
Note that at the points \( x \) where \( f''(x) = 0 \), there is no estimate to be done for \( T_1(x) \) terms as they are multiplied with \( f''(x) \) in (2.7) and (2.10).

**Estimate for the \( T_1 \) term.** We decompose \( T_1 \) into an inner piece and an outer piece according to
\[
T_1(x) = 4 \, P.V. \int_{\mathbb{R}} \frac{(\Delta f(x) - \alpha f''(x)) \delta f(x) \delta f'(x)}{((\Delta f(x))^2 + \alpha^2)^2} \, d\alpha
= 4 \, P.V. \int_{|\alpha| \leq \eta} \frac{\mathcal{R}_1[f''(x) \Delta f(x)] (f''(x) + \mathcal{R}_1[f''(x, \alpha)])}{((\Delta f(x))^2 + \alpha^2)^2} \, d\alpha
+ 4 \int_{|\alpha| > \eta} \frac{\mathcal{R}_1[f''(x) \Delta f(x)] \delta f'(x)}{((\Delta f(x))^2 + \alpha^2)^2} \, d\alpha
= : T_{1, \text{in}}(x) + T_{1, \text{out}}(x).
\]
Using the pointwise in \( x \) and \( \alpha \) bounds (2.20) and (2.24), and the definition of \( \eta \) in (4.5), we obtain
\[
|T_{1, \text{in}}(x)| \leq CB |f''(x)| (\mathcal{D}[f''(x)](1/2) \int_{|\alpha| \leq \eta} \frac{d\alpha}{|\alpha|^{3/2}} + CB \mathcal{D}[f''(x)] \int_{|\alpha| \leq \eta} d\alpha
\leq C \varepsilon^{1/2} B^{3/2} |f''(x)| (\mathcal{D}[f''(x)](1/2) + C \varepsilon B^2 \mathcal{D}[f''(x)] |f''(x)|
\leq CB |f''(x)|^2 + C \varepsilon B^2 \mathcal{D}[f''(x)] |f''(x)|
\] (4.6)
and
\[
|T_{1, \text{out}}(x)| \leq CB^2 (\mathcal{D}[f''(x)](1/2) \int_{|\alpha| > \eta} \frac{d\alpha}{|\alpha|^{3/2}}
\leq C \varepsilon^{-1/2} B^{3/2} |f''(x)| (\mathcal{D}[f''(x)](1/2)
\leq C \varepsilon^{-1/2} B |f''(x)|^2 + C \varepsilon B^2 \mathcal{D}[f''(x)] |f''(x)|
\] (4.7)
for some universal constant \( C > 0 \). Combining (4.6) and (4.7) we arrive at
\[
2 |f''(x)T_1(x)| \leq C \varepsilon^{-2} B |f''(x)|^3 + C \varepsilon B^2 \mathcal{D}[f''(x)]
\] (4.8)
for some universal \( C > 0 \). This bound is consistent with (4.1).

**Estimate for the \( T_2 \) term.** We decompose \( T_2 \) as
\[
T_2 = 2 \, P.V. \int_{\mathbb{R}} \frac{(\Delta f(x) - f'(x)) \int \delta f'(x)}{((\Delta f(x))^2 + \alpha^2)^2} \, d\alpha
= 2 \, P.V. \int_{|\alpha| \leq \eta} \frac{(-\alpha f''(x)/2 + \mathcal{R}_2[f''(x, \alpha)] \delta f'(x))}{((\Delta f(x))^2 + \alpha^2)^2} \, d\alpha
+ 2 \frac{f''(x) \, P.V. \int_{|\alpha| \leq \eta} \frac{(f''(x) + \mathcal{R}_1[f''(x, \alpha)])}{((\Delta f(x))^2 + \alpha^2)^2} d\alpha
+ 2 \int_{|\alpha| > \eta} \frac{(-\alpha f''(x)/2 + \mathcal{R}_2[f''(x, \alpha)] \delta f'(x))}{((\Delta f(x))^2 + \alpha^2)^2} d\alpha
=: T_{2, \text{in}} + T_{2, \text{out}} + T_{2, \text{out}}.
\]
By appealing to (2.25) and (2.24) we may estimate the inner terms as

\[
|T_{2,1,\text{in}}| \leq CB(D[f''(x)])^{1/2} \left( |f''(x)| \int_{|\alpha| \leq \eta} \frac{d\alpha}{|\alpha|^{1/2}} + (D[f''(x)])^{1/2} \int_{|\alpha| \leq \eta} d\alpha \right)
\leq C\varepsilon^{1/2}B^{3/2}|f''(x)|^{1/2}(D[f''(x)])^{1/2} + C\varepsilon B^2 \frac{D[f''(x)]}{|f''(x)|}
\leq CB|f''(x)|^2 + C\varepsilon B^2 \frac{D[f''(x)]}{|f''(x)|}
\]

and

\[
|T_{2,2,\text{in}}| \leq C|f''(x)| \left( |f''(x)|^2 \int_{|\alpha| \leq \eta} d\alpha + |f''(x)|(D[f''(x)])^{1/2} \int_{|\alpha| \leq \eta} |\alpha|^{1/2}d\alpha + D[f''(x)] \int_{|\alpha| \leq \eta} |\alpha|d\alpha \right)
\leq C\varepsilon B|f''(x)|^2 + C\varepsilon^{3/2}B^{3/2}|f''(x)|^{1/2}(D[f''(x)])^{1/2} + C\varepsilon^2 B^2 \frac{D[f''(x)]}{|f''(x)|}
\leq CB|f''(x)|^2 + C\varepsilon B^2 \frac{D[f''(x)]}{|f''(x)|}
\]

while the outer terms may be bounded as

\[
|T_{2,\text{out}}| \leq CB^2 \left( |f''(x)| \int_{|\alpha| > \eta} \frac{d\alpha}{|\alpha|^2} + (D[f''(x)])^{1/2} \int_{|\alpha| > \eta} \frac{d\alpha}{|\alpha|^{3/2}} \right)
\leq C\varepsilon^{-1}B|f''(x)|^2 + C\varepsilon^{-1/2}B^{3/2}|f''(x)|^{1/2}(D[f''(x)])^{1/2}
\leq C\varepsilon^{-2}B|f''(x)|^2 + C\varepsilon B^2 \frac{D[f''(x)]}{|f''(x)|}
\]

for some universal \( C > 0 \). Combining (4.9), (4.10), (4.11), using the identity (2.13) and the Cauchy-Schwartz inequality we arrive at

\[
2 |f''(x)T_2(x)| \leq C\varepsilon^{-2}B|f''(x)|^3 + C\varepsilon B^2 D[f''(x)]
\]

for some universal \( C > 0 \). This bound is consistent with (4.1).

**Estimate for the \( T_3 \) term.** We bound \( T_3 \) as

\[
|T_3| = 2 \left| P.V. \int_{\mathbb{R}} \frac{(\Delta_\alpha f(x) - f'(x))}{\alpha} \frac{\Delta_\alpha f(x)}{((\Delta_\alpha f(x))^2 + 1)^2} \frac{\delta_\alpha f''(x)}{\alpha} d\alpha \right|
\leq CB(D[f''(x)])^{1/2} \left( \int_{\mathbb{R}} \frac{(\Delta_\alpha f(x) - f'(x))^2}{\alpha^2} \right)^{1/2}
\leq CB(D[f''(x)])^{1/2} \left( \int_{|\alpha| \leq \eta} \frac{\alpha f''(x)/2 + R_2[f''(x), \alpha]}{\alpha^2} \right)^{1/2}
+ CB(D[f''(x)])^{1/2} \left( \int_{|\alpha| > \eta} \frac{(R_1[f''(x), \alpha])^2}{\alpha^2} \right)^{1/2}
=: T_{3,\text{in}} + T_{3,\text{out}}.
\]
Using (2.25) we may further estimate

\[ T_{3,\text{in}} \leq CB(D[f''(x)])^{1/2} \left( \int_{|\alpha| \leq \eta} \left( \frac{\alpha f''(x)}{\alpha^2} + R_2[f''(x), \alpha] \right)^2 \right)^{1/2} \]

\[ \leq CB(D[f''(x)])^{1/2} \times \left( \int_{|\alpha| \leq \eta} |f''(x)|^2 d\alpha + |f''(x)| |D[f''(x)]|^{1/2} \int_{|\alpha| \leq \eta} |\alpha|^{1/2} d\alpha + D[f''(x)] \int_{|\alpha| \leq \eta} |\alpha| d\alpha \right)^{1/2} \]

\[ \leq CB(D[f''(x)])^{1/2} \left( B \varepsilon |f''(x)| + B^{3/2} \varepsilon^{3/2} \frac{(D[f''(x)])^{1/2}}{|f''(x)|^{1/2}} + B^2 \varepsilon^2 \frac{D[f''(x)]}{|f''(x)|} \right)^{1/2} \]

\[ \leq CB \varepsilon + B^{1/2} |f''(x)|^{1/2} (D[f''(x)]^{1/2} + C \varepsilon B^2 \frac{D[f''(x)]}{|f''(x)|} \right)^{1/2} \]

\[ \leq CB|f''(x)|^2 + C \varepsilon B^2 \frac{D[f''(x)]}{|f''(x)|}. \]  

(4.13)

Similarly, we have that

\[ T_{3,\text{out}} \leq CB(D[f''(x)])^{1/2} \left( \int_{|\alpha| > \eta} \frac{d\alpha}{\alpha^2} \right)^{1/2} \]

\[ \leq C \varepsilon^{-1/2} B^{3/2} |f''(x)|^{1/2} (D[f''(x)]^{1/2} \]

\[ \leq C \varepsilon^{-2} B |f''(x)|^2 + C \varepsilon B^2 \frac{D[f''(x)]}{|f''(x)|}. \] 

(4.14)

Combining (4.13)–(4.14), leads to the estimate

\[ 2 |f''(x)T_3(x)| \leq C \varepsilon^{-2} B |f''(x)|^3 + C \varepsilon B^2 D[f''(x)] \]

(4.15)

for some positive universal constant \( C > 0 \). This bound is consistent with (4.1).

**Estimate for the \( T_4 \) term.** We decompose \( T_4 \) as

\[ T_4 = -8 \text{ P.V.} \int_{\mathbb{R}} \frac{\Delta_\alpha f(x) - f'(x)}{((\Delta_\alpha f(x))^2 + 1)^3} d\alpha \]

\[ = 4 f''(x) \text{ P.V.} \int_{|\alpha| \leq \eta} \frac{(\Delta_\alpha f(x))^2(f''(x) + R_1[f''(x), \alpha])^2}{((\Delta_\alpha f(x))^2 + 1)^3} d\alpha \]

\[ - 8 \text{ P.V.} \int_{|\alpha| \leq \eta} \frac{R_2[f''(x), \alpha]((\Delta_\alpha f(x))^2(\delta_\alpha f'(x) + R_1[f''(x), \alpha])}{((\Delta_\alpha f(x))^2 + 1)^3} d\alpha \]

\[ - 8 \int_{|\alpha| > \eta} \frac{(R_1[f''(x)](\Delta_\alpha f(x))^2(\delta_\alpha f'(x))^2}{((\Delta_\alpha f(x))^2 + 1)^3} d\alpha \]

\[ =: T_{4,\text{in}} + T_{4,\text{in}2} + T_{4,\text{out}}. \]
Using (2.24) we may estimate
\[ |T_{4,1,in}| \leq C|f''(x)| \times \left( |f''(x)|^2 \int_{|\alpha| \leq \eta} d\alpha + |f''(x)| (\mathcal{D}[f''(x)](x))^{1/2} \int_{|\alpha| \leq \eta} |\alpha|^{1/2} d\alpha + \mathcal{D}[f''(x)](x) \int_{|\alpha| \leq \eta} |\alpha| d\alpha \right) \]
\[ \leq C|f''(x)| \left( \varepsilon B|f''(x)| + \varepsilon^{3/2} B^{3/2} (\mathcal{D}[f''(x)](x))^{1/2} \int_{|\alpha| \leq \eta} d\alpha \right) \]
\[ \leq C\varepsilon B |f''(x)|^2 + C\varepsilon^2 B^2 \frac{\mathcal{D}[f''(x)](x)}{|f''(x)|}. \]  \hspace{1cm} (4.16)

By also appealing to (2.25) we obtain the bound
\[ |T_{4,2,in}| \leq C B (\mathcal{D}[f''(x)](x))^{1/2} \left( |f''(x)| \int_{|\alpha| \leq \eta} \frac{d\alpha}{|\alpha|^{1/2}} + (\mathcal{D}[f''(x)](x))^{1/2} \int_{|\alpha| \leq \eta} d\alpha \right) \]
\[ \leq C\varepsilon B^2 |f''(x)|^{1/2} (\mathcal{D}[f''(x)](x))^{1/2} + C\varepsilon B^2 \frac{\mathcal{D}[f''(x)](x)}{|f''(x)|}. \]  \hspace{1cm} (4.17)

On the other hand, for the outer term we obtain
\[ |T_{4,\text{out}}| \leq CB^3 \int_{|\alpha| > \eta} d\alpha |\alpha|^{-1} \leq C\varepsilon^{-2} B |f''(x)|^2. \]  \hspace{1cm} (4.18)

Combining (4.16)–(4.18), and using the Cauchy-Schwartz inequality we arrive at
\[ 2 |f''(x)| T_4(x) | \leq C\varepsilon^{-2} B |f''(x)|^3 + C\varepsilon B^2 \mathcal{D}[f''(x)](x) \]  \hspace{1cm} (4.19)

for some positive universal constant \( C > 0 \). This bound is consistent with (4.1).

**Estimate for the \( T_5 \) term.** Recall that \( T_5 \) is computed by taking the derivative of (2.3) as
\[ T_5(x) = \partial_x v(x) = -\frac{\partial}{\partial x} \left( P.V. \int_{\mathbb{R}} \frac{1}{(\Delta_\alpha f(x))^2 + 1} d\alpha \right) \]
\[ = 2 P.V. \int_{\mathbb{R}} \frac{\Delta_\alpha f(x)}{((\Delta_\alpha f(x))^2 + 1)^2} \frac{\delta_\alpha f'(x)}{\alpha^2} d\alpha. \]

The main idea here is that in order to decompose \( T_5 \) into an inner and an outer term, we first need to subtract and add
\[ T_{5,\text{pv}}(x) = 2 \frac{f'(x)}{(f'(x))^2 + 1}^2 P.V. \int_{\mathbb{R}} \frac{\delta_\alpha f'(x)}{\alpha^2} d\alpha = 2 \frac{f'(x)}{(f'(x))^2 + 1}^2 \Lambda f'(x). \]

The contribution from this term is bounded by
\[ |T_{5,\text{pv}}(x)| \leq CB |\Delta f'(x)| = CB |Hf''(x)| \]  \hspace{1cm} (4.20)

where \( H \) is the Hilbert transform. The difference is now decomposed further as
\[ T_5 - T_{5,\text{pv}} = P.V. \int_{\mathbb{R}} K_f(x, \alpha) (\Delta_\alpha f(x) - f'(x)) \frac{\Delta_\alpha f'(x)}{\alpha} d\alpha, \]
where
\[ K_f(x, \alpha) = -2 \frac{(\Delta_\alpha f(x))^2 f'(x) + (\Delta_\alpha f(x))^2 (f'(x))^2 + f'(x)(\Delta_\alpha f(x))^3 + 2 f'(x) \Delta_\alpha f(x) - 1}{((\Delta_\alpha f(x))^2 + 1)^2 (f'(x))^2 + 1)^2}. \]

Next we use that
\[ |K_f(x, \alpha)| \leq 2, \quad \text{for any value of } \Delta_\alpha f(x) \text{ and } f'(x). \]
Decomposing further, it is possible to find
\[ T_5 - T_{5,pv} = P.V. \int_{|\alpha|<\eta} K_f(x,\alpha) \frac{-\alpha f''(x)/2 + \mathcal{R}_2[f''(x,\alpha)\frac{(f''(x) + \mathcal{R}_1[f''(x,\alpha))}{\alpha}}}{((\Delta_\alpha f(x))^2 + 1)^2} d\alpha \\
+ \int_{|\alpha|>\eta} K_f(x,\alpha) \frac{\mathcal{R}_1[f''(x,\alpha)]}{((\Delta_\alpha f(x))^2 + 1)^2} d\alpha \\
=: T_{5,in} + T_{5,out}. \]

For the outer term we directly obtain
\[ |T_{5,out}| \leq CB^2 \int_{|\alpha|>\eta} \frac{d\alpha}{|\alpha|^2} \leq \frac{CB}{\varepsilon} |f''(x)|. \tag{4.21} \]

We recall that \( \eta = \eta(x) = \varepsilon B |f''(x)|^{-1} \). For the inner term, we appeal to (2.25) and (2.24) and obtain that
\[ |T_{5,in}| \leq |f''(x)|^2 \int_{|\alpha|<\eta} d\alpha + C|f''(x)|(|D[f''(x)](x))^{1/2} \int_{|\alpha|<\eta} \frac{|\alpha|^{1/2} d\alpha + C\mathcal{D}[f''(x)](x)}{\int_{|\alpha|<\eta} |\alpha| d\alpha} \]
\[ \leq C\varepsilon B |f''(x)| + C\varepsilon^{3/2} B^{3/2} (\mathcal{D}[f''(x)](x))^{1/2} \frac{1}{|f''(x)|^{1/2}} + C\varepsilon^2 B^2 \mathcal{D}[f''(x)](x) \frac{1}{|f''(x)|^{1/2}}. \tag{4.22} \]

Summarizing, (4.21) and (4.22) and using the Cauchy-Schwartz inequality, we obtain the desired bound
\[ |T_5(x) - T_{5,pv}(x)| \leq \frac{CB}{\varepsilon} |f''(x)| + C\varepsilon^2 B^2 \frac{\mathcal{D}[f''(x)](x)}{|f''(x)|^2} \]
which combined with (4.20) yields the desired bound (4.2).

**Proof of Lemma 4.2.** The proof closely follows that of Lemma 4.1, but uses (2.26)–(2.27) instead of (2.24)–(2.25). We let \( \bar{\varepsilon} \in (0,1] \) to be determined, and as in (4.5) let
\[ \eta = \eta(x) = \frac{\bar{\varepsilon} B}{|f''(x)|}. \]

In this proof the constant \( C \) may change from line to line, and may depend on \( p \), but not on \( \bar{\varepsilon}, B, \) or \( x \).

**Estimate for the** \( T_1, T_2, T_3, \) and \( T_4 \) **terms.** We first claim that
\[ |T_1(x)| + |T_2(x)| + |T_3(x)| + |T_4(x)| \leq \frac{CB}{\varepsilon^2} |f''(x)|^2 + CB^{(p+2)/p} \frac{\varepsilon^2/2 (\mathcal{D}[f''(x)](x))^{2/p}}{|f''(x)|^{2/p}} \tag{4.23} \]
for some constant \( C > 0 \), and all \( x \in \mathbb{R} \).

We verify this estimate by checking each term individually. For \( T_1 \), similarly to (4.6) and (4.7), by using (2.26)–(2.27) we have that
\[ |T_{1,in}(x)| \leq C\varepsilon^{1/p} B^{(p+1)/p} |f''(x)|^{(p-1)/p} (\mathcal{D}[f''(x)](x))^{1/p} + CB^{(p+2)/p} \frac{\varepsilon^2/2 (\mathcal{D}[f''(x)](x))^{2/p}}{|f''(x)|^{2/p}} \]
so that by Cauchy-Schwartz we obtain that \( T_1 \) is bounded as in (4.23).

For the \( T_2 \) term, as in (4.9), (4.10), and (4.11), but using (2.26)–(2.27), we obtain
\[ |T_{2,1,in}(x)| \leq C\varepsilon^{1/p} B^{(p+1)/p} |f''(x)|^{(p-1)/p} (\mathcal{D}[f''(x)](x))^{1/p} + CB^{(p+2)/p} \frac{\varepsilon^2/2 (\mathcal{D}[f''(x)](x))^{2/p}}{|f''(x)|^{2/p}} \]
\[ |T_{2,2,in}(x)| \leq C\varepsilon B |f''(x)|^2 + CB^{(p+2)/p} \frac{\varepsilon^2/2 (\mathcal{D}[f''(x)](x))^{2/p}}{|f''(x)|^{2/p}} \]
\[ |T_{2,3,in}(x)| \leq \frac{CB}{\varepsilon} |f''(x)|^2 + CB^{(p+1)/p} \frac{\varepsilon^2/2 (\mathcal{D}[f''(x)](x))^{2/p}}{|f''(x)|^{2/p}} \]
so that by Cauchy-Schwartz it follows that \( T_2 \) obeys the bound (4.23).
For $T_3$, we proceed slightly differently from (4.6) and (4.7), but still use (2.26)–(2.27) and obtain

$$
|T_3(x)| = 2 \left| P.V. \int \mathbb{R} \frac{\Delta_{x} f(x)}{\delta_{x} f''(x)} \frac{\delta_{x} f''(x)}{\delta_{x} f'(x)} \frac{\delta_{x} f'(x)}{\delta_{x} f(x)} \frac{\delta_{x} f(x)}{\delta_{x} f''(x)} \right|
$$

$$
\leq C B (\mathcal{D}^p f''(x))^{1/p} \left( \int \frac{\mathcal{R}_1 f''(x)}{\alpha^2} \right)^{(p-1)/p}
$$

$$
\leq C B (\mathcal{D}^p f''(x))^{1/p} \left( \int \frac{\mathcal{R}_2 f''(x)}{\alpha^2} \right)^{(p-1)/p} + B \eta^{-(p-1)/p}
$$

which is consistent with (4.23).

Lastly, for the $T_4$ term, we use bounds similar to (4.16), (4.17), and (4.18), combined with (2.26)–(2.27), to deduce

$$
|T_{4,1,in}| \leq C |f''(x)| \left( \varepsilon B |f''(x)| + \varepsilon^{(p+2)/p} B^{(p+2)/p} \frac{(\mathcal{D}^p f''(x))^{2/p}}{|f''(x)|^{(p+2)/p}} \right)
$$

$$
|T_{4,2,in}| \leq C \varepsilon^{2/p} B^{(p+1)/p} |f''(x)|^{(p-1)/p} (\mathcal{D}^p f''(x))^{1/p} + C \varepsilon^{2/p} B^{(p+2)/p} \frac{(\mathcal{D}^p f''(x))^{2/p}}{|f''(x)|^{(p+2)/p}}
$$

$$
|T_{4, out}| \leq \frac{CB}{\varepsilon^2} |f''(x)|^2
$$

which concludes the proof of (4.23).

In order to prove (4.3), now we use (4.23) in which we choose $\varepsilon$ depending on two cases:

$$
\begin{align*}
B^{2/p} (\mathcal{D}^p f''(x))^{2/p} &\leq |f''(x)|^{2(p+1)/p}, \\
B^{2/p} (\mathcal{D}^p f''(x))^{2/p} &\geq |f''(x)|^{2(p+1)/p},
\end{align*}
$$

then let $\varepsilon = 1$,

$$
\varepsilon = |f''(x)| (B \mathcal{D}^p f''(x))^{-1/(p+1)}.
$$

(4.24)

We thus obtain the desired estimate

$$
|T_1(x)| + |T_2(x)| + |T_3(x)| + |T_4(x)| \leq C B \max \left\{ |f''(x)|^2, B^{2/(p+1)} (\mathcal{D}^p f''(x))^{2/(p+1)} \right\}
$$

$$
\leq \frac{C B^2 (\mathcal{D}^p f''(x))^{2/p}}{|f''(x)|^{p-1}} + \frac{C B |f''(x)|^2}{\varepsilon^{2/(p-1)}},
$$

where in the last inequality we have appealed to the $\varepsilon$-Young inequality and the essential fact that $2 < p + 1$.

**Estimate for the $T_5$ term.** The first step is to show that

$$
|T_5(x)| \leq C B \left( |Af'(x)| + \frac{1}{\varepsilon} |f''(x)| + \varepsilon^{(p+2)/p} \frac{(\mathcal{D}^p f''(x))^{2/p}}{|f''(x)|^{(p+2)/p}} \right)
$$

(4.25)

holds when $p \in (1, 2)$. For this purpose, similarly to (4.20), (4.21), and (4.22), by using (2.26)–(2.27) we arrive at

$$
|T_{5, pv}| \leq C B |Af'(x)|
$$

$$
|T_{5, in}| \leq C \varepsilon B |f''(x)| + C \varepsilon^{(p+2)/p} B^{(p+2)/p} \frac{(\mathcal{D}^p f''(x))^{2/p}}{|f''(x)|^{(p+2)/p}}
$$

$$
|T_{5, out}| \leq \frac{CB}{\varepsilon} |f''(x)|.
$$
Combining the above estimates proves (4.25). We now use (4.25) in which we choose $\bar{\varepsilon}$ precisely as in (4.24) to obtain the desired estimate
\[
|T_5(x)| \leq CB \left( |\Lambda f'(x)| + |f''(x)| + B^{1/(p+1)}(D^p[f''(x)])^{1/(p+1)} \right) \\
\leq CB \left( |\Lambda f'(x)| + \frac{1}{\varepsilon^p} |f''(x)| + \frac{\varepsilon B D^p[f''(x)]}{|f''(x)|^p} \right)
\]
In the last inequality we have appealed to the $\varepsilon$-Young inequality and the fact that $1 < p + 1$.

\section{5. Proof of Theorem 1.2, part (i), Blowup Criterion for the Curvature}

We evaluate (2.7) at a point $\bar{x} = \bar{x}(t)$ where the second derivative achieves its maximum, i.e. such that
\[
|f''(\bar{x}, t)| = \|f''(t)\|_{L^\infty} = M_\infty(t).
\]
At this point $\bar{x}$ we have
\[
\partial_x |f''(\bar{x}, t)|^2 = 0 \quad \text{and} \quad \mathcal{L}_f[f''(\bar{x}, t)] \geq 0.
\]
By Rademacher’s theorem whose use is justified by the assumptions, we may then show that
\[
\frac{d}{dt} M_\infty(t)^2 = \frac{d}{dt} \|f''(t)\|^2_{L^\infty} = \partial_t |f''(\bar{x}, t)|^2 \\
\leq (\partial_t + v(\bar{x}, t) \partial_x + \mathcal{L}_f)[f''(\bar{x}, t)]^2 \\
= 2 f''(\bar{x}, t) (T_1 + T_2 + T_3 + T_4) - \mathcal{D}_f[f''(\bar{x}, t)] 
\]
for almost every $t \in [0, T]$.

In order to complete the proof, we estimate the right hand side of (5.1). The dissipative term $\mathcal{D}_f[f''(x)]$ is non-negative, and is bounded from below explicitly as in (2.14), (3.1), and (3.3). In order to estimate the $T_1, \ldots, T_4$ terms on the right side of (2.6), we appeal to the upper bound (4.1) obtained in Lemma 4.1. We thus obtain
\[
\frac{d}{dt} M_\infty^2 + \frac{1}{2(1 + B^2)} \mathcal{D}[f''(\bar{x})] + \frac{1}{2} L_B(M_\infty) \leq \frac{C_0 B}{\varepsilon} M_\infty^3 + C_0 \varepsilon B^2 \mathcal{D}[f''(\bar{x})] 
\]
for some universal constant $C_0 \geq 1$. We now choose the value of $\varepsilon$ in Lemma 4.1 as
\[
\varepsilon = \min \left\{ \frac{1}{2 C_0 B^2 (1 + B^2)}, 1 \right\}
\]
in order to obtain
\[
\frac{d}{dt} M_\infty^2 + \frac{1}{2} L_B(M_\infty) \leq K_B M_\infty^3
\]
where
\[
K_B = C_0 B \max \{1, 4 C_0^2 B^4 (1 + B^2)^2\}
\]
is a constant that depends solely on $B$. To close the argument, we recall cf. (3.4) that
\[
\lim_{M \to \infty} \frac{L_B(M)}{M^3} = \infty
\]
and that $L_B$ is continuous, which shows that there exists $M_\infty^* = M_\infty^*(B, C_0)$ such that
\[
\frac{1}{2} L_B(M) \geq K_B M^3 \quad \text{for any} \quad M \geq M_\infty^*.
\]
Therefore, we obtain
\[
M_\infty(t) \leq \max \{ M_\infty(0), M_\infty^* \}
\]
for all $t \in [0, T]$, which concludes the proof of the theorem.
6. Proof of Theorem 1.1, Local Existence

In view of the available $L^p$ maximum principle for $f$, cf. (2.4), the proof consists of coupling the evolution of the maximal slope

$$B(t) = \|f'(t)\|_{L^\infty}$$

with that of the $L^p$ norm of $f''$

$$M_p(t) = \|f''(t)\|_{L^p}.$$  

Our goal is to obtain an a priori estimate of the type

$$\frac{d}{dt}(B^2 + M_p^2) \leq \text{polynomial}(B^2 + M_p^2)$$

from which the existence of solutions on a time interval that only depends on $B(0)^2 + M_p(0)^2$ follows by a standard approximation procedure.

For the evolution of $M_p(t)$ we split the proof in three cases:

(i) $p = \infty$
(ii) $p \in [2, \infty)$
(iii) $p \in (1, 2)$.

We however note that in all of these three cases, but the 1D Sobolev embedding, as soon as $f'' \in L^p$, we have $f' \in C^{(p-1)/p}$, and we have the bound

$$[f']_{C^{(p-1)/p}} \leq \|f''\|_{L^p}$$

for some positive constant $C$ that may depend on $p$. In particular, it follows from (2.21) that the bound

$$|R_1[f'](x, \alpha)| = |\Delta_\alpha f(x) - f'(x)| \leq |\alpha|^{(p-1)/p}||f''||_{L^p}$$  \hspace{1cm} (6.1)

for all $x, \alpha \in \mathbb{R}$, and all $p \in (1, \infty]$. In view of this estimate, we immediately notice that the uniqueness of solutions in $W^{2,p}$ follows directly from Theorem 1.4, whose proof is given below.

6.1. Evolution of the maximal slope $B(t)$. We first multiply equation (2.5) by $f'(x, t)$ and arrive at the equation

$$(\partial_t + v\partial_x + \mathcal{L}_f)|f'|^2 + D_f[f'] = T_6$$ \hspace{1cm} (6.2)

pointwise in $(x, t)$, where we have denoted

$$T_6(x, t) = 4f'(x, t) \int_\mathbb{R} \frac{(R_1[f'](x, \alpha))(\Delta_\alpha f(x, t))}{(\Delta_\alpha f(x, t))^2 + 1} \frac{\delta_\alpha f'(x, t)}{(\delta_\alpha f(x))^2 + \alpha^2} d\alpha.$$ 

Let $\bar{x} = \bar{x}(t)$ be a point such that $|f'(\bar{x}(t), t)| = B(t)$. Using equation (6.2) and Rademacher’s theorem we find that

$$\frac{d}{dt}B^2(t) = \partial_t|f'(\bar{x}, t)|^2 = T_6(\bar{x}, t) - (D_f[f'](\bar{x}, t) + \mathcal{L}_f[f'(\bar{x}, t)]^2)$$ \hspace{1cm} (6.3)

for almost every $t$. Here we used that at a point of global maximum $\partial_x|f'|^2 = 0$. Note that also that at $\bar{x}$ we have $\mathcal{L}_f[f']^2 \geq 0$. It remains to bound $T_6(\bar{x}, t)$. For this purpose we decompose $T_6$ as follows

$$T_6(x) = 2 \int_{|\alpha| \leq \varepsilon} \frac{(R_1[f'](x, \alpha))(\Delta_\alpha f(x, t))^2}{(\Delta_\alpha f(x, t))^2 + 1} \frac{\delta_\alpha f'(x, t)^2}{(\delta_\alpha f(x))^2 + \alpha^2} d\alpha + 2 \int_{|\alpha| \leq \varepsilon} \frac{(R_1[f'](x, \alpha))(\Delta_\alpha f(x, t))^2}{(\Delta_\alpha f(x, t))^2 + 1} \frac{\delta_\alpha f'(x, t)^2}{(\delta_\alpha f(x))^2 + \alpha^2} d\alpha + 4f'(x, t) \int_{|\alpha| \leq \varepsilon} \frac{(R_1[f'](x, \alpha))(\Delta_\alpha f(x, t))}{((\Delta_\alpha f(x, t))^2 + 1)^2} \frac{\delta_\alpha f'(x, t)}{\alpha^2} d\alpha$$

$$= T_{6,1, in}(x) + T_{6,2, in}(x) + T_{6, out}(x)$$

where

$$T_{6,1, in}(x) = 2 \int_{|\alpha| \leq \varepsilon} \frac{(R_1[f'](x, \alpha))(\Delta_\alpha f(x, t))^2}{(\Delta_\alpha f(x, t))^2 + 1} \frac{\delta_\alpha f'(x, t)^2}{(\delta_\alpha f(x))^2 + \alpha^2} d\alpha + 2 \int_{|\alpha| \leq \varepsilon} \frac{(R_1[f'](x, \alpha))(\Delta_\alpha f(x, t))^2}{(\Delta_\alpha f(x, t))^2 + 1} \frac{\delta_\alpha f'(x, t)^2}{(\delta_\alpha f(x))^2 + \alpha^2} d\alpha$$

$$T_{6,2, in}(x) = 4f'(x, t) \int_{|\alpha| \leq \varepsilon} \frac{(R_1[f'](x, \alpha))(\Delta_\alpha f(x, t))}{((\Delta_\alpha f(x, t))^2 + 1)^2} \frac{\delta_\alpha f'(x, t)}{\alpha^2} d\alpha$$

and

$$T_{6, out}(x) = 2 \int_{|\alpha| \geq \varepsilon} \frac{(R_1[f'](x, \alpha))(\Delta_\alpha f(x, t))^2}{(\Delta_\alpha f(x, t))^2 + 1} \frac{\delta_\alpha f'(x, t)^2}{(\delta_\alpha f(x))^2 + \alpha^2} d\alpha + 2 \int_{|\alpha| \geq \varepsilon} \frac{(R_1[f'](x, \alpha))(\Delta_\alpha f(x, t))^2}{(\Delta_\alpha f(x, t))^2 + 1} \frac{\delta_\alpha f'(x, t)^2}{(\delta_\alpha f(x))^2 + \alpha^2} d\alpha$$

$$+ 4f'(x, t) \int_{|\alpha| \geq \varepsilon} \frac{(R_1[f'](x, \alpha))(\Delta_\alpha f(x, t))}{((\Delta_\alpha f(x, t))^2 + 1)^2} \frac{\delta_\alpha f'(x, t)}{\alpha^2} d\alpha.$$
where \( \varepsilon = \varepsilon(x) > 0 \) is to be determined, and we ignore the \( t \)-dependence of all factors. Using (6.1) and the fact that \( \mathcal{L}_f |f'(\bar{x})|^2 \geq 0 \) we may estimate

\[
|T_{6,1,\text{in}}(\bar{x})| \leq \varepsilon^{(p-1)/p} \|f''\|_{L^p} D_f[f'](\bar{x})
\]

\[
|T_{6,2,\text{in}}(\bar{x})| \leq \varepsilon^{(p-1)/p} \|f''\|_{L^p} \mathcal{L}_f[f'](\bar{x})^2,
\]

while the bound (2.20) yields

\[
|T_{6,\text{out}}(\bar{x})| \leq \frac{8B^3}{\varepsilon}.
\]

Letting

\[
\varepsilon = \left( \frac{1}{2\|f''\|_{L^p}} \right)^{p/(p-1)}
\]

in the above three estimates, we arrive at

\[
|T_6(\bar{x})| \leq \frac{1}{2} \left( D_f[f'](\bar{x}) + \mathcal{L}_f[f'](\bar{x})^2 \right) + CB^3\|f''\|_{L^p}^{p/(p-1)}
\]

which combined with (6.3) gives

\[
\frac{d}{dt} B^2 \leq CB^3\|f''\|_{L^p}^{p/(p-1)}
\]

(6.4) for some positive constant \( C \) that may depend on \( p \in (1, \infty) \).

6.2. Case (i), \( p = \infty \). We recall the evolution of \( M_\infty(t) \), cf. (5.2), in which we take

\[
\varepsilon = \varepsilon(t) = \min \left\{ \frac{1}{2C_0B(t)^2(1 + B(t)^2)}, 1 \right\}
\]

to arrive at the a priori estimate

\[
\frac{d}{dt} M_\infty^2 \leq C_0B \max \left\{ 2C_0B^2(1 + B^2), 1 \right\} M_\infty^3.
\]

(6.5) Combining (6.4) with (6.5) we obtain that

\[
\frac{d}{dt} (B(t)^2 + M_\infty(t)^2) \leq CB(t)^3M_\infty(t) + CB(t)(1 + B(t)^2)^2 M_\infty(t)^3
\]

\[
\leq C(1 + B(t)^2 + M_\infty(t)^2)^4
\]

(6.6) for some positive constant \( C \). Integrating (6.6), we obtain that there exists \( T = T(\|f'_0\|_{L^\infty}, \|f''_0\|_{L^\infty}) > 0 \) on which the solution may be shown to exist and have finite \( W^{2,\infty} \) norm.

6.3. Case (ii), \( 2 \leq p < \infty \). We consider the evolution of \( |f''|^p \) in divergence form, cf. (2.16), apply the upper bound given by Lemma 4.1 for the terms \( T_1, \ldots, T_5 \) on the right side of (2.16), and the lower bound given in Lemma 3.3, estimate (3.5), and the bound given by (2.14) for the dissipative term \( D_f[f'''] \) on the left side of (2.16), to arrive at

\[
(\partial_t + \mathcal{L}_f) |f''(x, t)|^p + \partial_x(v(x, t)) |f''(x, t)|^p + \frac{|f''(x, t)|^{p-2}}{2(1 + B(t)^2)} D[f'''](x, t) + \frac{|f''(x, t)|^{2p}}{C_1(1 + B(t)^2)\|f'''\|_{L^p}^p}
\]

\[
\leq C_1 B(t) |f''(x, t)|^p \|Hf''(x, t)\| + \frac{C_1 B(t)}{\varepsilon(t)^2} |f''(x, t)|^{p+1} + C_1 \varepsilon B(t)^2 |f''(x, t)|^{p-2} D[f'''](x, t)
\]

(6.7) pointwise in \( x \) and \( t \). Choosing

\[
\varepsilon(t) = \min \left\{ \frac{1}{4C_1 B(t)^2(1 + B(t)^2)^2}, 1 \right\}
\]
we conclude from (6.7) that
\begin{align*}
(\partial_t + \mathcal{L}_f) |f''(x, t)|^p + \partial_x(v(x, t)) |f''(x, t)|^p + \frac{|f''(x, t)|^{p-2}}{4(1 + B(t)^2)} D[f''(x, t)] + \frac{|f''(x, t)|^{2p}}{C_1(1 + B(t)^2) \|f''(t)\|_{L^p}}^p \\
\leq C_1 B(t) |f''(x, t)|^p |H f''(x, t)| + CB(t)^5 (1 + B(t)^2) |f''(x, t)|^{p+1}
\end{align*}
(6.8)
where \(C = C(C_1) > 0\) is a constant.

At this stage we integrate (6.8) for \(x \in \mathbb{R}\). First we note that
\begin{align*}
\int_{\mathbb{R}} \mathcal{L}_f[|f''|^p](x) dx = \text{P.V.} \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{|f''(x)|^p - |f''(x - \alpha)|^p}{|f(x) - f(x - \alpha)|^2 + \alpha^2} d\alpha dx = 0.
\end{align*}
(6.9)
This fact may be seen by changing variables \(x \rightarrow x - \alpha\). We thus obtain an a priori estimate for the evolution of \(M_p(t) = \|f''(t)\|_{L^p}\) as
\begin{align*}
\frac{d}{dt} M_p(t)^p + \frac{M_{2p}(t)^{2p}}{C_1(1 + B(t)^2) M_p(t)^p} \leq CB(t)(1 + B(t)^2)^3 M_{p+1}(t)^{p+1}
\end{align*}
(6.10)
by also using that the Hilbert transform is bounded on \(L^p\). Furthermore, since for \(p > 1\) we have \(p + 1 < 2p\), we may interpolate
\begin{align*}
M_{p+1}(t) \leq M_p(t)^{(p-1)/(p+1)} M_{2p}(t)^{2/(p+1)}
\end{align*}
(6.11)
which combined with (6.10) and the \(\varepsilon\)-Young inequality, yields
\begin{align*}
\frac{d}{dt} M_p(t)^p + \frac{M_{2p}(t)^{2p}}{C_1(1 + B(t)^2) M_p(t)^p} \leq CB(t)(1 + B(t)^2)^3 M_{p-1}(t)^{p-1} M_{2p}(t)^2
\end{align*}
(6.12)
In conclusion, we obtain
\begin{align*}
\frac{d}{dt} M_p(t)^2 \leq CB(t)^{p/(p-1)}(1 + B(t)^2)^{(3p+1)/(p-1)} (M_p(t)^2)^{(3p-2)/(2p-2)}
\end{align*}
which combined with (6.4) gives
\begin{align*}
\frac{d}{dt} \left(B(t)^2 + M_p(t)^2\right) \leq C(1 + B(t)^2 + M_p(t)^2)^{5p/(p-1)}
\end{align*}
(6.13)
for some positive constant \(C\). Integrating (6.13), we obtain that there exists \(T = T(\|f'_0\|_{L^\infty}, \|f''_0\|_{L^p}) > 0\) on which the solution may be shown to exist and have finite \(W^{2,p} \cap W^{1,\infty}\) norm.

### 6.4. Case (iii), \(1 < p < 2\)
We proceed similarly to the case \(p \geq 2\), but instead of applying to (2.16), we use (2.19). For the dissipative term on the left side of (2.16), we use the minimum between the lower bounds provided by (3.5) and (3.6) in Lemma 3.3 and (2.14). For the nonlinear terms on the right side of (2.19) we use the minimum between the upper bounds provided by Lemmas 4.1 and 4.2. The resulting pointwise in \((x, t)\) inequality is
\begin{equation}
(\partial_t + \mathcal{L}_f)|f''(x, t)|^p + \partial_x(v(x, t)) |f''(x, t)|^p + \frac{1}{C_2(1 + B^2)} \min \left\{ \frac{D[f'']}{|f''|^{2-p}}, \mathcal{D}[f''] \right\} + \frac{|f''|^2}{C_2(1 + B^2) \|f''(t)\|_{L^p}} \\
\leq C_2 \varepsilon B^2 \min \left\{ \frac{D[f'']}{|f''|^{2-p}}, \mathcal{D}[f''] \right\} + \frac{C_2 B}{\varepsilon^{2/(p-1)}} |f''|^p + \frac{C_2 B |H f''|}{\varepsilon^{2/(p-1)}} |f''|^p
\end{equation}
(6.14)
for some constant \(C_2 > 0\). Choosing
\begin{equation}
\varepsilon(t) = \min \left\{ \frac{1}{2C_2^2 B(t)^2(1 + B(t)^2)}, 1 \right\}
\end{equation}
we conclude from (6.14) that
\[
(\partial_t + L_f)|f''|^p + \partial_x(v|f''|^p) + \frac{1}{2C_2(1 + B^2)} \min \left\{ \frac{D[f'']}{[f'']^{2-p}}, D''[f''] \right\} + \frac{|f''|^{2p}}{C_2(1 + B^2)} \|f''\|_{L^p}^p \leq C(1 + B^2)^{(p+7)/(2p-2)}(|f'''|^{p+1} + |H f'''| |f''|^p).
\]

Upon integrating (6.15) for \( x \in \mathbb{R} \), using the identity (6.9), the boundedness of \( H \) on \( L^p \), and the interpolation bound (6.11), we thus arrive at
\[
\frac{d}{dt} M_p(t)^p + \frac{M_{2p}(t)^{2p}}{C_2(1 + B(t)^2)} M_p(t)^p \leq C(1 + B(t)^2)^{(p+7)/(2p-2)} M_{p+1}(t)^{p+1}
\]
\[
\leq C(1 + B(t)^2)^{(p+7)/(2p-2)} M_p(t)^{p-1} M_{2p}(t)^2.
\]

Similarly to (6.12)–(6.13), since \( p + 1 > 2 \), and by using the \( \varepsilon \)-Young inequality, we conclude from (6.16) that
\[
\frac{d}{dt} M_{p}(t)^2 \leq C(1 + B(t)^2)^{(p^2+9p-2)/(2(p-1)^2)} (M_p(t)^2)^{3p-2}/(2p-2).
\]

Combining with (6.4) we finally arrive at
\[
\frac{d}{dt} (B(t)^2 + M_p(t)^2) \leq C(1 + B(t)^2 + M_p(t)^2)^{2p(p+1)/(p-1)^2}.
\]

Integrating (6.13), we obtain that there exists \( T = T(\|f'_0\|_{L^\infty}, \|f''_0\|_{L^p}) > 0 \) on which the solution may be shown to exist and have finite \( W^{2, p} \cap W^{1, \infty} \) norm.

### 7. Proof of Theorem 1.3, Global Existence for Small Datum

The proof follows closely the estimates in Section 6. The major difference is that assumption (1.4) and the maximum principle for \( f' \) established in [CG09, Section 5] show that
\[
\|f'(t)\|_{L^\infty} \leq B \leq \frac{1}{C_*}
\]
for all \( t > 0 \). Thus, we do not need to consider the evolution of \( B(t) \), as we have
\[
B(t) \leq \frac{1}{C_*}
\]
for \( t \in [0, T) \), where \( T > 0 \) is the maximal existence time in \( W^{2, p} \). For simplicity, we split the proof in three cases based on the value of \( p \in (1, \infty) \):

(i) \( p = \infty \)

(ii) \( p \in [2, \infty) \)

(iii) \( p \in (1, 2) \).

#### 7.1. Case (i), \( p = \infty \)
We use the estimate (5.2), but here we apply lower bound (3.1) instead of (3.12), and we set \( \varepsilon = 1 \). We arrive at
\[
\frac{d}{dt} M_\infty^2 + \frac{1}{2(1 + B^2)} D[f''](\bar{x}) + \frac{M_\infty^3}{4B(1 + B^2)} \leq C_0 BM_\infty^3 + C_0 B^2 D[f''](\bar{x})
\]
where \( \bar{x} = \bar{x}(t) \) is a point at which \( M_\infty = |f''(\bar{x}, t)|. \) For \( B \) small enough, so that
\[
2C_0 B^2 (1 + B^2) \leq 1 \quad \text{and} \quad 100C_0 B^2 (1 + B^2) \leq 1
\]
holds, we thus obtain
\[
\frac{d}{dt} M_\infty^2 + \frac{1}{50B(1 + B^2)} M_\infty^2 \leq 0.
\]
Integrating the above over the dissipative term \( D \) we obtain that
\[
M_{\infty}(t) \leq \frac{M_{\infty}(0)}{1 + \frac{M_{\infty}(0)}{B} t}
\]
for all \( t \geq 0 \), which proves (1.5).

7.2. Case (ii), \( 2 \leq p < \infty \). We use the first line of estimate (6.8), but instead of using (3.5) to bound the dissipative term \( D[f'''] \) from below, we appeal to (3.1). We arrive at
\[
(\partial_t + L_f)[f''(x,t)]p + \partial_x(|v(x,t)||f''(x,t)|^p) + \frac{|f''(x,t)|^{p+1}}{96B(1 + B^2)} + \frac{|f''(x,t)|^{p-2}D[f''(x,t)]}{4(1 + B^2)} 
\]
\[
\leq C_1 B|f''(x,t)|^p|Hf''(x,t)| + CB^5(1 + B^2)|f''(x,t)|^{p+1}.
\]
Integrating the above over \( x \in \mathbb{R} \), similarly to (6.10) we obtain
\[
\frac{d}{dt} M_p(t)^p + \frac{M_{p+1}(t)^{p+1}}{200B(1 + B^2)} + \frac{1}{4(1 + B^2)} \int \mathbb{R} |f''(x,t)|^{p-2}D[f''(x,t)]dx \leq CB(1 + B^2)^3 M_{p+1}(t)^{p+1}
\]
for some \( C > 0 \). If \( B \) is chosen small enough so that
\[
200CB^2(1 + B^2)^4 \leq 1
\]
we thus obtain
\[
\frac{d}{dt} M_p(t)^p + \frac{M_{p+1}(t)^{p+1}}{200B(1 + B^2)} + \frac{1}{4(1 + B^2)} \int \mathbb{R} |f''(x,t)|^{p-2}D[f''(x,t)]dx \leq 0.
\]
Integrating the above in time and noting that
\[
\int \mathbb{R} |f''(x,t)|^{p-2}D[f''(x,t)]dx = \frac{1}{2} \int \mathbb{R} \int \mathbb{R} \left( |f''(x)|^{p-2} + |f''(x - \alpha)|^{p-2} |f''(x) - f''(x - \alpha)|^2 \right)\frac{d\alpha}{\alpha^2} dx
\]
\[
\geq \frac{1}{p^2} \int \mathbb{R} \int \mathbb{R} \left( |f''(x)|^{p-2} - |f''(x - \alpha)|^{p-2} \right)^2 \frac{d\alpha}{\alpha^2} dx
\]
\[
= \frac{1}{p^2} \|f'''|^{p/2}\|_{H^{1/2}}^2
\]
concludes the proof of (1.6).

7.3. Case (iii), \( 1 < p < 2 \). We use estimate (6.15) in which we bound from below the dissipative terms from below by appealing to Lemma 3.1, and arrive at
\[
(\partial_t + L_f)[f''(x,t)]p + \partial_x(|v(x,t)||f''(x,t)|^p) + \frac{|f''|^p}{200BC^2(1 + B^2)} + \frac{|f''|^{2p}}{C^2(1 + B^2)\|f''\|_{L^p}^{p}}
\]
\[
\leq C(1 + B^2)^{p+7}/(2p-2)(|f''|p+1 + |Hf''| |f''|p).
\]
Integrating the above over \( x \in \mathbb{R} \), and using that \( H \) is bounded on \( L^p \) in this range of \( p \), we thus arrive at
\[
\frac{d}{dt} M_p(t)^p + \frac{M_{p+1}(t)^{p+1}}{200BC^2(1 + B^2)} + \frac{M_{2p}(t)^{2p}}{C^2(1 + B^2)\|f''\|_{L^p}^{p}} \leq C(1 + B^2)^{(p+7)/(2p-2)} M_{p+1}(t)^{p+1}.
\]
Lastly, choosing \( B \) small enough so that
\[
400C^2CB(1 + B^2)^{(3p+5)/(2p-2)} \leq 1,
\]
we arrive at
\[
\frac{d}{dt} M_p(t)^p + \frac{M_{p+1}(t)^{p+1}}{400BC^2(1 + B^2)} \leq 0
\]
which upon integration in time concludes the proof of (1.7) and thus of the theorem.
8. Proof of Theorem 1.2, part (ii), Blowup Criterion for Smooth Solutions

We shall study the evolution of the $\|f\|_{H^k(t)}$ norms for $k \geq 3$. We show that they can be controlled by $\sup_{[0,T]} \|f'(t)\|_{L^\infty}$ and $\sup_{[0,T]} \|f''(t)\|_{L^\infty}$. Then Theorem 1.2 concludes the proof. In fact, the $H^k$ norm of a solution with $k > 3$ can be controlled already by $H^3$-norm as shown in [CCG+13a], Section 5.2. Therefore we may assume $k = 3$. We start by dealing with the evolution of $\|f''(t)\|_{L^2}^2$. We use inequality (7.2) with $\varepsilon$ small enough and $p = 2$, to obtain

$$\frac{d}{dt} \|f''\|_{L^2}^2 + \frac{\|f''\|_{H^{1/2}}^2}{2C_0(1 + B^2)} \leq C(B) \|f''\|_{L^2}^3 \leq C(B) \|f''\|_{L^\infty} \|f''\|_{L^2}^2,$$

and therefore

$$\|f''(t)\|_{L^2}^2 \leq \|f''_0\|_{L^2}^2 \exp \left( C(B) \int_0^t \|f''(s)\|_{L^\infty} \, ds \right). \tag{8.1}$$

We use equation (2.1) to split

$$\int_{\mathbb{R}} f'''(x)f''(x) \, dx = I_1 + I_2 + I_3 + I_4,$$

where

$$I_1 = \int_{\mathbb{R}} f'''(x) \int_{\mathbb{R}} (f'''(x)\alpha - \delta_\alpha f'''(x)) \left( \frac{1}{(\delta_\alpha f(x))^2 + \alpha^2} \right) \, d\alpha \, dx,$$

$$I_2 = 3 \int_{\mathbb{R}} f'''(x) \int_{\mathbb{R}} (\alpha f'(x) - \delta_\alpha f''(x)) \partial_x \left( \frac{1}{(\delta_\alpha f(x))^2 + \alpha^2} \right) \, d\alpha \, dx,$$

$$I_3 = 3 \int_{\mathbb{R}} f'''(x) \int_{\mathbb{R}} (f''(x)\alpha - \delta_\alpha f'(x)) \partial_x^2 \left( \frac{1}{(\delta_\alpha f(x))^2 + \alpha^2} \right) \, d\alpha \, dx,$$

$$I_4 = \int_{\mathbb{R}} f'''(x) \int_{\mathbb{R}} (f'(x)\alpha - \delta_\alpha f(x)) \partial_x^3 \left( \frac{1}{(\delta_\alpha f(x))^2 + \alpha^2} \right) \, d\alpha \, dx.$$ 

In $I_1$ it is possible to decompose further and obtain

$$I_1 = \int_{\mathbb{R}} f'''(x)f''(x)P.V. \int_{\mathbb{R}} \frac{\alpha}{(\delta_\alpha f(x))^2 + \alpha^2} \, d\alpha \, dx - \frac{1}{2} \int_{\mathbb{R}} \mathcal{D}_f[f'''(x)] \, dx := I_{1,1} + I_{1,2}.$$ 

We bound $I_{1,1}$ as

$$I_{1,1} = \int_{\mathbb{R}} |f'''(x)|^2 P.V. \int_{\mathbb{R}} \frac{\alpha \delta_\alpha f(x) \delta_\alpha f'(x)}{((\delta_\alpha f(x))^2 + \alpha^2)^2} \, d\alpha$$

$$= \int_{\mathbb{R}} |f'''(x)|^2 P.V. \int_{\mathbb{R}} \frac{1}{(\alpha \delta_\alpha f(x))} \left( \frac{(\Delta_\alpha f(x))^2}{((\delta_\alpha f(x))^2 + 1)^2} - \frac{f''(x)}{((f'(x))^2 + 1)^2} \right) \Delta_\alpha f'(x) \, d\alpha$$

$$+ \int_{\mathbb{R}} |f'''(x)|^2 \frac{f''(x) \Delta_\alpha f'(x)}{((f'(x))^2 + 1)^2} \, dx := I_{1,1,1} + I_{1,1,2}.$$ 

In $I_{1,1,1}$ one finds extra cancelation in such a way that splitting in the regions $|\alpha| < r$ and $|\alpha| > r$ and optimizing in $r$, it is possible to obtain as before

$$I_{1,1,1} \leq C(B) \|f''\|_{L^\infty} \|f'''\|_{L^2}^2.$$ 

For $I_{1,1,2}$, the Gagliardo-Nirenberg interpolation inequality $\|g\|_{L^4} \leq C \|g\|_{L^2}^{1/2} \|g\|_{H^{1/2}}^{1/2}$ yields

$$I_{1,1,2} \leq \|f''\|_{L^2}^2 \|f'''\|_{L^4}^2 \leq C \|f''\|_{L^2}^2 \|f'''\|_{L^2}^2 \|f'''\|_{H^{1/2}} \|f'''\|_{H^{1/2}}$$

$$\leq C(B) \|f''\|_{L^2}^2 \|f'''\|_{L^2}^2 + \frac{\|f'''\|_{H^{1/2}}^2}{32(1 + B^2)}.$$
by using the \( \varepsilon \)-Young inequality. This yields

\[
I_{1,1} = I_{1,1,1} + I_{1,1,2} \leq C(B)(\|f''\|_{L^\infty} + \|f''\|_{L^2}^2 \|f''\|_{L^2}^2 + \frac{\|f'''\|_{H^{1/2}}^2}{32(1 + B^2)}).
\]

Using (2.14), (2.13) together with (3.7) in \( I_{1,2} \) we arrive at

\[
I_{1,2} \leq -\frac{1}{4(1 + B^2)} \|f'''\|_{H^{1/2}}^2 - \frac{1}{2^7(1 + B^2)^3} \|f''\|_{L^\infty} \|f'''\|_{L^3}^3.
\]

Adding the last two estimates it is possible to obtain

\[
I_1 = I_{1,1} + I_{1,2} \leq C(B)(\|f''\|_{L^\infty} + \|f''\|_{L^2}^2 \|f'''\|_{L^2}^2 - \frac{7\|f'''\|_{H^{1/2}}^2}{32(1 + B^2)} - \frac{\|f'''\|_{L^3}^3}{2^7(1 + B^2)^3} \|f''\|_{L^\infty}). \tag{8.2}
\]

We are done with \( I_1 \). For \( I_2 \) we rewrite as

\[
I_2 = 6 \int_R f''''(x) \int_{\mathbb{R}} \frac{\Delta_\alpha f''(x) - f''(x)}{\Delta_\alpha f(x) - f(x)} \frac{\Delta_\alpha f(x)}{(\Delta_\alpha f(x))^2 + 1)^2} \|f''(x)\|_{\alpha} d\alpha dx
\]

\[
= 6 \int_R f''''(x) \int_{|\alpha|<\|f''\|_{L^\infty}^1} \frac{\mathcal{R}_1[f'''](x, \alpha)}{\alpha} \frac{\Delta_\alpha f(x)}{(\Delta_\alpha f(x))^2 + 1)^2} \|f''(x)\|_{\alpha} d\alpha dx
\]

\[
+ 6 \int_R f''''(x) \int_{|\alpha|>|f''|_{L^\infty}^1} \frac{\mathcal{R}_1[f'''](x, \alpha)}{\alpha} \frac{\Delta_\alpha f(x)}{(\Delta_\alpha f(x))^2 + 1)^2} \|f''(x)\|_{\alpha} d\alpha dx
\]

\[= I_{2,\text{in}} + I_{2,\text{out}}.\]

Inequality (2.24) allows us to get

\[
I_{2,\text{in}} \leq 6 \|f''\|_{L^\infty} \int_R |f'''(x)\| \mathcal{D}[f](x)^{1/2} \int_{|\alpha|<\|f''\|_{L^\infty}^1} \frac{d\alpha}{|\alpha|^{1/2}} dx
\]

\[
\leq C \|f''\|_{L^\infty}^{1/2} \int_R |f''''(x)\| \mathcal{D}[f](x)^{1/2} dx
\]

\[
\leq C(B) \|f''\|_{L^\infty} \|f''''\|_{L^2}^2 + \frac{\|f'''\|_{H^{1/2}}^2}{32(1 + B^2)},
\]

and

\[
I_{2,\text{out}} \leq 12B \int_R |f'''(x)\| \mathcal{D}[f](x)^{1/2} \int_{|\alpha|>|f''|_{L^\infty}^1} \frac{d\alpha}{|\alpha|^{3/2}} dx
\]

\[
\leq C(B) \|f''\|_{L^\infty}^{1/2} \int_R |f''''(x)\| \mathcal{D}[f](x)^{1/2} dx
\]

\[
\leq C(B) \|f''\|_{L^\infty} \|f''''\|_{L^2}^2 + \frac{\|f'''\|_{H^{1/2}}^2}{32(1 + B^2)}.
\]

These last to inequalities give the appropriate bound for \( I_2 \) such that adding (8.2) we obtain

\[
I_1 + I_2 \leq C(B)(\|f''\|_{L^\infty} + \|f''\|_{L^2}^2 \|f'''\|_{L^2}^2 - \frac{5\|f'''\|_{H^{1/2}}^2}{32(1 + B^2)} - \frac{\|f'''\|_{L^3}^3}{2^7(1 + B^2)^3} \|f''\|_{L^\infty}). \tag{8.3}
\]
It is possible to decompose further in $I_3$ as follows

$$I_3 = c_{3,1} \int_R f'''(x) \int_R (f''(x) \alpha - \delta_\alpha f'(x)) \frac{(\delta_\alpha f'(x))^2}{((\delta_\alpha f(x))^2 + \alpha^2)^2} d\alpha dx$$

$$+ c_{3,2} \int_R f'''(x) \int_R (f''(x) \alpha - \delta_\alpha f'(x)) \frac{(\delta_\alpha f(x))^2(\delta_\alpha f'(x))^2}{((\delta_\alpha f(x))^2 + \alpha^2)^3} d\alpha dx$$

$$+ c_{3,3} \int_R f'''(x) \int_R (f''(x) \alpha - \delta_\alpha f'(x)) \frac{\delta_\alpha f(x) \delta_\alpha f'(x)}{((\delta_\alpha f(x))^2 + \alpha^2)^2} d\alpha dx$$

$$:= I_{3,1} + I_{3,2} + I_{3,3}.$$

The identity

$$f''(x) \alpha - \delta_\alpha f'(x) = \alpha^2 \int_0^1 r f'''(x + (r - 1)\alpha) dr,$$  \hspace{1cm} (8.4)

allows us to get

$$I_{3,1} \leq C \|f''\|^2_{L^\infty} \int_0^1 \int_{|\alpha| < B} \|f'''\|^2_{L^1} \int_R (|f'''(x)|^2 + |f'''(x + (r - 1)\alpha)|^2) d\alpha ddx$$

$$+ CB^2 \int_0^1 \int_{|\alpha| > B} \|f'''\|^2_{L^1} \int_R (|f'''(x)|^2 + |f'''(x + (r - 1)\alpha)|^2) dx \frac{d\alpha}{|\alpha|^2} dr$$

$$\leq C(B) \|f''\|_{L^\infty} \|f'''\|^2_{L^2}.$$

An analogous approach for $I_{3,2}$ gives

$$I_{3,2} \leq C(B) \|f''\|_{L^\infty} \|f'''\|^2_{L^2}.$$

For the $I_{3,3}$ term, we decompose further:

$$I_{3,3} = c_{3,3} \int_R f'''(x) \int_{|\alpha| < \zeta} \frac{f''(x) - \Delta_\alpha f'(x)}{\alpha} \frac{\Delta_\alpha f(x)}{(\Delta_\alpha f(x))^2 + 1)^2} \Delta_\alpha f''(x) d\alpha dx$$

$$+ c_{3,3} \int_R f'''(x) \int_{|\alpha| > \zeta} \frac{1}{\alpha^2} (f''(x) - \Delta_\alpha f'(x)) \frac{\Delta_\alpha f(x)}{((\Delta_\alpha f(x))^2 + 1)^2} \Delta_\alpha f''(x) d\alpha dx$$

$$:= I_{3,3,\text{in}} + I_{3,3,\text{out}}.$$

For the outer term, inequality

$$\|f''\|^2_{L^2} \leq C \|f'\|_{L^\infty} \|f'''\|_{L^2}$$  \hspace{1cm} (8.5)

yields

$$I_{3,3,\text{out}} \leq \frac{C}{\zeta} \|f''\|^2_{L^1} \|f'''\|_{L^2} \leq \frac{CB}{\zeta} \|f''\|^2_{L^2}.$$

Identity (8.4) together with

$$\Delta_\alpha f''(x) = \int_0^1 f'''(x + (s - 1)\alpha) ds,$$  \hspace{1cm} (8.6)

allow us to obtain for the inner term

$$I_{3,3,\text{in}} \leq c_{3,3} \int_0^1 \int_0^1 \int_{|\alpha| < \zeta} \int_R |f'''(x)||f'''(x + (r - 1)\alpha)||f'''(x + (s - 1)\alpha)| dx d\alpha dr ds$$

$$\leq 2c_{3,3}\zeta \|f'''\|^3_{L^1}.$$

We take

$$\zeta = \frac{1}{2^6(1 + B^2)^3c_{3,3}\|f''\|_{L^\infty}}$$

to find

$$I_3 = I_{3,1} + I_{3,2} + I_{3,3} \leq C(B) \|f''\|_{L^\infty} \|f'''\|^2_{L^2} + \frac{\|f'''\|^3_{L^1}}{2^7(1 + B^2)^3\|f''\|_{L^\infty}}.$$
After comparing $I_3$ with $I_1 + I_2$ in (8.3) we obtain
\[
I_1 + I_2 + I_3 \leq C(B)(\|f''\|_{L^\infty} + \|f''\|_{L^2}^2)\|f''''\|_{L^2}^2 - \frac{5\|f''\|_{H^{1/2}}^2}{32(1 + B^2)}.
\]  
(8.7)

For the last term, we decompose using Leibniz rule to find
\[
I_4 = I_{4,1} + I_{4,2} + I_{4,3} + I_{4,4} + I_{4,5}
\]
where
\[
I_{4,1} := c_{4,1} \int f''''(x) \int (f'(x) - \delta_\alpha f(x)) \frac{\delta_\alpha f(x)(\delta_\alpha f'(x))^3}{((\delta_\alpha f(x))^2 + \alpha^2)^3} d\alpha dx,
\]
\[
I_{4,2} := c_{4,2} \int f''''(x) \int (f'(x) - \delta_\alpha f(x)) \frac{\delta_\alpha f(x)(\delta_\alpha f'(x))^3}{((\delta_\alpha f(x))^2 + \alpha^2)^3} d\alpha dx,
\]
\[
I_{4,3} := c_{4,3} \int f''''(x) \int (f'(x) - \delta_\alpha f(x)) \frac{\delta_\alpha f'(x)(\delta_\alpha f''(x))^3}{((\delta_\alpha f(x))^2 + \alpha^2)^3} d\alpha dx,
\]
\[
I_{4,4} := c_{4,4} \int f''''(x) \int (f'(x) - \delta_\alpha f(x)) \frac{\delta_\alpha f'(x)(\delta_\alpha f''(x))^3}{((\delta_\alpha f(x))^2 + \alpha^2)^3} d\alpha dx,
\]
\[
I_{4,5} := c_{4,5} \int f''''(x) \int (f'(x) - \delta_\alpha f(x)) \frac{\delta_\alpha f(x)(\delta_\alpha f''''(x))^3}{((\delta_\alpha f(x))^2 + \alpha^2)^3} d\alpha dx.
\]

In $I_{4,1}$ we bound as follows
\[
I_{4,1} \leq C \int_{|\alpha| < \|f''''\|_{L^\infty}^{-1}} d\alpha \|f''''\|_{L^2} \|f''\|_{L^2}^4 + C \|f''\|_{L^2}^2 \int_{|\alpha| > \|f''''\|_{L^\infty}^{-1}} \|f''''\|_{L^2} \|f''\|_{L^4}^2 \frac{d\alpha}{|\alpha|^2}
\]
\[
\leq C(B) \|f''''\|_{L^\infty} \|f''''\|_{L^2}^2,
\]
where the last inequality is given using interpolation inequality $\|f''''\|_{L^2}^4 \leq \|f''''\|_{L^\infty} \|f''''\|_{L^2} \|f''''\|_{L^2}$ together with (8.5). The same approach allows us to conclude for $I_{4,2}$ that
\[
I_{4,2} \leq C(B) \|f''''\|_{L^\infty} \|f''''\|_{L^2}^2.
\]

Using identity (8.6) in $I_{4,3}$ we arrive at
\[
I_{4,3} \leq C \|f''\|_{L^\infty} \|f''''\|_{L^2} \int_0^1 \int_{|\alpha| < \|f''''\|_{L^\infty}^{-1}} d\alpha \|f''''\|_{L^6} \|f''''\|_{L^2} \int_0^1 \int_{|\alpha| > \|f''''\|_{L^\infty}^{-1}} d\alpha \|f''''\|_{L^2}^2 \frac{d\alpha}{|\alpha|^2} ds
\]
\[
\leq C(B) \|f''''\|_{L^\infty} \|f''''\|_{L^2}^2.
\]
The same procedure yields
\[
I_{4,4} \leq C(B) \|f''''\|_{L^\infty} \|f''''\|_{L^2}^2.
\]
Finally, in $I_{4,5}$ we use next splitting
\[
I_{4,5} \leq C \|f''''\|_{L^\infty} \int_R |f''''(x)| \left( \int_{|\alpha| < B} \|f''''\|_{L^\infty}^{-1} d\alpha \right)^{1/2} \left( \int_{|\alpha| < B} \|f''''\|_{L^\infty}^{-1} |\Delta_\alpha f''''(x)|^2 d\alpha \right)^{1/2} dx
\]
\[
+ C \|f''''\|_{L^\infty} \int_{|\alpha| > B} \|f''''\|_{L^\infty}^{-1} \int_R (|f''''(x)|^2 + |f''''(x - \alpha)|^2) dx \frac{d\alpha}{|\alpha|^2}
\]
\[
\leq C(B) \|f''''\|_{L^\infty} \int_R |f''''(x)| (|\Delta f''''(x)|)^{1/2} dx + C(B) \|f''''\|_{L^\infty} \|f''''\|_{L^2}^2
\]
\[
\leq C(B) \|f''''\|_{L^\infty} \|f''''\|_{L^2}^2 + \frac{\|f''''\|_{H^{1/2}}^2}{32(1 + B^2)}.
\]
Above estimates allow us to conclude that

\[ I_4 = \sum_{k=1}^{5} I_{4,k} \leq C(B) \| f' \|_{L^\infty} \| f''' \|_{L^2}^2 + \frac{\| f''' \|_{H^{1/2}}} {32(1 + B^2)}. \]

Adding to (8.7) we obtain that

\[ \frac{d}{dt} \| f''' \|_{L^2}^2 + \| f''' \|_{H^{1/2}} \leq C(B)(\| f'' \|_{L^2}^2 + \| f'' \|_{L^\infty}^2) \| f''' \|_{L^2}. \]

The bound for \( \| f'' \|_{L^2} \) in (8.1), the control of \( \| f'' \|_{L^\infty} \) and integration in time yield the desired result.

9. Proof of Theorem 1.4, Uniqueness

We consider two Muskat solutions \( f_1 \) and \( f_2 \) satisfying the hypothesis of the theorem with the same initial data \( f_0(x) \). From (2.1) and a small computation we obtain the equation for the difference \( g = f_1 - f_2 \),

\[ \partial_t g + v_1 \partial_x g + \mathcal{L}_{f_1}[g] = T_7 \tag{9.1} \]

where \( v_1(x, t) \) is as defined in (2.3) in terms of \( f_1(x, t) \), \( \mathcal{L}_{f_1} \) is defined as in (2.8), and

\[ T_7(x, t) = P.V. \int_\mathbb{R} \frac{\delta_\alpha g(x, t) f_2(x, t) - \Delta_\alpha f_2(x, t)} {\alpha^2} \frac{f_1(x, t) + \Delta_\alpha f_2(x, t)} {1 + (\Delta_\alpha f_1(x, t))^2(1 + (\Delta_\alpha f_2(x, t))^2)} d\alpha. \]

Let \( B = \sup_{t \in [0, T], j = 1, 2} \| f_j'' \|_{L^\infty} \). By assumption, \( f_2'' \) has a uniform modulus of continuity \( \rho \) on \([0, T]\), and thus by (2.21) we may find an \( \varepsilon = \varepsilon(B, \rho) > 0 \) such that

\[ |f_2'(x, t) - \Delta_\alpha f_2(x, t)| \leq \rho(|\alpha|) \leq \rho(\varepsilon) \leq \frac{1}{2} \tag{9.2} \]

for all \( |\alpha| \leq \varepsilon \), and all \((x, t) \in \mathbb{R} \times [0, T]\). We fix this value of \( \varepsilon \) throughout the rest of the proof. Denote

\[ K_{1,2}(x, \alpha, t) = \frac{(f_2'(x, t) - \Delta_\alpha f_2(x, t))(\Delta_\alpha f_1(x, t) + \Delta_\alpha f_2(x, t))} {1 + (\Delta_\alpha f_1(x, t))^2(1 + (\Delta_\alpha f_2(x, t))^2)} \]

It follows from (9.2) that

\[ |K_{1,2}(x, \alpha, t)| \leq \frac{1}{2} \tag{9.3} \]

for all \( |\alpha| \leq \varepsilon \), while the Lipschitz assumption on \( f_1 \) and \( f_2 \) directly yields

\[ |K_{1,2}(x, \alpha, t)| \leq 2B \tag{9.4} \]

for all \( |\alpha| \geq \varepsilon \), uniformly in \( x \) and \( t \).

Upon multiplying (9.1) by \( g(x, t) \), and recalling the definition (2.9), we obtain

\[
(\partial_t + v_1 \partial_x + \mathcal{L}_{f_1})|g|^2 + \mathcal{D}_{f_1}[g] = P.V. \int_{|\alpha| \leq \varepsilon} \frac{\delta_\alpha g^2(x)} {\alpha^2} K_{1,2}(x, \alpha) d\alpha + P.V. \int_{|\alpha| \leq \varepsilon} \frac{(\delta_\alpha g(x))^2} {\alpha^2} K_{1,2}(x, \alpha) d\alpha \\
+ 2g(x, t) P.V. \int_{|\alpha| \geq \varepsilon} \frac{\delta_\alpha g(x)} {\alpha^2} K_{1,2}(x, \alpha) d\alpha =: T_{7,1, \text{in}} + T_{7,2, \text{in}} + T_{7, \text{out}}. \tag{9.5}
\]

First, we notice that in view of (9.3) we have

\[ |T_{7,2, \text{in}}| \leq \frac{1}{2} \mathcal{D}_{f_1}[g], \]

while in view of (9.4) and the Cauchy-Schwartz inequality, we have

\[ |T_{7, \text{out}}| \leq 4B |g| (\mathcal{D}_{f_1}[g])^{1/2} \varepsilon^{-1/2} \leq \frac{1}{2} \mathcal{D}_{f_1}[g] + 2B^2 \varepsilon^{-1} |g|^2. \]
The above two inequalities combined with (9.5) yield that
\[ (\partial_t + v_1 \partial_x + \mathcal{L}_{f_1})|g|^2 \leq 2B^2 \varepsilon^{-1} |g|^2 + T_{r,1,in}. \tag{9.6} \]
To conclude, we note that the decay assumptions of the theorem guarantee that there exists a point, denoted by \( \overline{x} = \overline{x}(t) \), where \( |g(\overline{x}(t), t)| = \|g(t)\|_{L^\infty} \). At this point of global maximum we have that \( \partial_x |g|^2 = 0 \), and \( \mathcal{L}_{f_1}|g|^2 \geq 0 \). Moreover,
\[ |T_{r,1,in}(\overline{x}(t), t)| \leq \frac{1}{2} (\mathcal{L}_{f_1}|g|^2)(\overline{x}(t), t) \]
and thus from (9.6) we obtain that
\[ (\partial_t |g|^2)(\overline{x}(t), t) \leq 2B^2 \varepsilon^{-1} \|g(t)\|_{L^\infty}^2. \tag{9.7} \]
The pointwise differentiability assumptions further warrant the use of the classical Rademacher theorem (see Appendix) which implies that
\[ \frac{d}{dt} \|g(t)\|_{L^\infty}^2 = (\partial_t |g|^2)(\overline{x}(t), t) \tag{9.8} \]
for almost every \( t \), where \( \overline{x} = \overline{x}(t) \) is as above. From (9.7), (9.8), and the Grönwall inequality it follows that
\[ \|g(t)\|_{L^\infty} \leq \|g(0)\|_{L^\infty} \exp \left( 2B^2 \varepsilon^{-1} t \right) \]
which concludes the proof of the theorem since \( g(0) = f_1(0) - f_2(0) = 0 \).

Appendix A. Rademacher Theorem

Let us recall the classical Rademacher theorem for the convenience of the reader. Suppose \( f(x, t) : \mathbb{R} \times \mathbb{R}_+ \to \mathbb{R} \) is a Lipschitz in time function uniformly in \( x \), i.e. \( \exists L > 0 \) such that for all \( t, s, x \) we have
\[ |f(x, t) - f(x, s)| \leq L|t - s|. \]
Suppose that at any time \( t \) there is a point \( x(t) \) such that \( f(x(t), t) = M(t) = \sup_x f(x, t) \). Then \( M(t) \) is a Lipschitz function with the same constant \( L \). Indeed, let \( t, s \in \mathbb{R}_+ \) and wlog \( M(t) > M(s) \). Then
\[ M(t) - M(s) = f(x(t), t) - f(x(t), s) + f(x(t), s) - f(x(s), s) \leq f(x(t), t) - f(x(t), s) \leq L|t - s|. \]
Then by the classical Rademacher Theorem in 1D, \( M \) is absolutely continuous on any finite interval, i.e.
\[ M(t) - M(s) = \int_s^t m(\tau)d\tau, \]
where \( \|m\|_\infty \leq L \), and hence \( M' = m \) a.e. To show that \( M'(t) = \partial_x f(x(t), t) \) at the points where \( M' \) exists we need extra assumption: for every \( x, f(x, \cdot) \) is differentiable everywhere in \( t \). Then
\[ M'(t) = \lim_{h \to 0^+} \frac{f(x(t + h), t + h) - f(x(t), t + h) + f(x(t), t + h) - f(x(t), t)}{h} \]
\[ \geq \lim_{h \to 0^+} \frac{f(x(t), t + h) - f(x(t), t)}{h} = \partial_t f(x(t), t). \]
Taking \( h < 0 \) proves the opposite inequality.
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