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Abstract

Coherent vortices are often observed to persist for long times in turbulent 2D flows even at very high Reynolds
numbers and are observed in experiments and computer simulations to potentially be asymptotically stable in a weak
sense for the 2D Euler equations. We consider the incompressible 2D Euler equations linearized around a radially
symmetric, strictly monotone decreasing vorticity distribution. For sufficiently regular data, we prove the inviscid
damping of the 9-dependent radial and angular velocity fields with the optimal rates ||u” ()| < (t)~* and Hu9 (t) H <
(t)~2 in the appropriate radially weighted L? spaces. We moreover prove that the vorticity weakly converges back
to radial symmetry as ¢ — oo, a phenomenon known as vortex axisymmetrization in the physics literature, and
characterize the dynamics in higher Sobolev spaces. Furthermore, we prove that the 6-dependent angular Fourier
modes in the vorticity are ejected from the origin as ¢ — oo, resulting in faster inviscid damping rates than those
possible with passive scalar evolution. This non-local effect is called vorticity depletion. Our work appears to be the
first to find vorticity depletion relevant for the dynamics of vortices.
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1 Introduction and statements of results
In polar coordinates (r, ) € [0,00) x T, the two-dimensional Euler equations in vorticity formulation read

~0
Oy + 00,0 + %aew -0, (1.1)

where the velocity vector @ = (%", @) is recovered from the vorticity & by means of the streamfunction 1, via the
relations

1 1 1, - ~ 1 1 ~
W= —*(%ﬁr + 787“(7"&9)’ u = (301/% —37«1/1) ; - (arr + *ar + 2899> 1/1 =w.
T T T T T
Any radially symmetric configuration {2 = () is a stationary solution of (1.1) and the above relations simplify to
1 1
Q= ;GT(TU), U=-0Y, — <6‘M + Tar) v =Q. 1.2)
In what follows, we denote
U(r opv(r 0.7
ury = 10— OV gy - O, 13

r r T

Writing @(t,r,0) = w(t, r,0)+Q(r) and dropping terms quadratic in w gives the linearized 2D Euler equations which
are the main object of study in this paper:

Ow + u(r)Opw — B(r)0eyp = 0, (1.4a)

- (ar'r + 1ar + 12899> 1/} = w, (1.4b)
T T

w(0,7,0) = w™(r,0). (1.4¢)

By expanding the solution w to (1.4) as a Fourier series in the angular # variable, namely

wt,r 0) =Y wi(t, e p(tr,0) = > wn(t,r)e’?, (15)

keZ keZ

we perform a k-by-k analysis of the linearized equations, since for any integer k we have that

Oywy, + iku(r)wy — ikB(r)Yr = 0, (1.6a)

1 k2
- Akwk = (arr + ;ar - 7‘2> ’(/}k = Wk- (16b)

Note that wq(t,7) = we(0,r) (i-e., the f-average of the solution), and therefore we restrict to k& # 0 without loss of
generality. Similarly, by reality we only consider k£ > 1 without loss of generality.

1.1 Background

The stability of vortices is one of the most fundamental problems in the theory of hydrodynamic stability and has been
considered by many authors, starting with Kelvin [62] and Orr [54] and continuing to present day in both mathemat-
ics and physics (see e.g. [2, 18, 33,34, 36,40,43,49,57] and the references therein). Nonlinear stability results in
weighted L? spaces (of the vorticity) are available using energy-Casimir methods [29], however, these results do not
provide a clear description of the long-time dynamics. Experimental observations, computer simulations, and formal
asymptotics (see e.g. [2,3,36,57] and the references therein) suggest that a vortex subjected to a sufficiently small
disturbance might return to radial symmetry as t — oo in a weak sense. Specifically, it is observed that the vorticity in
the angle-dependent modes is stirred up around the vortex into a spiral pattern (sometimes called ‘filamentation’) and
eventually the angle-dependent modes weakly converge to zero as ¢ — oco. This weak convergence is called vortex
axisymmetrization and is thought to be relevant to understanding coherent vortices in 2D turbulence [17], atmospheric
dynamics [51,58], and various settings in plasma physics [22,57,71]. Our paper appears to be the first mathematically



rigorous confirmation of this behavior for vortices in the linearized 2D Euler equations and the first paper to obtain an
accurate prediction of the decay rates for general initial data.

When studying the stability of the planar Couette flow, Orr [54] identified another effect associated with vorticity
mixing: the strong convergence (in L?) of the velocity field to equilibrium as ¢ — co. This effect is now often called
inviscid damping. Further studies of the 2D Euler equations linearized around planar shear flows were made by Case
[20], Dikii [27], and Stepin [60]. More recently, the linearized problem was revisited in [45] and optimal rates were
deduced by Zillinger in [73, 74] for shear flows close to Couette flow and later by Wei, Zhang, and Zhao in [66] for
more general strictly monotone shear flows in a channel. See also [24,75] for inviscid damping of Taylor-Couette in
an annulus and [69] for inviscid damping in stratified shear flows. The recent works of Wei, Zhang, and Zhao [67, 68]
deduce optimal inviscid damping rates for the some shear flows with non-degenerate critical points. This latter works
also confirmed the predictions of Bouchet and Morita [16] that the linearized 2D Euler equations can have a faster
inviscid damping rate than if the vorticity were evolving under passive scalar dynamics. We prove a similar effect here
as well; see the discussion following Theorem 1.1 for more details. Finally, see [44] for an approach to the problem
which is well-suited to treating general problems but obtains less precise decay estimates.

Inviscid damping is closely related to Landau damping in the Vlasov equations, which arises in the kinetic theory
of plasmas and galactic dynamics. Landau damping involves the rapid decay of the self-generated electric field in
a plasma in the absence of any dissipative mechanisms and was first predicted by Landau in the Vlasov equations
linearized around a homogeneous Maxwellian [41]. The predictions matched with experiments [47] and many works
on the linearized Vlasov equations followed (see [25, 35, 55, 63] and the references therein). In Vlasov, the decay is
caused by the mixing of particles traveling at different velocities whereas in 2D Euler it is caused by the mixing of
vorticity. Due to the special structure of the Vlasov equations, inviscid damping for the linearized 2D Euler equations
(with the exception of the Couette flow [39,54]) is significantly harder than the linearized theory of Landau damping
near homogeneous equilibria (and in general the rates are much faster — on T™ x R™ the decay can be exponential).

All of the above mentioned works on inviscid and Landau damping only apply to the linearized Euler or Vlasov
equations (respectively). The work of [19] first demonstrated the existence of (analytic) Landau damping solutions
to the nonlinear Vlasov equations (see also [37]). Later, Mouhot and Villani [52] demonstrated that on T™ x R",
all perturbations small enough in a sufficiently regular Gevrey class give rise to nonlinear dynamics that matches the
linearized dynamics (and in particular, rapid Landau damping). This work was followed subsequently by a variety
of others on Landau damping in nonlinear Vlasov and related models (see e.g. [9, 15,31,32,70] and the references
therein). In [14], it was shown that Orr’s inviscid damping predictions for Couette flow hold also for the nonlinear
2D Euler equations in T x R, provided the perturbation is small in a sufficiently regular Gevrey class. At sufficiently
low regularities, it was proved in [45,46] that linearized and nonlinear dynamics do not necessarily agree (for both
2D Euler and Vlasov). High regularity does not play a special role in the linear theory, however, it was shown in
[5] that on T x R one cannot (in general) extend the linearized theory of Landau damping to the nonlinear Vlasov
equations in any Sobolev space (however, see [9]). This is due to the plasma echoes, a nonlinear oscillation observed
in experiments in [48]. The work of [5] showed the existence of solutions to Vlasov with arbitrarily many, arbitrarily
small, plasma echoes. Similar nonlinear echoes are observed in experiments on vortices in the 2D Euler equations
[71,72] (see also the analyses of [64,65]). Hence, we expect the linear and nonlinear regularity requirements to be
drastically different. For this reason, it is important to study the linearized Euler equations is in as high regularity as
possible (preferably Gevrey class), and determine if such high regularity can be propagated in a suitable sense (see
Remark 1.4 below). If the answer is ‘no’, then it might be possible to introduce nonlinear instabilities even for Gevrey
or analytic data in the nonlinear equations.

Mixing involves a transfer of vorticity from large to small scales. When there is diffusion present, it has been
shown that this can enhance the dissipative time-scale. For example, Kelvin showed in [39] that x-dependent modes
of the linearized Couette flow in T x R decay on a time-scale like O(v~'/3) as opposed to the natural heat equation
time-scale of O(v~1) (denoting v to be the inverse Reynolds number). This effect has been called the ‘shear-diffuse
mechanism’, ‘relaxation enhancement’, or ‘enhanced dissipation’ and has been studied many times in linear and some
nonlinear settings in both mathematics [4, 6-8, 1013, 23, 26, 33, 38,43, 67] and physics [1, 30,42, 56]. Thus far, it
has also proved challenging to obtain enhanced dissipation estimates on the linearized Navier-Stokes. Ideally, the
goal is to obtain both simultaneously on Navier-Stokes; it seems the best result in this direction for non-trivial shear
flows is [67]. See [26,33,43] and the references therein for the most recent results on the 2D Navier-Stokes equations
linearized around the Oseen vortex.



1.2 Statement of main results

Throughout the article, we assume the following conditions on the background vortex:
(V1) 0<Q(r) < (r)75;

(V2) [(ro,)7Q(r)| <; (r)~C forall j > 0;

(V3) 0,Q(r) <0,Vr >0,

Among the above assumptions we single out that {2 is assumed to be smooth, and the fact that €2 is assumed to be
strictly monotone. Indeed, strict monotonicity is a well-known sufficient condition for the linearized stability (see also
Remark 1.11 below). We additionally take the following orthogonality condition on the initial condition of (1.4):

/ Wi (r)yr?dr = 0, (1.7)
0

which removes the neutral modes that arise due to the translation invariance (see Lemma 1.7). Recall that for smooth
functions w, the asymptotic expansion of wy(r) at the origin is necessarily in the form (see e.g. [3])

wk(r)wrk (a0+a1r2+agr4+-~-) as r — 0. (1.8)
Let x be a smooth cut-off which is 1 for » < 1/2 and 0 for » > 3/4 and denote

i : win r in r n
Wi = 11_13% kr’f ), Fr(r) = wi™(r)Vr — &X(r)rk“mwk’o. (1.9)

B(0)

By (1.8), for smooth wi™, we have Fy(r) ~ r#+2¥1/2 agr — 0 and thus we may use a stronger weight for F}, at the
origin than for w;". To state our main result, for 6 > 0 we define smooth weights wy, s, wy s, wr s and corresponding
L?-norms which satisfy the following asymptotics:

o0 2 1/2
wy,s(r) ~ min {rk+1/2_5,7“_k+1/2+5}, lgllzz , = (/ I'ﬂ”(%m) : (1.10a)
, 0wl
= o)\
. 5 — _ g(r
'lUf,(S(’I") ~ min {Tk+1/2 5’7, k+1/2 6+6}’ H9HL2 = (/ 5 dr , (1.10b)
o o wis(r)
[e’s) 2 1/2
i [ k1428 —kt1-6+6 _ lg(r)]
wp,s(r) ~ min {r T booo gl = - (T)dr . (1.10¢)
’ 0 F,$

We assume that (r@r)j Wy, 5 satisfies the same upper bounds as w, s (up to a j-dependent constant). Noting that (V3)
ensures 3 > 0, we also make use of the L?-space normed by

oo . 2 1/2
HgHL% = (A L?é(r))' TdT) )

which is the natural energy space for the equations (see Lemma 2.2). The main result of the paper is as follows.

Theorem 1.1. Let k # 0, and assume (V1)-(V3). Forall 1 > 6 > ng > 0 and any smooth w};” € L% OL%(; satisfying
the orthogonality condition (1.7), the solution w, ) to (1.4) obeys the following inviscid damping estimates

2
1 . ) . )
ln®llzz , Samo e | K777 leilo] + DRI No Bl (1.11)
=0 ’
1 ) 2 ) )
(kt) HTUZ(t)”Lﬁé + Hruz(t)Hng Sé.m0 @ E5+m0 ‘wﬂ’o| + Zkﬁ—zﬁ-no H(r(‘?T)JFkHLQF i
j=0 '



Furthermore, there exist fi.1(t,r) and fi.2(t,r) such that
wi(t,r) = e fioa (b ) + e fioo (), (1.12)

and the following vorticity depletion estimates hold

IVreo)" fia®ll s | Somne | K55 |wil] + DRG0V Bl ] (1.13a)
, = \
1 ) n . .
H(Tar)nfk;Q(t)HL?s S&n,no @ k2n+4+n0 |w]l€7’lo| + z% k2(n—])+3+770 H(TaT)JFkHLiﬁﬂ , (1.13b)
j=

forall 0 <n < max(2,k) in (1.13a) and for all 0 < n < max(1,k — 1) in (1.13b).

Remark 1.2. By density we can extend the results to cover any wi" € L? (satisfying (1.7)) for which the norms
appearing on the right-hand sides above are finite.

Remark 1.3. The L? norms we are using in Theorem 1.1, namely (1.10), are natural in light of (1.8) and are well-

suited for studying vorticity depletion. However, these norms are quite strong at the origin (and infinity). Note that

HA,;l H 2 e R k! (as opposed to k~2 as one might expect), which explains why some of the powers of k in
f,6 B,8

Theorem 1.1 are slightly higher than might be at first expected. Similarly, note that F}, contains information about the
second term in the expansion (1.8).

Remark 1.4. The correct analogue of propagation of regularity for mixing problems is the regularity of e?***“(") ¢y, (¢, 7),
the object which measures the difference between the passive scalar and full linearized (or nonlinear) dynamics. Reg-
ularity of this object is often studied in dispersive equations and it is sometimes called the ‘profile’; see e.g. [14] for
more discussions (note that regularity of this type was called ‘gliding regularity’ in [52]). Understanding regularity of
the profile plays a major role in all of the works involving nonlinear inviscid/Landau damping [5-8, 10, 14, 15,19, 52]
including those which obtain results in Sobolev spaces [9,31]. Theorem 1.1 deduces higher regularity of the vorticity
profile than is necessary to prove the (1.11), at least for £ > 3. However, as regularity plays a crucial role in the non-
linear theory, it seems appropriate to study it as carefully as possible in the linear problem. This goal has motivated
many of the primary aspects of our approach.

Remark 1.5. Because in this work we were only concerned with obtaining finite Sobolev regularity of the vorticity
profile, we have not carefully quantified how the constants in (1.13) depend on n. This is sufficient for any fixed
Sobolev space of interest, but e.g. for the end-point cases such as n = k — 1 and n = k, we have not quantified the
rate at which the constants grow in n as n = k — oo, an issue which becomes important at infinite regularity.

A direct consequence of (1.13) is the following weak convergence result which shows that the solution weakly
converges back to a radially symmetric vortex.

Corollary 1.6 (Vortex axisymmetrization). For all k # 0, wg(t,7) — Oin L? 52 ast — £oo.

The above corollary is due to the bound (1.11), (1.13) and interpolation. Another direct corollary of Theorem 1.1
shows that the vorticity behaves as a passive scalar evolution in the limit ¢ — Foo (the analogue of ‘scattering’ in
dispersive equations):

Corollary 1.7 (Scattering to passive scalar evolution). There exists Wy, +o0 € L?) s such that

: iktu _ _
i [ €™ () — wr, 200 HL?S 0.

Using (1.12) and (1.13) we only get a weak convergence result. To upgrade to the stated strong convergence, we
read a bound on 0¢(fx.1(t,7) + fr2(t, 7)) directly from equation (1.6a) in the correct weighted space in view of the
decay of 8 (see Lemma 2.1). This, combined with the strong decay of fy.2(¢,7) in (1.13b), implies the desired strong
convergence.



Remark 1.8. If we additionally proved that (rd,.)? f 1(t) converged as t — 40 in L% 5 then of course scattering
in stronger spaces would follow immediately. This seems likely with some mild technical refinements of our method,
but we did not pursue this direction.

Remark 1.9. Vortices with a Gaussian distribution of vorticity constitute an important class that satisfies our assump-
tions (V1)—(V3). Specifically, we can consider vortices with

Qi) = 2 ) e = [ )]
r)= e - r)=—— —|1—e r
AL dr2 P\ a2 ) AL o Jy 7 P\ Tare
having length scale L > 0 and total circulation A > 0. In view of the notation introduced in (1.3), we can compute
Al r? A r?
_ 1 _ —_ I = — —_——_—— . 1.14
) =50 { eXp( 4L2)] - B =g exP( 4L2) (19

Remark 1.10. The restriction j < max(k,2) and the loss of k2 per rd, derivative (as opposed to k) are due to
difficulties specific to the vortex case. We expect that our methods can easily be adapted to get boundedness of
et W)y (y) in H* for all s > 0 for strictly monotone shear flows on T x R. Our methods may also be able to shed
further light on higher derivatives of e?**“(¥).; (/) in the case of a channel T x [—1, 1] (see [66,73]).

Remark 1.11. The strict monotonicity (V3) plays a crucial role. See e.g. the studies [2, 36, 53, 59] showing various
kinds of pathologies in non-strictly monotone vortices, including embedded neutral modes (as occur e.g. in Rankine
vortices) and non-normal algebraic instabilities. See also the recent nonlinear counter examples to inviscid damping
around a vortex constructed in [21] without monotonicity.

The angular velocity of the background vortex u(r) satisfies v/(0) = 0, which indicates that the mixing is weak
at the vortex core. For well-localized data supported near the origin, one can show that the passive scalar evolution
(e.g wk (t r) = e iktu(r)yin (1)) generally cannot give rise to inviscid damping faster than |[u”(¢)|| < (¢)~'/2 and
Hu H —! (see the proof of Lemma 2.15 below for more details). Hence, the non-local term in (1.6a) improves
the 1nv1sc1d dampmg rate in (1.11). A related effect was conjectured for shear flows with non-degenerate critical
points (e.g. points such that v’(y.) = 0 but u”(y.) # 0) by Bouchet and Morita [16]. Bouchet and Morita predict that
vorticity will be ejected from the critical point, allowing the break-down of the mixing there to have less effect than
naively predicted. Specifically, Bouchet and Morita predict that the vorticity should behave as

wi(t,y) = e * Wiy (y) + O(t™7) for some v > 0 such that wy o (ye) = 0. (1.15)

In [67,68], the authors prove that indeed the inviscid damping for such shear flows can be faster than passive scalar.
The authors directly study the evolution of the streamfunction via methods somewhat different from our approach
(though a number of common themes exist); our methods and theirs each have their own advantages and disadvantages.
Specifically, our methods obtain more precise information about the vorticity directly, and thus the inviscid damping
(1.11) is a straightforward consequence of our vorticity decomposition (1.13) (see Lemma 2.15). A vortex analogue
of the depletion effect (1.15) (more carefully quantified) is described by (1.13):

, k
wi(t, ) = e R £ (8 1)+ O <Tt) asr — 0,
fei(t,r) =00 2) asr — 0.

Although a hint of the vorticity depletion effect can be seen in the numerics and formal asymptotics of [3], our work
appears to be the first to precisely connect this depletion effect to vortex dynamics.

Physically, vorticity depletion in the vortex seems related potentially to the centrifugal force that will tend to move
vorticity away from the vortex core. This effect is over-powered by inviscid damping away from the vortex core,
however near the core, there is apparently a balance that allows to alter the decay rate. See Remark 2.5 for a brief
discussion of how it is deduced mathematically.

In what follows, we denote (r) = v/1 + r2. We use the notation f < ¢ if there exists a constant C' > 0 such that
f < Cg (and analogously f 2 g)and f =~ gif f < g and f 2 g. We use the notation f <, . g to emphasize
that the constant C' depends on a, b, .... The implicit constants will never depend on the quantities ¢, k, r, €, or w}f or
similar variables except where otherwise noted (see below for the appearance of these quantities). Finally, we let x be
a smooth, non-negative function which satisfies x(r) = 1 for |r| < 1/2 and 0 for |r| > 3/4.



2 Preliminaries and outline of the proof

2.1 Skew-symmetric structure, neutral modes, and contour integral representation

The following lemma is a basic consequence of the Biot-Savart law for radially symmetric functions (recall u(r) =
(2m)~1r2 [ Q(s)sds).
Lemma 2.1 (Basic properties of the vortex). Every Q(r) satisfying conditions (V1)-(V3) satisfies the following:

e 3(r) > 0forallr >0, u'(r) <0forallr € (0,00), u(r) > 0 forallr > 0, and v’ (0) = 0;

° |(7"8,,.)jﬁ(r)‘ <j (r) 78 forall j > 0;

o |(ror)u(r)| <; (r)=2 forall j > 0;

e forr < 1 there holds u'(r) ~ —r and for r > 1 there holds u'(r) ~ —r=3;

e there holds the identity

B(r) +u"(r) + =0, Vr € (0, 00). 2.1)

We rewrite (1.6a) in terms of the vorticity alone as
Orwy, + ik Lywy, = 0, Ly == u(r) + B(r) A" (2.2)
A key observation is the following, which is a straightforward calculation via Schur’s lemma.
Lemma 2.2. The operator Ly, : L% — L% is bounded and self-adjoint with respect to the inner product

—_— T

(91,92)8 ::/0 gl(r)gg(r)mdr.

It follows that the L% norm is a conserved quantity:

/O > er _ /0 > er, vteR. 23)

Remark 2.3. This conserved quantity is the quadratic variation of the Casimir used in the energy-Casimir method of
nonlinear stability [29].

The next lemma regards the neutral modes that arises due to translation invariance. Note that the conservation law
in Lemma 2.4 below is equivalent to the conservation of fRQ zwdz under the Euler flow.

Lemma 2.4 (Neutral modes and orthogonality condition (1.7)). When k = £1, we have the conservation law:

d oo
— / wiy (t,7)r?dr = 0. 2.4
dt Jq

Moreover, in view of (2.1), it is easy to check that

Ys(r) =ru(r),  ws(r)=rp(r) (2.5

is a steady state for (1.6a) with k = 1 (this is also pointed out in e.g. [3]). In particular, wg(r) = rB(r) is a neutral
eigenmode for L.

Proof of Lemma 2.4. Indeed, dropping the time dependence and the indices k = =1, a straightforward calculation
(note that the boundary terms vanish due to L% conservation) shows that

/ " u(r)o(r) — B Pdr = — / a0 () + ru(r) () — u(r)(r) + 2B ()] dr

=— /OOO (720" (r)y(r) + 3ru/ (r)y(r) + r2B(r)y(r)] dr = 0,

where we made use of (2.1) in the last equality. Hence, from (1.6a) we infer (2.4). That (2.5) is a steady state is also
simple consequence of (2.1). O



As a result of the self-adjointness of Ly, (1.6a) falls under essentially the same framework as Schrodinger opera-
tors. Hence, for all w};" € L2, the solution to (2.2) can be represented via the formula (see [61, Proposition 1.9])

. . 1 . .
—1kL in . —ikc . —1 - —1 in
wi(t,r) =e Rtin(r) = sl—l>%1+ 37 Jo e " [(c—ie — Lg) ™" — (c+ie — L)~ wi*(r)de. (2.6)
Using (2.2), the function
Ap®y = (z — L) " 'wi™(r) r€[0,00), z€C

satisfies the so-called inhomogeneous Rayleigh equation (explicitly writing out Ag):

2 in
Y s 0 G, - ) o

r2 (r)—=z u(r) — 2z

1
(aw + -0, —
T

Note that for z = ¢ & ic with ¢ > 0 (2.7) is a smooth perturbation of A and hence we will not have qualitative
smoothness or local-integrability problems for € > 0. Such difficulties arise only in the limit ¢ — 0. By replacing ®,
with

By, = /1y,
to eliminate the first-order derivative term, we obtain
i 1/4 - k?
RAY, P (7, 2) = M, RAY, := 0, + / + Alr) ; (2.8)
u(r) — z r2 u(r) — z

supplemented with the boundary conditions that ®; vanishes as r — 0 and oo (asymptotic analysis shows that
p(r,z) ~ r*t1/2 as 1 — 0 and O (r, 2) ~ /2% as r — oo provided that z # u(0)).
In what follows, normally we will set z = ¢ & i€ and suppress the ¢, € dependence to write

1/4 —k? n B(r)

RAY L := Oy —.
* * r2 u(r) — cFie

Finally, from (2.6) we deduce that

nlr = tig L[ oo [0 =PORe=) 0= POl
e—0+ 20 Jp u(r) — c+ie u(r) —c—ie
— omtkurtgin () 4 5(.7") lim /eﬂ-kct (I)k(r’Cer.) B @k(r,cfzé) de. 2.9
27T e=0+ Jp u(r) —c—ie u(r) —c+ie

Remark 2.5. The vorticity depletion mechanism for both shear flows and radial vortices is related to the second order
singularity in the Rayleigh operator (2.8) at the critical point . = u~!(c) and at r = 0. However, unlike the shear
flow case, here an additional challenge arises due to the collision of 7. with the singularity in Ay at r = 0.

In this work, vorticity depletion is isolated through a detailed analysis of the fundamental solution of the Rayleigh
equation (2.8), especially evident in the estimate on the Wronskian, which has a clear singularity near the origin
(see Lemma 5.2). This, in turn, is deduced with a detailed analysis of the behavior near the ‘critical layer’ of the
fundamental solution of (2.8) as r. — 0 that depends heavily on the detailed monotonicity properties deduced in
Section 4.6 below. As it is such a subtle effect to capture mathematically, we are currently unaware of any simple
heuristic or easily checkable structural condition that could help to find where a similar behavior could be expected in
other settings in fluid mechanics or kinetic theory.

2.2 Outline of the proof for & = 1

In this case, the proof of Theorem 1.1 is based on the explicit formulas

i B(r) /T i 2 /OO ) - dp
) _ . ,in in d ) 1) = i(u(r)—u(p))t ¢
f171(7’) Wy (T) =+ ’I"QU/(’I") 0 Wi (p)p P fl,Q(T7 ) ’I‘ﬂ(?") . € f171(p) pu/(p)5
which can be obtained thanks to the explicit solution of the homogeneous Rayleigh problem for £ = 1:
o(r,z) = r3%(u — 2); (2.10)



(c.f. (2.5) and see Section 3.1). The vorticity depletion effect is encoded in the property that
fia(r) =0 as r—0
instead of just an O(r) behavior, while

f1;2(t77")=0(<:>> as r— 0,

which vanishes slower at the origin, but decays in time. The rigorous arguments needed to complete the proof of
Theorem 1.1 for £ = 1 are carried out in Section 3.2.

2.3 Outline of the proof for &k > 2

The case when k& > 2 presents fundamental differences compared to the case when & = 1. To simplify notation, we
omit the dependence on £ of the functions involved except when it is relevant.

2.3.1 Depletion trick and contour integral decomposition

The first step of the proof is to isolate the asymptotic expansion at the origin from the rest of the profile. For this, we
will apply the following trick, in which we remove a harmonic function (with a smooth cutoff) from ®. Besides the
function F' in (1.9), we define

k+1/2
Y(r,z) :=®(r,z) — %w}f@, (2.11)
F.(r) = —ﬁ ((2k F )X ()2 X”(r)rk“/?) Wil (2.12)

where we recall that y is a smooth, non-negative function which satisfies x(r) = 1 for |r| < 1/2 and 0 for |r| > 3/4.
From (2.8), we deduce that
F
RAY,Y = —2— 4 F,(r). (2.13)
u

Going back to (2.11), we have from (2.9) that the profile
ft,r) = eik“(r)tw(t, r),

satisfies

f(t,’l“) — F(T) ﬁ(T) lim /eik’(u(r)—c)t |: Y(?",C—'— ZE) Y( ,C— 26) de. (214)
R

-
VT 2min/T e—0t u(r) —c—ie  u(r)—c+ie

Next, we sub-divide the integrals in (2.14) in several natural pieces. First, we isolate the contributions near and far
from the spectrum (2.14) via the smooth cut-off function

1 —Rs5/2<c<u(0)+1/2
Xo(c) =40 c < —Rs (2.15)
0 ¢ > u(0) + 3/4,

where Rs > 0 will be fixed later (depending on 9), so that

w(0)+1 ) . o
F(T) /B(T) lim / ezk(u(r)fc)t |: Y(Ta c+ ’LE') _ Y(Tv c 7'6.) :| Yo (C)dC
Vo 2miy/r es0+ J_ g, u(r) —c—ie u(r)—c+ie

By / oik(u(r) =)t { Yiretie) Yire—ic) ] (1 xo(e))de.  (2.16)
R

27N/ 0+ u(r) —c—ie  u(r)—c+ie

f(t,’/’) =

Further, define

re i=u"'(c), c € (0,u(0)]. (2.17)



The region r ~ r, is known in the classical fluid mechanics literature as the critical layer [28]. Near the points ¢ = 0
and ¢ = u(0) there are a variety of subtleties in the resolvent. This can be expected due to the change in the nature
of the singularities in the Rayleigh equation (2.8) at these points. Since the first-order singular point at the critical
layer merges with the second order singularities at » = 0, co, the influence of ¢ in (2.8) will be felt much more, hence,
we need to pass to the limit € — 0 in a non-uniform way over the spectrum ¢ € [0,%(0)]. From Lemma 2.1 and
considering the points where (u(0) — ¢)? ~ &2 and ¢? ~ €2, we see that the natural place to divide the complex plane
is along the curves ¢ ~ rf forr, < land e = rc_2 for r. > 1. A small, but crucial, point is that we can afford some
flexibility in this boundary. Let o € (0, §) be a parameter chosen sufficiently small in the sequel depending only on §
(from Theorem 1.1). Define the set

Io={z=cxic€ C:ce (0,u(0)), k% < min(r2t*,r;2")} (2.18)

e

and the associated smooth cut-off function

vor (s ) [ ()|

Then, we further divide the contour integral by
(0) . »
pitry = 20 4 S gy / ") rtutryon [ Ylnerie) | Yine—ie) ) o
VT 2w/ emot Jy u(r) —c—ie  u(r) —c+ie
b0 /M(O)Jrl cik(ur—op [ Y(retie)  Y(rc—ie)
2miy/T e0+ g, u(r) —c—ie u(r) —c+ie

5(r) lim / eik(“(T')_C)t Y(T7 c+ 25) B Y(r7 c— ZE)
2miN/T e=0t Jp u(r)—c—ie  u(r)—c+ie

+

} Yo(€)(1 = X1 (re))de

} (1 = xo(c))de. (2.19)

The first term will be thought of as “close to the spectrum”, whereas the latter two terms will be considered “far from
the spectrum”. Given the singular integrals in the representation formula, the two relevant quantities appearing are

X(r,c,e) =Y (r,c+ie) =Y (r,c —ic), (2.20a)
A(r,e,e) =Y (r,e+ie) + Y (r,c —ie) = X 4+ 2Y(r,c — ie) (2.20b)
so that from (2.19) we write:
F(r) B(r) . /u(O) iceik(u(r)—c)t
1 —————5——Xx1(re)A(r,c,e)d
7 Tl | Gy S p e (reAln e e)de
) [
0

2in/T es0+ (u(r) — )2 + 2
u(0)+1 Y ; Y 4

A0 [ etmon | et TS g e

27iy/T e=0+ J_g, u(r) —c—ie u(r)—c+ie

ﬁ(?‘) : ik(u(r)—c)t |: Y(’l", c+ 7’5) _ Y(Tv Cc— 16) :| o
2miy/T eli%lJr R ¢ u(r) —c—ie  u(r) —c+ie (1= Xo(c))de. @21)

f(t,T) =

_|_

X1(re) X (r,c,e)de

See Figure 1 for a summary of how the limiting procedure in (2.21) is carried out below.

There is one additional decomposition necessary in order to see the vorticity depletion effect — the decomposition
in fi and fo. While F(r)r~%/2 has better decay at the origin than wi™(r), it is clear that for, e.g. 7. = 1, both
A(r,c,e)r~"? and X (r, ¢, e)r~/? can be expected to have the same asymptotic expansion at the origin as the solution
of the Laplace equation (specifically, ~ r*). Hence, at any fixed ¢, clearly f cannot have better decay at the origin
(qualitatively speaking) than wi™(r). We instead deduce that the leading asymptotic expansion is decaying in time.
We divide the contribution from X in two pieces, by means of

x1(r,re) = [L=x(r/2)x(r/re)lxi(re),  xa(r,re) = x(r/2)x(r/re)xr(re).
Note that x (r/2)x(r/r.) = 1 when r < 1 and . > 2r. In this way, we can rewrite (2.21) as

flt,r) = lim [f7(tr) + f5(t7) + f5(67) + fa(t,7)], (2.22)

10



I 11 I IAY )
__ . ~ .- —+1€
o . . : 7 N : . ~ 9
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- - . \K r/ _/LS
I 11 LI 1\Y
1 \ I 1
re ~ —g 2+« re ~ —g 2+«

Figure 1: This figure summarizes the limiting procedure used to treat (2.21). Region III represents I,,. The con-
tribution from this region is further decomposed into ff and f5 (see (2.23) and (2.24) below) which converge to the
decomposition in (1.13). The limiting procedure is done by constructing the Green’s function for RAY, and making
analyses of the resulting integral operators (carried out in §4-86 together with Appendix B). In regions I and IV we
apply energy estimates on RAY , to prove these contributions vanish (carried out in Appendix D). Here § > 0 is traded
to gain the flexibility to take o > 0. In region II, we apply a compactness-contradiction argument with a second order
comparison principle that shows these contributions also must vanish (carried out in Appendix D.2.1).

where

F w(0)  ;_ ik(u(r)—c)t
it =22+ 0 [ e Al ke

Jr
u(0) 7 ik(u(r)—c)t
+ 2%7\"}; /0 (UEZ)(r) c_)ec)2 — x1(r,re) X (r, ¢,e)de, (2.23)
. B 50") u(0) (u(r) _ C)ez’k(u(r)—c)t
fst,r) = 27rz\/?/0 () = O T 22 X2(r,re) X (r, ¢,e)de, (2.24)
e _ B(r) o ik(u(r)—c) Y (r,c+ic) Y(r,c—ie)
fS(taT) — 27(-2\/; \/R(s e k t |:U(T) — iE — u<r) e + Z€:| X(T(C)(l — X[(Tc))dc, (225)

Y(r,c+ig)  Y(r,c—ic) ] (1= yo(c))de. (2.26)

€ B(T) / ik(u(r)—c)t
tr) = —2 -
Te(tr) 2min/T Re u(r) —c—ie u(r) —c+ie
In order to prove Theorem 1.1 we moreover need to express (70, )’ f for j < k. In what follows, denote d¢ as:
1
0 := ——0r + O.. (2.27)
u/(r)
It is important here that v’ does not vanish. The significance of this derivative, which has the form 9, + 0. with
z = u(r), is the following: formally integrating by parts in ¢ assuming that no boundary terms appear gives:

70y (/000 h(u(r) — ¢)B(r, c)dc) = /000 h(u(r) — ¢)ru/(r)dg B(r, c)dc.

The G refers to the terminology of “good derivative” in [66], where an analogous derivative arises for a similar reason.
Iterating gives,

1 /°° e (ry)eitk(u(r) —u(re))
0

(T87-)jff(t,’l") = (7‘87-)jF(7“) + % (’U,(’I’) _ 0)2 + 52

(ril (1))’ (wc)ﬁ(”

r A(r, e, 5)) dre

(2.282)
L /00 oitk(u(r)—u(re)) (u(r) — cyu'(re) C)UI(TCZ (r (r)0g)’ <X1(r, rc)@X(r, c, e)) dre,
0

2mi (u(r) —c)?+¢ NG
(2.28b)
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(u(r) = Ju'(re)

() =P +2

(rd (r)0g)? ( xa(r, TC)MX(T, c,e) ) dre. (2.28¢)
Jr

This formula will be used below to obtain higher derivative estimates on f and f7. Finally, in order to complete our

characterization of vorticity depletion, we obtain a decay estimate on (rd,.)’ f5 like O(t~1). For this, we will integrate

by parts in 7.:

~ omi

(T@T)J f; (t, ’I“) - / eztk(u(r)—u(rc))
0

N Fe () = L[ gitk(u(m—u(r) Wr)—c) 1o e B0 .
e e A o (=) 096) (vt rd 22K (rcve)) ) e
(2.29)

Notice that in the formulas above, near » = 0, the derivatives landing on X or A will be roughly O(r% )85 ; we will
see that each O¢ ‘costs’ r~2 near the origin. Indeed, we have the following observation regarding F' and F,:

Lemma 2.6. There holds

oGl .,

F,6+2¢

4
Se 2 N0 Pl o 06Fl, SR el
m=1

2.3.2 Vanishing for z ¢ I, asc — 0

The contributions of f& and f7 (2.25) and (2.26) vanish as € — 0. Hence, the only relevant values of the spectral
parameter ¢ are those contained in the interval [0,«(0)], the range of w, which is the continuous spectrum of the
operator Ly, in (2.2). The precise statement is contained in the following theorem.

Theorem 2.7. Assume k > 2, and let j € {0, ...k} be a fixed integer, o« < 6/8, and 0 sufficiently small. Then for
allt € R,

tim [0, f5 65, Vs, + 160, F5(8 )us, | = 0.

The proof of this theorem is contained in Appendix D. The main ingredient is a set of careful energy estimates on a
slightly more generalized version of the Rayleigh problem (2.13), as stated in Theorem D.1. These estimates allow to
trade some § > 0 for freedom to choose a > 0 in (2.18). The estimates are then used in an iterative way, to bootstrap
from the initial L? bound up to the k-th derivative. Indeed, the functions X, Y, A and their O derivatives satisfy an
equation of the type

: F*
RAYL Y (etie) = —H L R 2.30
+Uqg (7C 7’6) U(T‘)—ijig_k J+1> ( )
where R; and F; depend on I, F, and lower order derivatives of Y. The difficulties we face are summarized below.

¢ The energy estimates depend on the region where c ranges, and, in turn, on the asymptotic expansion of u near r = 0
and » = oco. Hence, the bounds are necessarily different and have to be treated on a case-by-case basis. The non-
uniformity in which ¢ — 0 discussed in the previous section plays a key role. Moreover, bounds have to encode the
correct integrability in ¢, as the formula (2.25) deals with the endpoints ¢ = 0, u(0), while (2.26) requires integrability
as ¢ — %oo0.

< While in most cases a (weighted) energy estimate for (2.30) is obtainable by multiplication by Y. and integration
by parts, the case near ¢ = 0 requires a contradiction argument. Due to compactness, a failure of the energy estimate
would imply the existence of a localized solution to RAY+¢ = 0, which is ruled out by a second order comparison
principle against the homogeneous solution at k¥ = 1 associated with (2.5).

¢ In the iterative process, R; contains coefficients (that depend on w and /3) that are very singular and that require a
gain of 72 at » = 0. This is related to the “cost” of taking O derivatives, discussed above. This loss can be handled
up to k — 1 derivatives, by keeping track of the weight correction allowed in the energy estimates (the parameter -y in
Theorem D.1). The case j = 0 is carried out in detail in Sections D.3-D.4, while the generalization to derivatives up
to k — 1 is handled in Section D.5.1.

¢ The k-th derivative is handled directly by expanding the Rayleigh operator in (2.30) and exploiting the elliptic
regularity due to the second order derivative present in RAY1 (see Section D.5.2).

12



2.3.3 Green’s function for the Rayleigh problem for z € I, as¢ — 0

2.3.3.1 Homogeneous Rayleigh problem. While for k£ = 1 the exact solution (2.5) allows the construction of the
Green’s function in a fairly direct way (for all z € C), the picture in the case k¥ > 2 is complicated by the lack of
explicit formulae for the solution to the homogeneous Rayleigh problem RAY1¢ = 0. In Section 4, we derive the
existence of a unique solution ¢ of the form

o(r,z) = P(r,z)(u(r) — 2), zel,,

which satisfies P(r., z) = 1, 0, P(r., z) = 0. The function P also encodes the behavior of ¢ away from the critical
layer (essentially, the precise asymptotics as 7 — 0 and » — 00). Theorem 4.1 treats the general case when z € I,,
while Theorem 4.2 focuses on further properties when z € (0, u(0)) is real-valued. The convergence estimates are
stated in Theorem 4.3. The proofs are articulated in different steps.

¢ Existence and uniqueness of P is proved through an auxiliary function P, related to P via

3/2
r /~

P(r,z) = () P(r, z),

which satisfies a proper integral equation, treatable under the contraction mapping principle in weighted L°°-based
spaces (note this step shares some similarity with [66]). In this way, existence, uniqueness, and the nearly correct
behavior at 0 and oo (up to a small correction) in both r and 7. is obtained at once, along with suitable bounds
(Proposition 4.6). Note that the definition of P is informed by the exact solution (2.10) in the case k = 1.

o When z € (0,u(0)) is real, further monotonicity properties of P, are available (see Theorem 4.2). Of extreme
importance is the fact that ¢ only vanishes at the critical layer, when r = r., along with the correct k-dependence of
the estimates involved.

o In order to prove that the complex solution ¢(r, z) only vanishes at the critical layer for every z € I, we prove
convergence estimates for P(r, ¢ £ i) — P(r, ¢) and its various derivatives, in the correct L>°-weighted spaces. This
is carried out in various steps. In Section 4.2, we use again the function ]5, and we derive sub-oEtimal (in both r and
r.) convergence estimates. Similarly, we treat Jg P near the critical layer in Section 4.3 and 0, P in Section 4.4. The
optimality in 7 is then obtained in Section 4.5. In both cases, factors related to 72 and r 2 appear in the convergence
estimates, due to the nature of the singularities at 7,7, = 0, co. This is the primary practical motivation behind the
definition of the region /,, and the subsequent non-uniform passage to the limit as ¢ — 0. Indeed, only for z € I, are
we able to deduce that ¢(r, z) # 0 for all r # r., a key property (as we see from (2.31) below).

2.3.3.2 Inhomogeneous Rayleigh problem. In order to construct a Green’s function for RAY, from (2.8), we
again use reduction of order. For z € I, \ Ranu, we define the two homogeneous solutions which each satisfy one of
the boundary conditions via:

Hy(r,z) = —¢(r, z)/o mds, Hyo(r, 2) = ¢(r, z)/r mds. (2.31)

Note that Hy and H, are well defined by absolutely convergent integrals for z € I, \ Ranwu and are solutions to the
homogeneous Rayleigh equation (4.1), whose Wronskian is

M(z) := Ho(r,2)0r Hoo (1, 2) — Hoo (1, 2)Or Ho (1, 2) = /000 5 (1 (2.32)

2(s, 2)

One of the crucial lemmas is Lemma 5.2, which provides the following lower bound uniformly for z € I,,

=

|M (c+ie)| = kmax(r; >, r2).

Cc i e

Note that the singularities at . — 0 and r. — oo are in fact a gain. These gains are crucial for obtaining the vorticity
depletion, and arise from the detailed asymptotic analysis of ¢ around the critical layer. Hence, the Green’s function
for the Rayleigh operator for z € I, \ Ranu is

(2.33)

/ /
Gl 1 2) = 1 Hy(r,2)Hx (17, 2), r<r,
M(z) | Ho(r', 2)Hoo (7, 2), r>r.
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In addition to the lower bound on M, precise estimates on Hy and H, follow from our study of ¢(r, z) (see §5) as
well as convergence as ¢ — 0. Due to the apparently singular integrals that appear as € — 0in (2.31), it is not obvious
that Hy(r, c £ ie) and H (7, ¢ £ ic) converge, but cancellations for e > 0 ensure we have well-defined, log-Lipschitz
limiting functions Ho(r, ¢ +i0), Hoo (7, ¢ £ i0) (as expected from shear flows [28]). See §5 for more details.

The Green’s function gives us representation formulas for Y+ := Y (r,c +ig) and X := X (r, ¢, ¢) fore > 0 (see
Lemma 6.3),

u(s) —
/ Qrsc:tze)( ) = ) +E2F( s)ds

/ Qrsciza)( )= ) T ds+/ G(r,s,ctic)Fy(s)ds (2.34a)

2ie

X = / X&s (r;s, C)WF(s)ds
> 2ief(so) D (o B2 (s s rde) UE = oo
—|—/O (/0 (u( BXS;E( ;805 )BXS;E( 0,8,c)d 0) F(s)d

80) — ¢)? + &2 (u(s) — )2 4 ¢2

e o 2ief(s
n /0 ( /0 = f(c )g>+ B SO,C)ng;E(SO,s,C)dSO) F,(s)ds, (2.34b)

where

Bg(lgs(r s,¢) =G(r,s,c+ig) +/Oo o 2ieb (o) G(r, s0,c+i€)G(s0, s, c — ie)dso,
0

u(sg) — ¢)? + &2
n  _ p _ )
BXG;E - BXS;E(T7 SOaC) - g(T‘, S0,C+ ZE)'

2.3.4 Representation formulas and boundedness for (79,)? f; and (r9,)’ fo
The details of the below discussion are given in § 6 below.

2.3.4.1 Iteration scheme and representation formulas for 8é derivatives for j < k — 1. From (2.28), we see
that a key step in the proof of Theorem 1.1 is estimating 8éX and 8éA for z € I,. The crucial property of Jg
derivatives is that they vanish on functions of u — ¢, and hence, the commutator [0, RAY ] is not more singular than
RAY, itself at the critical layer (see (6.2) below). As a result, we are able to use an iteration scheme of the following
general form to control higher derivatives; this iteration scheme is one of the insights for obtaining higher regularity
of the profile.

Lemma 2.8 (Iteration lemma for 8%, X and 8%, Y for ¢ > 0). For Fj, R;, R%, E; defined below in Lemma 6.1 we have
the iteration

; 2ie E; 1
RAY. X = — 2= ( oIty ) it e
e (u—c)24e2 \"It! —# e T
+
Ray 0L 'Y = LIS
¢ u—c¥ic It

The quantities R;, &}, R}, and F; depend only on 3éX and 8éYf0r 0<?¢<j—1(aswellasu, B, F and F,).

Using the recursion scheme described in (2.35) and Fubini’s theorem, it is not hard to formally verify the following
Proposition by induction, which allows to directly express 95X and 9%Y in terms of F' and F in a form essentially
the same as (2.34) except with much more complicated kernels. See Lemmas 6.4-6.6 below.

Proposition 2.9. For all j < k — 1, there hold representation formulas of the general form for various kernels B and
weights w fore > 0:

PR u(s) ¢ e
aéY = g/o Bys;j’g(r, S, C)mws;j,[(s)aGF(s)dS

j o0 .
2ie
+ ZA Byg;j’g(’)", S, C)mw&jj(s)aéF(s)ds
=0
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J 00
+> / By G35, (1, 8, €)we,e(s)9G Fi(s)ds
=070
+ Similar terms with different B, w, (2.36)

where by “Similar terms with different B, w” we mean terms with exactly the same formal structure, except with
different B kernels and weights w (however, all of the omitted terms will share the same estimates). Similarly, for
various kernels B and weights w we have a similar representation formula for e > 0:

1 2ie
Z/ gﬂ)iljé (r,s C)mwxéhj,g(s)@éF(s)ds

J )
* 2iefB(so0) (1) ) 2ie ¢
+ Z/ </0 (u(s0) — ¢)2 + 2 Bxs,;, o(7, 50, )BX5;j,e(50v5aC)d50 —(u(s) TPt el Wxs2;5,0(8)0G F (s)ds

=070 s0)
([ 2iEB(s0) @ (u(s) = o) |
+ Z/ </0 (u(50) — )2 7 22 Bxs.. (7,50, c)BXS;M(sO, s, c)dso> wasu,g(s)aéf"(s)ds

J .
e > 2ief(s
> ( | @ (o) B (r 50, >B§?2;;j,g<so,s,c>dso) Wy e()0 F. (s)ds

—Jo u(sg) — ¢)? + &2
+ Similar terms with different B, w. (2.37)

Furthermore, in each term above, the weights satisfy an estimate of the following form for some 0 < ¢’ < j — £ and
all m > 0 (different ¢’ for each term),

(03) ™ Wasj o(5)] Sy max(s™2 2. (2.38)

Along with (2.36) and (2.37), the proof of Proposition 2.9 derives also an associated recursion for the various B
kernels appearing above (see Lemmas 6.4-6.6). That is, the kernels B () ;¢ are determined from Bi j) 1,m Vvia a few
canonical integral operators involving the Green’s function G. A crumal 1dea of our method is to use these recursion
formulae on the B’s, together with precise estimates on G, to obtain precise estimates on all possible B kernels by
induction. This method allows us to treat all of 95, X and 9%LY for j < k — 1 simultaneously (as discussed below, the
method only stops due to the max(r~2,72) losses coming from d¢). Define the bounding functions

2 2
- c 2 2
K(’I’, S, C) C 17"@>1 + ]-rcgl <]-s<7"<7"C + 13<rc<r<1ﬁ + ]-s<7"c<1<r7"c + 1r6<s<r<1ﬁ + ]-rc<s<1<r5 + 11<s<r

r? r?
+1rcs<r, + 17'<7'c<3<187; + 17”<rc<1<s7€ + 17‘c<7‘<3<1572 + 17"c<7"<1<sr2 + 11<r<s>7 (2.39a)
gk—1/2 FE+1/2 ,
B(T, S) = <1S<T7ﬂk)1/2 + 1T<SW) <8> (2.39b)
11 ¢
Lye(rys) = k' max <2, —2,7"2, 32) . (2.39¢)
T S

The full properties and the estimates obtained on the kernels are laid out in Definitions 6.7 and 6.8 below. The main
result in §6.3.1 is the following.

Proposition 2.10. For j < k—1, each of the kernels B( ) ;¢ appearing in (2.36) and (2.37) is Suitable (2", " +1, )
of type I for some v € (0,1), 1 > n > 0, and some mteger 0" > 0 (difference for each kernel). For j < k — 1,
each of the kernels Bg?i;j% and By ..j ¢ appearing in (2.36) and (2.37) is Suitable (20", 0" + n,~) of type I for some

€ (0,1), 1 > n > 0, and some integer ¢ > 0 (difference for each kernel). In particular, each satisfies the
uniform-in-€ boundedness:

B

w18, 0| Sy [/ ()| K(r, 5, ¢)B(r, ) Lapr gy 1 (1, 5)
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B®

*;7,0 (T? S, C) 577 |ul(s)‘ K(T7 S, C)B(Tﬂ 5)[:2[//_’[/2/4,,7(7', 8)7

and each of the kernels satisfies analogous log-Lipschitz regularity estimates and convergence estimates as € — 0 (see
Lemmas 6.10-6.14). Finally, all terms in Proposition 2.9 satisfy the additional constraint

4+ 0+ 0" < g, O+ 0+ 00 + 05 <. (2.40)

Remark 2.11. The gains encoded by K, the fact that in certain regions of (, s, ¢)-space K is much smaller than 1, are
what ultimately allows us to deduce the vorticity depletion effect and are inherited from precise estimates on . The
losses encoded by £ are inherited from the max(r~2,r2) losses inherent in ¢ derivatives. It is crucial that the losses
in £ do not depend directly on r..

Remark 2.12. The constraint (2.40) arises due to the fact that each application of J¢ to (2.35) can land either on
X, Y, F, F,, or on the fixed coefficients that depend only on the background vortex. Each application will lose
max(r~2,7?), and hence there are max(r~2,72)J powers to distribute between different factors that the kernels and
the weights account for.

2.3.4.2 Extension to 9% or r.0,, 82; with j < k — 1. It is not clear how to obtain estimates for even a single

r. derivative, e.g. Oy, 8&: the commutator [0,.,, RAY.] is too singular near r. to use an approach similar to the one
we used on Jg. Moreover, the arguments of Proposition 2.10 break down at j = k due to the singularities in the
right-hand side of (2.35) at zero and infinity (encoded by the constraint (2.40)). In order to overcome this difficulty,
first notice that while the commutator [0,, RAY.] is too singular to use an approach like what we used on Jg, we
should nevertheless expect to be able to estimate 9,07 Y by elliptic regularity. Indeed, away from the critical layer, it
is a straightforward extension of our methods to show directly that 0, derivatives of (2.36) and (2.37) should not be
significantly worse than the 97, X and 07, Y themselves. The next observation is that, just as d arises when taking 0,
derivatives in (2.28), similarly, J¢ arises when taking 0, (or O¢) derivatives of (2.37) and (2.36) (see §6.4 for details).
Therefore, while it seems intractable to build a reasonable iteration scheme for taking multiple 9, and 0,._, it turns out
we can take a single 0,, 0, away from the critical layer, or a single additional J¢ derivative near the critical layer, of
(2.36) and (2.37). For f5, we only need 0,, away from r ~ r. and hence this will be sufficient. For f;, away from
T~ T, WE Write

ru’(r)

ru'(r)0g = ro, + 7O,

reu! (1)

and estimate these two derivatives separately (whereas for r ~ r. we naturally leave the derivative as is). See §6.4 for
details.

2.3.4.3 Convergence and boundedness of (r9,.)’ ff and (rd,.)’ f5. Next, our goal is to pass to the limit ¢ — 0
and obtain L? bounds on (r,.)? f; and (10,.)? fo. The first proposition gives convergence in the weaker weighted space
Li s and boundedness of the limit in the weighted space which is r =2 stronger at the origin.

Proposition 2.13. For all j < k, we have the convergence of (rd,.)’ f; (t,r) to a limit (rd,.)? f1(t,r) in the norm:
. j e _
g%“(rar) (fi fl)HL?ﬁ 0.

Moreover, there holds the uniform-in-t bounds for n < k in the stronger weighted space: for all n > 0,

[VFra il Sman B2 ] + 32024000,

= F,5/4
Similarly, we prove the requisite decay O(t~1) of f5 in the natural L% s Space.

Proposition 2.14. For all j < k — 1, we have the convergence of (r0,.)? f5(t,r) to a limit (rd,)? fa(t,r) in L?c,é.'

lim [|(r0,)7 (5 = fo)ll ., = 0.

e—0
Furthermore, there holds the following decay estimate forn < k — 1: for alln > 0,
1 1 n+1

160" fallus , S Gy [ iy | + WD SR || (9, )T P |
§=0

Lis/a
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Propositions 2.13 and 2.14 give the vorticity depletion characterization in (1.13). Combining (2.28) and Propo-
sition 2.9, the proof of Proposition 2.13 and 2.14 reduces to passing to the limit as € — 0 in operators of the type
arising in Proposition 2.9 (and obviously bounding the limiting operators) with the B’s satisfying a list of properties
such as those alluded to in Proposition 2.10 (the actual list is much longer; see §6.3.1). This involves a number of very
technical decompositions over (in general) four variables r, sg, 7., s adapted to the various asymptotic behaviors near
the origin, infinity, and the critical layer. The various Holder regularity properties of the kernels becomes important
for passing to the limit in the iterated singular integral operators arising. The details are carried out in Appendix B.

Finally, via the Biot-Savart law, integration by parts in r, and the Hilbert-Schmidt lemma, Propositions 2.13 and
2.14, directly imply Theorem 1.1, as the next lemma shows.

Lemma 2.15 (Vorticity depletion implies optimal inviscid damping). The vorticity depletion estimates (1.13) imply
the inviscid damping estimates (1.11).

Proof of Lemma 2.15. We may without loss of generality consider the case |k¢t| > 1. Denote G (r,p) to be the
Green’s function for the Laplacian restricted to the k-th angular Fourier mode, i.e.

e

p=rT

= =

Gk('f‘,p) = g {

p=r.

b?)__‘ﬂ =3 “b

Using the decomposition of wy, as in (1.12), we have

Untor) = / Gilr, p)e™ O £ (1, p)dp + / G (r, p)e= 10 £y (8, p)dp
0 0
= 1/%;1(15, T) + wk;Q(t7 7").

It is convenient to denote

2 1

k" O )" fra (t kt E7™|(rop)" fra(t = M
up DK IVF0" fea®ll g, +supkt) D K7 100" fa g, = Mo
where by (1.13) we have that M is bounded in terms of the datum w,i". For the contribution from .2, we integrate
by parts and obtain

|[rs2(t, )| /Oo —ie~ ktu(r) ( 1 > ‘
kt)(kt) ————— = (kt 0 Gi(r, 2 (t, d
(k) ) T2 2 = (k) | | S0y (O M alton) ) do
o0 kt a(t, E=Y(p0,) fralt,
< [ 10 sl )l
0 wy,s(p)
where
1
Ty(r, p) = wf,lé(P)Gk(TaP) ((pap)Gk(w)l kpllf ()| +k>.
plu (p)wy 25(r) Gi(r,p) |u'(p)
Using that (recall the strong decay imposed on f (1.10b) at infinity),
w15 (P)Cilrp) wrs(p)min {25 }
1T2(r; )l p2ar apy S K H, N ; <1,
o0 () 25() || 12 gy () wy.25(r)
L2(dr dp)
we obtain,
My

||1/1k;2(t)“1;5;125 < o) (8

as desired. Similarly, for the 1,1 contribution, we integrate by parts in p twice, keeping track of the boundary terms
arising from the second derivative of the Green’s function. We arrive at

vk 5 t’ > —iktu 1 G ’
(kt)2Pp (t, 1) = 2~ k() Jia(t,r) —/ e ktulr) g, (u, d ( (r p) fk;1(t,P)>) dp
0

(w'(r))? (p) "\ w(p)
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from which we deduce

[Yraltr)] 2wr,5(r) VT frea (t, 7))

5 2s0) = VW) wiealr)
4 /Oo T1(7“, p)\/f5 (‘fk;l(tap)l + k_l‘(pap)fk;l(t>p)| + k_2|(p8p)2fk;1(t,p)|) dp
0 wrs(p)
where
ooy = wrs(p)Gi(rip)  (1(p,)*Gi(r p)l 3plu"(p)'\ PO Gr(r,p) |, 2
hil ’p)_pQ(U’(p))Qﬁww,m(T)< e (34 ) P
k2p?|u" (p)] | 3k*p*(u"(p))? | 3kplu”(p)|
TR T @e? T ) )
kwp,g(p)min{’r’—k,;—k}'
P> (W (p))?y/Pwy,25(r)
Therefore, using that
H wrs(r) wr,s(p) min{%:v ;*:} -
w25 (1) V(W (1) || oo gary || P2TH2 (W (p)) 2wy 25(r) ~

L2(dr dp)
which may be checked directly, we obtain that

M,
Hﬂ’k;l(t)”%,% N 25

which is the desired estimate. The inviscid damping of the velocity field follows in a similar manner from the Biot-
Savart law, or by noting that r(u},u%) = (ik, —r0,.)1)., and we omit these details to avoid redundancy. O

This completes the proof of Theorem 1.1.

3 Dynamics of the k = 1 mode

In this section we give the proof of Theorem 1.1 for the mode k£ = 1. For this, we derive an equivalent formulation of
(2.9) as follows. From (1.6a) we obtain that

at (eiku(r)twk) — eiku(r)tikﬂ(r)wk.
An integration over time then yields
ethulmt (t,r) = wi*(r) + ikp(r) / eFurIT (r,7r)dr.
0
Now, by writing the evolution equation satisfied by 1y, we infer that

- QiE:}F M, Re_ikd (@4 (r, ¢ — i) — @y (r, c + ie)] de,

wk(t? T)

and therefore

. . 1 — etk(u(r)—c)t
etkumtyy (b, 1) = win(r) + 27’?5% El_i)rgJr /R ﬁ [Pk (7, c+ie) — Pp(r,c — ig)] de. 3.1

We remark that this is roughly the form used in [66] (though the contour integral is set up slightly differently).
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3.1 An explicit representation of the vorticity profile

The case k = 1 is special, because the homogeneous Rayleigh problem has an explicit solution
o(r,z) = (u(r) — z)r*/? solves RAY,¢ = 0.

This fact may be verified by a direct computation, in view of (2.1). Additionally, this special solution has the property
that

lim ¢(r,2) =0
r—0

and thus it may be used directly in the construction of the Green’s function for RAY,. This fact is yet another special
property of k£ = 1. Using the reduction of order technique (see e.g. [50]), one obtains another independent solution to
RAY, =0

< ds
) =909 [ g
which vanishes as » — oco. One verifies that the Wronskian of these two solutions is
(barHoo - a7"(1517[00 = _]-7

and thus we may directly combine ¢ and H, to obtain the Green’s function for the k£ = 1 Rayleigh operator:

_ _¢(T7 Z)HOO(pv Z)a r< P
Gilrp2) = {—¢<p,z>Hoo<r, 2, >0, G

The upshot of (3.2) is that the solution of the inhomogeneous Rayleigh problem for k = 1,

RAY,®; = L VT (r)vr
u(r) — z
for z € C, is given by
o3} win
®y(r,2) = / Gi(r, p, Z)Mdp- (3.3)
0 u(p) — =

In order to derive a formula for the vorticity profile
fi(t,r) = ety (t,7)

we appeal to the representation formula (3.1) which yields

tr) = wi B)_ [ LT ) — @ e)] d 3.4
filt,r) = wi (T)+27Ti\/77€—1>%1+/RW[ 1(ryc+ie) — @y (r,c —ie)] de. (3.4)

Further, setting z = ¢ = i€ in (3.3) and using essentially that fooo wi(r)r?dr = 0, we may pass to the ¢ — 07 limit
in the contour integral of (3.4), to obtain

fit,r) = fra(r) + fra(r, ), (3.5a)
ua(r) = wi(r) + rqu,@) /O wi(p)p*dp, (3.5b)

Fra(r.t) = rB(r) / " gitutr w2 (3.5

. pu'(p)
where as usual we used the notation 7. = u~*(c) for ¢ € Ran(u) = (0,u(0)]. The proof of the convergence as

€ — 07T of the expression in (3.4) to the expression in (3.5) is rather tedious, but direct. We thus omit these details.
Alternatively, one may directly verify (by plugging in) that the vorticity

wi(t,r) = e_i“(r)tfl (t,7) 3.6)
obeys
Opw1 + du(r)wr —if(r)yY1 = 0, —A1Y = wy, 3.7

which is what we are after in the first place.
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3.2 Vorticity depletion and inviscid damping

A few comments are in order concerning the decomposition (3.5). Although f1,1(r) is time independent, and thus it
does not decay with ¢, it is unusually small near the center of the vortex, that is

fra(r)=0@3) as r—0,
instead of just an O(r) behavior. To see this, using the notation in (1.9) for k£ = 1, one expands
win(r) = w%r +0(r), as r—0, (3.8)

and uses the precise Taylor series for u and 3 near » = 0 (note that 3(0) = —4(0) from (2.1)). Inserting this in
(3.5b) shows that the coefficient w{’fo of r cancels out, leading to the O(r?) behavior (recall (1.8)). This is the vorticity
depletion due to the non-locality of the linear equation. Moreover, if wi" is compactly supported away from 7 = 0,
the same holds for fi.;. On the other hand, for the time dependent contribution to f; we have the asymptotics

)

which vanishes only O(r) as r — 0, but instead decays in time.
We now make this intuition rigorous. Using the notation of (1.9), we rewrite

B(r)

f1;2(t77")—0< ) as ’I"*)O,

in _.—1/2 in
wit(r)y=r Fi(r)+rx(r w 3.9)
" (r) 1)+ rx(n) Gt
where W% = lim,_,o 7~ *wi™(r) (recall (1.8)), and by definition we have that
r3/2+2 forr <1
Fy (1) ~ K = 3.10
1(r) {rl/Qwin(r), forr > 1. (3.10)

The important observation is that (3.10) is precisely consistent with the definition of the weight wr 5 in (1.10c), when
k = 1. Inserting (3.9) in (3.5b) and using (2.1), it follows after a short computation that

B(r) " 3/2 wmﬂ " 3,/ /
r2u/(r)/0 P “Fi(p)dp + 1’05(0)7"21/(7")/0 P2’ (p)x (p)dp. (3.11)

fralr) =r V2R (r) +

We note that the last term on the right side of (3.11) vanishes identically for » < 1/2, by the definition of the smooth
cut-off function y, and behaves as 3(r)r for r > 1. It follows from (3.10)—(3.11) and the definition (1.10c) that

IV fiallps | S il + 1Al , - (3.12)
In a similar way, using that the operator 0, is scale invariant, we may apply derivatives to (3.11) and obtain that

IVrron) fiallps | S lwliol + 1Flls + 100 Pl

F,5/2

and

2 i 2
V02 fual g, S bl + 1By, , + 1000 Fillgs |+ 100,
which completes the proof of the first half of (1.13).

We obtain similar estimates for fq,2 by using (3.5¢c), the already established bounds for fi.;, and integration by
parts. For instance, for the weighted L? estimate on f;.5 we have

itfio(r) = T’B(r)/ %@ (ei(“(r)fu(p))t) fi1(p) dp

P pu(p)
_ * i(u(r)—u(p))t wrs/2(p) /p(pO,) f1:1(p)
[t S wrsalp)
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e e ei(u(r)_u(p))twF’C;/Q(p)(u’(p) +2pu” (p)) /P f1:1(p)
/O Lpsrrf(r) 02 (u/ (p))? wr.s/2(p) @
wrs/2(1) /T f1,1(r)

r(u'(r)? wesp(r)

+VrB(r) (3.13)

Upon dividing by wy 5(r) and using that

‘ VrB(r) wrs/o(r <1

ws(r) r(w/ (r)? e ~
rB(r)  wps2(p)

’ Lo>r wy5(r) P5/2(u/(,0))2 L2r2 <L

‘1 rB(r) wra/2(p) (W (p) + 2pu" (p)) <1

T wps(r) P20 (p))? PR

and, in view of the already established bounds on f;.;, we conclude that

t||f1;2||L?,5 S Hﬁfl;lHL;&p + H\/;(Ta?ﬂ)fl;lHL?::&/2 S ‘W?,LO

+1Fs,, + 160 Fills
In order to bound the weighted 70, norm of fy,2, we apply an r0, derivative (which preserves scale) to (3.13) and
then divide by wy,s. Similar L2L2 bounds hold for the kernel which arises, and the norm of \/r(rd,)? f1;1 enters
the calculation (but we have it already bounded in the suitable norm). We omit these computational details. This
concludes the proof of the second half of (1.13).

The proof of inviscid damping for the stream function now directly follows from Lemma 2.15 and the bounds
established on fi.; and fq,2. We note that for k = 1 the stream function has a particularly nice formula

) . ) —iu(r)t
Un (t, 7«) — _ti—;Z:)(r) (e—w(r)tfl (t, 7“)) _ _eiﬁTatflﬁ(t’ 7,)

= —r /oo(u(r) — u(rc))efit“(“)wdrc, (3.14)

reu! (re)
which could also have been used to obtain inviscid damping, by integrating twice by parts in r., as was done in [68].

4 The homogeneous Rayleigh problem for £ > 2

We consider here the homogeneous version of equation (2.8), namely
1/4 — k2 r
Orr® + ( / 2 + blr) z> ¢ =0, 4.1

for £ > 2. In this section we construct a specific solution for z € C in a neighborhood of the spectrum and study
various properties. Most of the estimates exploit the following weight, defined as

(r)re) k4172, r<l, (r)re) k41277, r<l,
W (T, Te) = Wep Ty Tec) = 4.2
o( ) {(T/rc)k+1/2’ r> 9 3 ( ) (r/rc)k+1/2+7’ r> 2, 4.2)
using also the notation Li,w as in (1.10a). In what follows, we will often use the the following smooth cutoffs:
k(r —re
Xe(r, ) =X <(r)) X£(r,¢) =1 — xe. (4.32)

’ ( k(r—rc) )

(& Te

Note that [0g x| < max(r;2,72) |x

(& e

‘ and X/, is supported away from the critical layer; analogous observa-
tions hold also for 10, x. and 7.0, Xc).
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Theorem 4.1 (Homogeneous solutions for k > 2). Assume k > 2, let £y € (0,1/2), and define
D., = (0,00) x ((0,u(0)) +i(—e0,20)) C (0,00) x C. 4.4)
There exists a unique solution ¢ : D., — C to (4.1) of the form
o(r,z) = P(r,z)(u(r) — z) 4.5)

with P : D, — C such that P(r¢,z) = 1 and 0, P(r., z) = 0 for every z € ((0,u(0)) + i(—¢eq,&0)). Moreover, ¢ is
continuously differentiable with respect to r and r..

The proof of this theorem is carried out throughout Section 4. Let (g, Qo be defined via the identities

N

o(r,z) = (T) Qo(r, 2)(u(r) — 2), vr € (0,7, (4.6)

and

.\ L/2tk
o(r,z) = (r) Qoo (1, 2)(u(r) — 2), Vr € (re,00). 4.7
Moreover, the functions

BO(T7 Z) = (k + 1)@0(7.7 Z) - TarQO(Tv Z)v r S Te, (48)

and
Boo(r,z) = (k= 1)Qoo(r, 2) + 10, Qoo (1, 2), r>Te, 4.9)

will play an important role. When z is real and belongs to the interval (0, %(0)), more can be deduced.

Theorem 4.2 (Further properties for the real solution). Assume that z = ¢ € (0,u(0)), and let $(r, c) be the unique
solution to the problem posed in (4.5). Then

Qo(r,c) >0, 0rQo(r,c) > 0, Vr e (0,7, (4.10)
and
Qoo(r,c) >0, OrQoo(r,c) <0, Vr € (re,00). 4.11)
Moreover,
Qo(r,0),Quo(r,c) =1, [[r9,:Qo(, )llL=(0,r0): I70r Qoo (-, )l L (rp00) S K- (4.12)

Finally, there is a constant §y depending only on w such that for all . € (0,00), there holds for all |r — r.| < dpr.
(uniformly in k and r.),

p2k—1 2 _
k27|7'c - 71| S BO(Ta C) < |TC - T‘v Vr € (O,Tc], (413)
TC
and
F2k—1 2 _
k2Tk\rcfr| < Byo(r,0) < lr — rel, Vr € [re, 00). (4.14)
T2 c

As a consequence, the theorem proves that, when the spectral parameter ¢ € (0, u(0)), the only point at which P
vanishes is the critical layer, while otherwise P is bounded away from O uniformly, thanks to (4.12). Combining this
with suitable convergence estimates deduced below, we deduce non-vanishing properties of the complex solution as
well. However, due to extra factors of r?f” and 2= (see e.g. Lemmas 4.11-4.14), this information will only be
available in the domain I, given in (2.18). Eventually, ¢ will be chosen to be a multiple of .
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Theorem 4.3. On the domain (r,c) € (0,00) x I,, we have
||(ra7“)jPHLoo ga kj7 j = 07 ]-7
¢
[(u(r) = 2)r*0, Pl o Sa K,
/2

HrcanPHL;O S K,

||(7’3r)j(P(T,c:ti5) —P(r,c))HLOo Sa e, j=0,1,
é

||reOr, (P(r,ctic) — P(r, c))||L;,>o Sq €',

lrdyredr, (P(r, c £ ie) = P(r, ¢)) x| oo Sa €™

where X+ is defined in (4.3), and we have the (uniform in €) Lipschitz bound
|ro.P(r, c £ i€)] < K |r — 7| 7
w¢,a/2 (T7 rc) Te

and convergence estimate

1) = )20, (P(r,c £ ig) — Pr, o))l Sa 75

)2 VX
Finally, for every r € (0,00) and r. € 1, such that
r
|r —re| > f7

there holds (uniformly in )
|r0p1reOr, P(r, c £ ic)| <

w¢,a/2(T7 Tc) ~e

k4

while if

Tc

|r_rc|§ k7

we have the pointwise bounds (uniformly in ¢)

2 72} |0 P(r, c £ ic)|

min{r2, r 9 ,2}|T8T8GP(T,C:I:$5)|
w¢,a/2(r7rc)

2 .
S/a k Y mln{r(37 TC

504 k4 |T — TC‘
w¢’0¢/2 (’f‘, TC) Tc

c)’'c

and the convergence estimates

min{r?,r;?} |(r0,)! 96(P(r, ¢ £ i) = P(r,c))|
w¢,a/2(Ta Tc)

cr'c

<q &M, j=0,1.

~Q

)

(4.15)
(4.16)
(4.17)
(4.18)
(4.19)
(4.20)

421

4.22)

(4.23)

(4.24)

(4.25)

Remark 4.4. The estimates on P of the above Theorem 4.3 can also be written in terms on @y, Q. Of particular

importance are

||(T8T)j (QO(rv cE 15) - Q'(T7 C))HLoo S/Ot 577&’
[rcOr. (Qo(r,c £ie) = Qa(r, )|l e Sa €™,
[70rrc0r, (Qo(r,c £ig) — Qo(1,¢)) Xl oo Sa €™,

where 1, = % and e = 0, co. From (4.26) combined with (4.12), we infer that

Qe(r,2)[ ~a 1, [Ir0rQe(- 2)[[ L Sa k-

The first estimate is crucially stating that ¢ vanishes only at the critical layer, when r = 7.

(4.26)
4.27)
(4.28)

(4.29)

The proof of Theorem 4.3 combines Lemmas 4.11-4.14 and Remark 4.15 below for s = «/2 with the definition
of I,. Once (4.26) is established, the bounds (4.15) and (4.29) follow from (4.12) and (4.6)-(4.7), while (4.22) is

precisely (4.72). The rest are stated in an equivalent way in Propositions 4.6 and 4.9.
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4.1 Existence and uniqueness of solutions

Fix z € C be such that ¢ = Rez € (0,u(0)). We will denote by ¢1 = ¢1(r, z) the homogeneous solution for the
k = 1 Rayleigh problem devised in (2.10) (see §3.1), namely

ara) = (L) " ) -2, (4.30)

Tc

appropriately normalized at the critical layer. We will look for a solution ¢ to (4.1) of the form
¢(r,2) = ¢1(r, 2) P(r, 2), 431)

and set up a contraction mapping argument for P, which satisfies

~ K2~
o, (qbf@TP) + = @P =0, (4.32)
subject to the boundary conditions
P(re,z) =1,  0.P(re,2) =0. (4.33)
Integrating (4.32) twice and using (4.33), we infer that
8, P(r, =) it /ﬁ(@ 2)2P(s, 2)ds (4.34)
T lrﬂ = T2, /N o u - ) :
Pl — 22 J,
and
_ ) Te 1 Te 97 ~
Pr,z:1+k—1/ 7/ s(u(s) — z)°P(s,z)dsdp =: 1 + T,[P]. (4.35)
) =1+ 00 1) [ [ st = 2Pl 2)asdp P

The above expression will be useful to set up a proper fixed point scheme to deduce existence and uniqueness of P.
For further reference, we can take a 0, of the above expression, taking into account that z = u(r.) % ic, obtaining

&y, P(r,2) = T.[0,. P] + 2(k* — 1) /TC m /TC s(u(s) — z)2P(s, z)ds dp

_ 2 _ ”& Tcsus—zNS,z sdp—e2(k* = 1)r TC;
200 [ S o) = P = 07 = [ S
= T.[0,.P) + T) + Tp + Ts. (4.36)

Notice that the above expression is valid for ¢ > 0. Using integration by parts, we derive the equivalent formula

1
3! (r) (u(

! /r % <p3u1’( ) (u(p 1 )2 /: s(u(s) = 2)*P(s,z)dsdp
+ [ s / o, ( ) (uls) - 22 P(s,2)dsdp
" [C pl) )? /p

This is the formulation that we use also at € = 0 as no singular integral appears here (see Section 4.4 below).

0, B(r, ) = To[0,, P) + (K — 1 (r.) e / " plulp) — 22 B(p, 2)dp

/

— 2)20,P(s,z)ds dp] (4.37)

’LL
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4.1.1 An auxiliary weight
With the convention adopted in (2.17), we define an auxiliary weight w = w(r, r.) to solve the ODE
1 1
Az 120

where A > k is a parameter that we leave unspecified at the moment (one should think of A as close to k). In fact, we
can solve the above ODE explicitly, to find

3. - .
—OppW — ;(‘Lw + 0, W(re,re) =1, Orw(re,me) =0, (4.38)

_ A1 e\ A—1 e\
=— | — — | — . 4.
anr) =5 (5) + 51 (5 439)
Notice that, given a fixed r. > 0, w attains its minimum at » = r. and
w(r,re) > 1, vr > 0. (4.40)
The following properties of w will prove useful later.
Lemma 4.5. Let ¢ € (0,u(0)), A > k and w be given by (4.39). Then
/Tll/rcs{[;(sr)dsd *;(ﬁ(rr)f@(r' re)) Vr,r' >0 (4.41)
. p3 p s c p - A2 _ 1 s c s e Y ) N *
Furthermore, for any b # +A and for A = k + s with » € (0,1), we have
Te P
/ sPW (s, re)ds| < Tw(r, Te)s vr > 0. (4.42)
Moreover
Te ,],,2
/ sw(s,ro)ds| < —|r —re|w(r,re), Vr > 0, (4.43)
T rC
and
/ sPw(s,re)ds| <p max{r, 7 }0r — r|w(r, ), vr > 0. (4.44)

Proof of Lemma 4.5. Equation (4.41) is obtained by explicitly computing the integrals from formula (4.39). Turning

to (4.42)-(4.43), we first observe that
re —b—1 A-1 —b—1 —A-1
/ Sb,w(s re)ds = &rlﬁl r [ . in-s-l r [ )
T ’ 2A(A+) Te Te 2A(A —b) Te Te
(4.45)

By considering the different cases » < r. and r > r. and the different ranges of b # £+ A with respect to A, (4.42)
follows immediately from the definition (4.39). Also, (4.44) is obvious from (4.40). Regarding (4.43), we use the fact
that if » < 7., then applying the mean value theorem to the function (0, 1] > 2 +— 224 and using (4.39), we have

re TQ r —A-1 r 2A TQ r —A-1 r
w(s,r.)ds| = —— [ — — -1 < — | — 24— -1
/r s(s,me)ds 2A (TC> (rc) - 24 (Tc) e ‘
24 r? _
< D~ rfdi(r ). (4.46)
— 17
A similar computation, applied to the function [1,00) > z + x~24, also show that if » > r, then
Tec _ 2A 2 ~
/T sw(s,rc)ds| < TH%|T — rew(r,re). (4.47)
The two estimates can be grouped together as in (4.42), concluding the proof. O
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4.1.2 Existence and uniqueness of P

We begin with proving existence, uniqueness and some regularity for (4.35). It is clear that existence and uniqueness
of P is equivalent to existence and uniqueness of P in Theorem 4.1. Morever, all the properties on P translate into
properties of P, since

P(r,2) = (7”)3/2 P(r,2). (4.48)

Te

Proposition 4.6. Let =y € (0,1/2) and D, as in Theorem 4.1, and suppose W is given by (4.39) with A = k + ».
Then (4.35) has a unique solution P € L (D, ) such that

[(r0, ) Pllzes o= |5~ (r0, Y Pllp Soe k', 5 =0,1, (4.49)
and

[(u(r) = 2)r20,, Pl Soe K. (4.50)

~>

Moreover

10, P(r2) _ | alr =1

w(r,r.) ~7 re “51)
forany r,r. > 0.
Thus, thanks to (4.48), Proposition 4.6 immediately proves the bound
||(ra,.)fp\|% <, k', j=0,1. (4.52)

Proposition 4.6 is based on the contraction properties of the operator 7, in (4.35). This approach can be viewed as a
refinement of an analogous argument in [66] to the more complicated vortex case.

Lemma4.7. If Z € L*>°(D.,), there holds

]{12

ITl@ 2l < v

||Z||L°° (4.53)

where w is given by (4.39).

Proof of Lemma 4.7. By linearity, we can assume that || Z|| L~ = 1. In view of (4.35), (4.30), and the monotonicity of
u (hence |u(s) — z| < |u(p) — z| in the integral), we have the immediate bound

Te 1
‘w_lT wZ w(s,re) dsdp‘
w(r, r(
From (4.41), we readily obtain
k?—1w(r,r.) —1
—1 s lc
wZ 4.54
o' T [wZ]| < 1 ) (4.54)
which implies (4.53). O]

We can now proceed with the proof of the main result of this section.

Proof of Proposition 4.6. The existence and uniqueness of P follows from the contraction mapping principle. Indeed,
from (4.53) and the fact that w is bounded below (see (4.40)), the operator 1 + 7.[-] : L% — L2 is a contraction

whenever A% > k2. Moreover, from (4.35) and (4.53), the unique solution P satisfies

~ 1 k2 —
w1 P <
@ P(r, ) b

<= + o ' TJow 'P)| <14 ——
w(r,re)

||P||L~ ; (4.55)
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and (4.49) with j = 0 follows. We now turn to the second part of (4.49). In light of (4.34), we have that

. > kK2 -1 ~ e
|w 10, P(r, )| < WHPHL? -/T sw(s,r.)ds|. (4.56)
Thus, taking advantage of (4.42), we deduce that
~_1 = k2 - 1 =~
|w= rd. P(r,z)| < [Pl e s (4.57)

k

and the claim follows by combining the above estimate with (4.49) with 7 = 0. We now prove (4.50). Firstly, notice
that we can read 0,.,. P directly from (4.32), obtaining

8, P(r, 2) = —%&ﬁ - u?:)/(i)zarﬁ (K- 1)P(:2’ 2, (4.58)
Hence,
I(u(r) = 2)r?0, P(r,2) L2 S I (u(r) = 2)rd: Pz + (K = 1| Pz,
and (4.50) follows from (4.49). Finally, (4.51) is a consequence of (4.43) and (4.56). The proof is concluded. ]

4.2 Convergence of (r9,)’ P

As a first step towards the proof of the convergence estimates in Theorem 4.3, we deduce a convergence estimate on
P. These estimates are relevant near the critical layer, whereas near » = 0, oo improve the estimates further below.

Proposition 4.8. Under the assumptions in Theorem 4.1, and with w given by (4.39) with A > k > 2, there holds
| min{r2, r2}(ro,)? (ﬁ(n ¢ +ie) — P(r, c)) 2 S ekt j=0,1, (4.59)
and
| min{r?, v 2} (u(r) = )r20,.(P(r,c £ i) — P(r,c))l|ze < ek?, (4.60)

forevery e € (0,e9).
Proof of Proposition 4.8. We begin by showing the case j = 0. By setting z = ¢ & ie, we use (4.35) to deduce that

P(r,c) — P(r,z) = Fie(k* — 1) /TC ;(u(igli('oz)%zz;fdg /TC s(u(s) — ¢)2P(s,c)dsdp (4.61)

+ie(k® — 1) /TTc m /prc s[2(u(s) — ¢) Fie] P(s,c)dsdp (4.62)
+ T[P(r,c) — P(r,2)]. (4.63)

We now use Lemma 4.5 and (4.49) several times. Let us consider the case when r < r. only, since the other case is
analogous. Define b, = 1 — 1/k > 0. Then,

- re 11 e
(4.61) + (4.62)| §5k2||P||L;>~o/ 7}7/ sw(s,re)dsdp
v brTe P |u(p) - Z| P
o brre 1 1 Te
+ck ||P||L@/ —,7/ sii(s,re)ds dp
> S PPulp) =2 J,
SR IPlog o [ o)+ <k P - " L rap
~ LT 7 N1 - s e LT~ 7\ - s e
v |u/(TC)|Tc bpre P v |u(bkrc') _U(TC)| r P
< ek? w(r,re) (4.64)

min{r2, r; 2}’
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Hence, using (4.53) to control (4.63), we arrive at (4.59) with j = 0. We now deal with the similar convergence

estimate for the derivative of P, namely the case j = 1. Use (4.34) to get

rop(P(r,c) = P(r,2)) . 2(u(r) —c) Fie / 25
=4 —c¢)°P d 4.65
e ZETQ(u(r) — ) — 2 /., s(u(s) — e)*P(s,c)ds (4.65)
1 Te ~
F ism /T s[2(u(s) — ¢) Fig] P(s,c)ds (4.66)
1 Te o [= ~
_ 7"2(14(1")—2)2/T s(u(s) — 2) {P(s,c) — P(s,2)| ds. (4.67)
In the same way as above, we find
1(4.65) + (4.66)] < &]| Pl e / sii(s, 7o) ds| < eh—2r2Te) _
B =2 [ T  min (a2, 7Y
while appealing to (4.59) with j = 0 we also infer that
- , 1 e w(r,re)
(4.67)| < || min{r?, 72} (P(r, c £ ic) — P(r, o)llre Y Y sw(s,re)ds| S ek——"—"5-,
“ r2min{r2,rc“} |/» min{r2,re "}
(4.68)
and (4.59) follows. Concerning (4.60), note that we can read 8,47«]5 directly from (4.32), obtaining
~ ~ 3. = ~ _ 2u'(r) ~
Opr(P(r,2) — P(r,¢)) = — =0,.(P(r,z) — P(r,c)) + o, P(r,
e (P(r,2) = P, €)) = = 0.(P(r,2) = Plr.) i s Hs s, P(r, )
'(r) 5 5 s\ P(r,2) = P(ro)
- r P ) - P ) k®—1 :
ey (Pl ) = Pl £ (B - )=
and hence using the boundedness of u we obtain
[ min{r?, 2} (u(r) = ¢)r*0pp (P(r,c £ ie) — P(r,0))|lrz < [|min{r?, ro}rd,(P(r,2) — P(r,c))|| oz
+ ¢ |[min{r?, r; 2}r2marls(r, z) "
+ k| min{r2, 72} (P(r, 2) — P(r,c))||. (4.69)
Given (4.59), we only need to treat the second term above. Using (4.51), if |r — r.| < r./2, we obtain
/ J—
‘ (T)l |~—1ra P(?" Z)| < k3 |’LL (7")|7’ "F TC| SJ k3, (470)
[u(r) — 2| u(r) —z[ 7
while if [r — 7| > r./2, since |u(r) — u(r.)| = min{r2,r2}, we have
w(r)lr _ ~ u'(r)|r ~ k2
N (9 P L L PO .
lu(r) — 2| min{r2 rc "} @~ min{r2 r; °}
Thus, we can plug in the above estimates in (4.69) and use (4.59) to conclude the proof. ]
As a consequence of (4.48), we deduce
[ min{r?, o2} (rd, ) (P(r,c +ie) — P(r,¢))|ry, Sx ek, j=0,1, 4.71)
and
| min{r?, -2} (u(r) — )r?0p (P(r,c % ic) — P(r, ez, S k. 4.72)

Note that the last estimate is exactly (4.22). We now deal with O¢ and 0,., derivatives.
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4.3 Analysis of o P

In this section, we analyze more carefully the behavior of P near the critical layer, by making using of the differential
operator O defined in (2.27).

Proposition 4.9. Let w be given by (4.39) with A = k + 3, and let us fix r. € (0,00). For every r € (0, 00) such that
Te
k b

lr —re| <

we have the pointwise bounds

P
min{rZ, r; Q}M Sw K2, (4.732)
w(r, re)
P _
min{r,«gﬂ«c_z}w 5% k4w7 (4.73b)
U)(?”, 7nc) Te

and the convergence estimates

70, 0c(P(r,c +ic) — P(r,c))|

w(r,re)

(min{rZ,r;?})? I <K e =01 (4.74)

Proof of Proposition 4.9. A direct computation from (4.34) yields

u(r) | = 3(k2—1) T  A2B(s. 2)ds
O P Sy o ) = 7P

e (7t () =P

k* -1 e o =
- W/r s(u(s) — 2)?0c P(s, z)ds. (4.75)

8ragﬁ(r, z) =

Thus, integrating on (7, r.) and noting from (4.33) and (4.37) that BG}S(TC, z) = 0, we find

B [0 5B g, [ 3E =1 " luls) — 12 B(s. 2ds
8GP(7',Z) - [ (u/(p))QarP(pa )dp [ p4u,(p)(u(p) _2)2/p ( ( ) ) P( R )d dp
" it h 5 — 2)2P(s, z)ds P
+/T pg(u(p)_z)Q/p s (U,(S)) (u(s) — 2)*P(s,2)ds dp + T.[0gP). (4.76)

Assuming |r — r.| < r./k, we now bound each term on the right-hand side above, tacitly using Lemma 4.5 and the
fact that |u/(r)| ~ min{r, 7=3}. For the first term, we exploit (4.49) to get

ou(p) w(r,re)
/ Ww(p,rc)dplsknw, 4.77)

L2

w

e ou(p) s N
/T (ul(p))zarP(p, Z)dp‘ < |ro,.P|

where the factor of & is due to integration of w. Similarly

w(r, re)

e 3k -1 re -
[ st e [, st =P s s

min{r2,r; 2}’

and

/TTC pf’(k21)2 /prc Os (/5) (u(s) — Z)le(s,z)dsclp‘ <k w(r,re)

u(p) — z u'(s) min{r2,r; 2}’

For the last term, we use (4.41) to deduce that

o k2-1 . K2 -1 9 P(r,
/ m/ s(u(s) — 2)?0g P(s, z)ds dp‘ < Y 1w(7“7 T¢) Sup M
r p

TOPI= 1] ) P

(4.78)
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The fact that the right-hand side above is finite for all € > 0 follows from general ODE theory, since Og P satisfies

essentially a perturbation of Laplace’s equation. Collecting the above estimate, we obtain

0P(rz) K -1 [0cP(r2)||
o(rre) 2170 a(rrg) | B

mm{rc7 T

and we easily arrive at (4.73a). We now turn to (4.74) with j = 0. From (4.76), we infer that
e P(r,2) = ToldaP(r, ¢)] — T2 [0aP(r, 2)] + V1 + (k* — 1) [Va + Vs],

daP(r,c) —
where
= [ 0 [Pl - Plo.o) do
= 12 h Q(U(p)ic :Fzg TCSUSfczA'SC S
Vo= 5/7« p*u (p)(ulp) — 2)*(u(p) —6)2/p (uls) = e Pls, c)dsdp
] Te 1 Te L~

F SZs/T () — )2 ), s[2(u(s) — ¢) Fie] P(s,c)dsdp

) P P (4.79)

vemie [ / (i) (0~ Pl sy

Te Te S ~
+ ag( u(s) —¢)? | P(s,¢) — P dsd
| wamr=ar L () @) 02 [Plo.c) — Pls.2)| dsap
Arguing as in (4.77) and appealing to (4.59), we find that
-2 -2 > w(r,re) < 12 w(r,re)
mln{rc’ Te }‘V1| 7||m1n{r(:7 Te }Ta ( ( ) P(T7 C))| L mln{r _2} ~ min{r2 7"_2}
Turning to Vs, we find
Te 1 Te "
min{r?,r;2}|Vs| < e min{r2, 02}||P||L / T )—z|/ sw(s,re)dsdp
+minge2, 2} Plo.o) — Plo Dl [ S / (s, re)ds dp
ce WPlg oo G ) Pl - Pl Dl o
~ kmin{r?,r 2} k2 min{r2, 62} e
<. Onre) (4.80)

min{r2, r§2} '

The V5 contribution is estimated as in V, with the same bound. Lastly,
Tel0cP(r,0) — T.[0cP(r,2)] _ . / 2(u(p) — ¢) Fie / 29 B

= Fie s(u(s) — ¢)*0gP(s,c)dsd
. PGalp) — () — 2 J, S~ 0P c)dsdp

k21 _
Te 1 T,

e / v /

» Pulp) —2)% ),

) — p
s [2(u(s) — ¢) T ie] da P (s, c)ds dp
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n 7;[6(;16(7“, z) — Bgﬁ(r, c)]
k2 —1
The first two terms are analogous to Vs, estimated in (4.80), while we deal with the last term as in (4.78). Hence,
appealing to (4.73a) we find

4.81)

T.[0cP)(r,c¢) — T.[0cP(r, 2) 1 0P (s,¢) — 0P (s, 2)|

— w(r,re)su w(r,re)
k2 -1 A2 -1 Ve Sp w(s,re)

< ek?

~

min {r?, 7{2}

Collecting all of the above

(min{r,r:?}) -

2 [106P(r.c) —96P(r,2)| K =1 |06P(s,c) = 06P(s.2)|| . s
w(r,re) Az 1P w(s,re) ~ET

from which (4.74) with j = 0 easily follows. We now go back (4.75), and use (4.44), (4.49), (4.51) and (4.73a) to
deduce (4.73b) by the methods above. From (4.75),

T@,-agﬁ(T, C) — T&,-agﬁ(ﬁ Z) =W + (kJQ — 1) [W2 + Ws + W4] (4.82)
where
d’(r)
Wi (u/(T))2r8r [P(r, c) — P(r, z)}

—0)*(u(r) — 2 u'(s)

2ulr) ~ ) % i
) - P(ulr) -
, 1 .
T [ $[20u(s) — ) FiEl 06 P(s.c)ds

- m /v" s(u(s) — 2)*0c [ﬁ(S,c) — P(s,z)| ds

W4 = +1ie
r

)2 /TC s(u(s) — C)Qaaﬁ(s, c)ds

Arguing as above, we see that W is analogous to V;, without a gain in % due to the absence of the integral, so that

min{r?, 2} W;| < ek? w(r,re)

cr'c

min{r2, r; 2}’

Similarly, W», W5 and W, resemble Vs, provided we take into account the bounds (4.49), (4.59), (4.73), and (4.74)
with 7 = 0, so that

min{r?, r; 2} Wy + Wi + Wy| <, 6k2%.
min{r2 rc -}

The proof of Proposition 4.9 is now complete. O
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4.4 Analysis of @Cﬁ

We proceed with the analysis of J,, P, relying on (4.36) and (4.37). The main result of this section reads as follows.
Proposition 4.10 (The 0, derivative). Let w be given by (4.39) with A = k + . Then,
[redr, Pllpse S kP, (4.83)
and
| min{r2,r2}re0, (P(r,c +ic) — P(r, Nllre Ss ke (4.84)

Moreover, for every r. > 0 and every r > 0 such that

T~
|r —7re| > i,

there holds
[0 P 2)| o 4o (4.85)
w(r,re)
and
rlcUr -IS ,cEig) — 15 )
min{r2, 2y LT O P 2 1) Z PULON o (4:86)

w(r, re)

Proof of Proposition 4.10. The proof heavily relies on Lemma 4.5 and Propositions 4.6, 4.8 and 4.9, but the arguments
are very similar to those used earlier. Moreover, we shall only deal with the case

Tec
7.0

B (4.87)

|r —7re| >

even for (4.83) and (4.84), since in the other case
u'(re)re
w'(r)

and hence the result follows from the respective bounds and convergence estimates on dg and r0,.. For the sake of
brevity, we consider only the case r < r., which from (4.87) implies that r < byr. with b, = 1 — 1/k > 0. To prove
(4.83), we need to show that

reOp, = u'(re)redg — Or ~ min{r?, r;?Y0g + ro,,

‘Tcarcﬁ(rv 2)|

Te
w(r,re) ’

< k3
k

~ )

Vrore >0, |r—re >

We use (4.36), multiply by 7. and bound each term. As in (4.78),

T 0, P(s,2)|
c k-1 Pre- A% 2/
|T-[re0,. P < yEp 1w(r, Te) sup (5, 70)

The fact that the right-hand side above is finite for all € > 0 follows from general ODE theory, since 8“13 satisfies an
equation that is essentially a perturbation of Laplace’s equation. Moreover,

— Te 1 Te
re|Ty + To| S K*||P| e |u/ (re Tc/ 7/ sw(s,r.)dsdp
| | [Pl Lee |u'(re)| . Pl =21 ), (
~ bkrc 1 Te
+ k2| P oo [/ (re T’C/ 7/ sw(s,re)dsd
PGt [ ey [ st radsar
S"63/ ‘degkm(m), (4.88)
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and

0o [1 2 Te 2 ~
relZs| Sk rc/r Edp <k 3 S kAw(rre).
Hence, (4.83) is a consequence of the above estimates. Combining (4.59) and (4.74), we obtain (4.84) when we restrict
to the domain |r — r.| < r./k. On the same region, to prove (4.84) we aim to show:

o |reOy (P(r,c £ ie) — P(r,c))]

min{r?, r; <, kle. (4.89)

w(r,re)

Again, just consider the case when 0 < r < bi7.. A combination of (4.36) and (4.37) allows us to write

bere 1 Te 9%
2/r W/p s(u(s) — 2z)*P(s,z)dsdp
bire 1 Te .
- Z/T /W/p s(u(s) —z)P(s,z)dsdp
o Te bre 1
5uv»[ Pt — 7

1 re B
wre)3u! (bere) (u(byre) — 2)2 /bkrc p(u(p) — 2)*P(p, z)dp

/bm (i) = [, ot~ P s
/bm Pl )2 85( ) (u(s) — 2)*P(s, z)ds dp

Ix
/”C pl) 2/,) e s) — 2)%0,P(s, z)dsdp]

8y, P(r,2) =T[0,.P] + (k* — 1)u/(r.)

From this, we write
Oy, P(r,c) — 8, P(r,z) = T[0,,P(r,c)] — T[0y, P(r, 2)] + (k* — D)u/(r,) Zu,»,

where

_ gie [T Bulp) = FBie(ulp) —c) =& [T g
U 7Z|2216/T p3(u(p) — ¢)3(u(p) — 2)3 /p (u(s) )*P(s,c)dsdp

‘ brre 1 Te L~
+ 228/7« /)3(u(p)z)5/p s[2(u(s) — ¢) Fie]P(s,c)dsdp

2" [ s =2 [Plo,) = Pls. )] s

- ‘ brre 2(u(p) — ¢) Fic TCSUS*C~SC S
U = :EQZE/T p3(u(p) —C)Q(U(p) _Z)Q/p ( ( ) )P( s )d dP

brre 1 Te
IQ@'E/ 7/ sP(s,c)dsdp
. P e,

2 S ], e 0 [P0 - Ple.o] s
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2(u(bgre) — ¢) Fie

= ¢Z'5(bk’“c)?’u'(blc7“c)(U(bwc) — 2)2(u(bgre) — )2 /bm p(u(p) — ¢)"P(p,c)dp
. 1 Te o
+ e (bere)3u! (bre) (u(bpre) — 2)2 ‘/bk”‘c p2(u(p) — ¢) Fic] P(p, c)dp

1 re . _
+ oo G (alor ) — 2 /bk plu(p) — z) [P(p, ¢) — P(p, z)} dp,

—ie [ 1 Aulp) =) Fic [ s
=51 [ 00 () )ty e, 00~ Pl xisdr

i“l;@(m$w>ww;zvlf“““$‘@$mﬁ“”““
+/ ap( L ) (u(p)l_ 7 " s(uls) — 2)? [P(s,c) — B(s, 2)] dsdp,

[ V)

Us = Tic 2ulp) =) F ie E /:as( s >(u(s)c)213(s,c)dsdp

i”éiwmw—a%fns j)mm@—@¢m P(s, c)dsdp

) P(s,c) — P(s, z)} dsdp,

) ?(u :F e —¢)20,P(s,c)dsdp

2 /

U

+ /b:; 23 (ul 1 2 /pr ulis) (u(s) — 2)? [&qﬁ(s,c) — 8Sf’(s,z)} dsdp.

Bounding these terms essentially relies repeatedly on Lemma 4.5, Proposition 4.6 and Proposition 4.8. Note that

Tel0r P(r.0)] = T.[0n, P(r,2)] . [T 2(u(p) —c) Fie
21 ‘$”[ P (ulp) — )2 (ulp) — 2

) -
‘ Te 1 Te ' _
+ ZE/T alp) =2 /p s[2(u(s) — ¢) F ie] O, P(s,c)dsdp

’7;[5'TCP(7’ ¢) — O, P(r,z)]
+ k2 -1

)2 /TC s(u(s) — C)Qarcls(s, c)dsdp

(4.90)

For the first two terms in (4.90) we obtain the bound

Tca P e © Tcar ﬁ e brre 1 Te
” L5 / / sw(s,re)dsdp+¢e Ire0r. Pz / = / sw(s,re)dsdp
Te brpre P |U’ - Z| Te r |’U,(p) - Z| p

k3 [T —re - k2 1 brre w(p,Te
Se— o= w(p,re)dp +e— / lp )dp
72y, PIu0) — 7] e Tubrre) — ulro)] )
K " w(p,re)d k? 1 KT W(p, e
oo b Tprddoy | K1 e
Tc‘u (TC)‘ brTe P Te |U(kaC) - u(’r‘c)| r P
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k2 w(r,re) < g2 w(r,re)
re [u/(re)|re ™ Te min{TE,Tc_Q}’

~

while for the last term we use (4.54) to obtain

T.10,, P(r,c) — 8, P(r, )]
k2 —1

< sup @y, P(r, z) — 8, P(r,c))] / ) %/ ) sw(s,re)dsdp

1 w(rre) |70, P(r z) — 1Oy P(r )|
< .
—AZ -1 r, Sl: w(r, re)

Concerning the U;’s, for the first three we have
- brre 1 Te
Uy +Us| < EHP”L"S/ 7/ sw(s,r.)dsdp
> S PPlulp) =27 J,

~ - 1 brre 1 Te
+ || min{r?, r 2} (P(s,c) — P(s, z Leo.i_/ 7/ sw(s,re.)dsdp
Iminr2, 522} (Plos) — Plos Dl ey [ sy [ omoor
1

1 b 5(p, 1)
Se / ~dp + ek
a(brre) — u(ro)? p

w(r,re)

(min{r2,re?})?’

1 kaC
- — / (p7 TC) dp
min{r2,re "} [u(brre) — ul(re)| Jr p

Sek

and

beTe brre o
Te w(r,re)
U- —d eh——m"—5—.
Usl 5 \ "(re)] / 3|u —z| dpse [u! (re)|Ju(bgre) — u(re)] / pse (min{r2, rs2})2

Concerning the others, we only show how to deal with U/, and U5, as U and U7 are treated similarly. We have

- 1 Te
Us| S el Pl|zee
@ (re) [r3|u(brre) — w(re) Jor.

pw(p,re)dp
1 re

[u! (re)|r3 min{r2 rc_g} bire

+ | min{rg, r*}(P(s, ¢) = P(s,2)) |z

w(r,re)

(min{rZ, re?})?’

pw(p;re)dp

and, considering that |0, (,03u’(p)) Y min{,o";7 p}, we also deduce that

Te

Us| < | Pl / (5.r0)ds dp

mm{p o} Tulp —z|
1 Te 1 e

+ || min{rZ, r_ Pr,c —Pr,z oo - / sw(s,r.)dsd

Imindr2, 22} (PO0) = Pl Wi oy | sy [ sisurasdy

1 Te 1 - w(r,re)
- w(p,re)dp < eh——Fr 55—
(e 2,122} Sy, min o1 P TOY S H aga oye
Collecting all of the above, (4.89) follows. Going back to (4.34), we also infer that

rOyredn Plriz) _ (o) e
k2 —1 r2(u(r) — r2(u(r) — 2)?

__wlrgre Tcsus—zNS,z 3—; Tcsug—z% B(s. \ds
21~2( (7’)*2’)2/7“ ( () )P(’ )d TQ(U(T)fz)Z i, ( () ) C&CP(, )d

2
Te

fe B /Tc s(u(s) — 2)2P(s, z)ds + &2

Hence, we argue as above to obtain (for |r — r.| > r./k),

rrcararcls(n 2) <

min{r2, r
O L) < P

2 1 Te
erTe I / w(s, ) ds+ -+ HTCGTCPHLoo—/ sw(s,r.)ds

@ r2|u(bgre) — u(re
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~ _ _ 1 ~ B _
S ElIPllzgw(r,re) +w(r,re) + £liredr Pllgpw(r,re) S Ka(r,re),
and (4.85) follows. Lastly, the proof of (4.86) is simpler than the proof of (4.89), and is hence omitted. O

4.5 Convergence in optimal weights

With the convergence estimates of the previous sections at hand, we now aim to show the validity of the convergence
estimate in Theorem 4.3. The proof utilizes the Green’s function of the operator

1/4 — k?
ar'r‘ + /727
T
which is explicitly given by
1
L(r,p) = ~5% min ( ) VTP, r,p >0, (4.91)

as we treat the Rayleigh problem as a perturbation of the Laplacian. We split the proof in different cases.
4.5.1 Thecaser. <1

All the estimates are pointwise in 7., and hence the norms and spaces here are involving only the variable . We begin
by optimizing the weight near the origin.

Lemma 4.11. Let j = 0,1. There exists a universal constant ¢ € (0,1/4) such that, for all r. < 1 and > € (0,1),
there hold

k—1/2 j . Ljph=1/2.
ronpesiol, ..., 5 Gy

and

Hrk*ﬂ(rar)j (P(miz's)—P(r,c))H e —k2HIPE12, (4.93)

L>(0,(T) r2

Proof of Lemma 4.11. The proofs of (4.92) and (4.93) are very similar, so we focus on the more challenging (4.93).
Note that the norm appearing on the left-hand side of (4.93) (and (4.92)) is a priori finite since RAY, is a regular
perturbation of Laplace’s equation near r ~ 0.

Let us first consider the case j = 0. If r € (0, {r.), then (4.52) and (4.71) imply that

B2 (10, Y Py 4 i) S KMHPE2TE i, (4.94)
/r%
, , 1
"2 (10, ) (P(r,c £ ie) — P(r,c))| So ek Hrk=12 — j=0,1. (4.95)
re Tr*

Let x = x(r/a) be a smooth cut-off function at some scale a > 0 to be determined. Define

9e(r;re) = x(r/a) [6(r, c +ie) — o(r, c)]
and compute
1/4 — k? _ B 3 +ieB(r) RV
(8” * 72 ) Je = u(r) —cF e (u(r) —cFie)(u(r) — C)X( [a)(rc)
= 2000006, c £ i) — 6(r,0) — 3D x(B(r, % i) — B(r, ).

Using (4.91), we then have

B(p) e +icB(p)
(rre) = / L) = egiadelprelde / L) ) —cF i) lp) =9

x(p/a)p(p,c)dp
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- [ 200 (2000000 i6) — 600, + 5@ )(6l0.c i) — 0lp.0)) ) ap

4
= Z Jo. (4.96)

Since 8(p) < 1and |u/(r.)| = r. as 7. — 0, we have for ¢ € (0,1/4) that
|u(p) —Cc+ Z‘5| Z 7"3, Vp € (O7<rc)'

S$p., with ¢ < 1, we obtain

Hence, by choosing a = 3

2k 2a
k—1/2 k—1/2 r —2k+1 B(p) k—1/2
PV ()] < 2k/ )| G [ |, g
< Z||pk—1/2 3 . . 4.97
< 5 |20 e (4.97)
Turning to Jo, we use (4.94) to obtain
T 2k
P12 g, € / B(p) k—1/2p dold L —2k+1 B(p) k=1/2p dold
[ J2(r)] < o Pla) —esic” (p,c)dp p+62k p ) —cxi’ (p,c)dp|dp
2a 2a
3 _ € _ e
St3 p‘pk 1/2P(p,6)dp‘dp§ Rt 1/2/ Y dp Sooe erk T2 (4.98)
c JO c 0

For J3, from (4.94)-(4.95) we obtain the pointwise bound for p € (0, (r.)

100,(¢(p, e £ i) — dlp, c))| Sc r2|P(p, c £ ie) — P(p,c)| + 72| pd,(P(p, c £ ic) — P(p, )| +e|pd, P(p, c + ic)]
k 1/2 .
TC

37
g €k rk 172y

Hence, arguing as above,

_ 1 2a . B €k2 B B 2a .
B0 < o [ 00u(0oneie) = 6 ) R S Tt [ e

ak
(4.99)
Finally, by (4.94) and (4.95) we obtain the pointwise bounds
. - ~1/27¢
6p, ¢ % i2) = 0lp, )" V2 S kPl
and therefore
2a
PRI < | (@l e £ ie) = élpsc)lp" 2 dp
sk ki Za &
Soet 576 V%f/() P 7dp Sopp chrk Y2, (4.100)

Hence, collecting (4.96)-(4.100), we arrive at

|1 2g. ) S A2,

L>(0,¢re)

Note that g. and ¢(r, ctie) — ¢(r, ¢) coincide in this region, and (4.93) is recovered from the definition of P, together
with the inequality |u(r) — ¢| = 72 and a further application of (4.94). Finally, the case j = 1 follows immediately.
Indeed, taking and 0, derivative of (4.96), we simply notice that

_(k_1/2)7 PSﬁ
ro.L(r,p) = c.L(r, p), L = 4.101
(r,p) = ciL(r, p) k {k+1/2, o> ( )
Therefore, the result follows in the exact same way, by using the estimates on g. derived above. O

37



The interval ((r¢, R), for R > 1, independent of r. < 1, is treated already by (4.71), which implies that for
r € (Cre,rc) there holds,

A 1
A2 (0, (Pr,c £ ie) = P(r,€))| Soeg kg2,

(4.102)

while if € (r., R) there holds

1

r2t>

r MR (r0,) (P (r e & de) = P(r,€))| Soep ekt Y2 (4.103)

Finally, we need to correct the weight at infinity.

Lemma 4.12. Let j = 0,1. There exists a universal constant R > 2 such that, for all r. < 1 and any » € (0,1),
there hold

—k—1/2 9. P +5 H < € JRES —k—1/2
|2 eayPere ko) | Sen ekt
and
—k=1/2(29 Vi (P tie)_ P H < € p2Hip—k-1/2
r (roy)! (P(r,c +ie) (r,c)) Lo (R,00) INEN 2t Te

Proof of Lemma 4.12. Again, we only treat the case j = 0. From (4.52) and (4.71), if r € (R, 00) we have that

k- 1/2‘(7“(9 )]P(,r, C:I:ZE)| <, AR —k 127 —, j=0,1, (4.104)
’r

r=k=121(r0,) (P(r,c £ ie) — P(r,c))| <.. EkQﬂr_k 12 1~ =0,1. 4.105

r ( ) ( ))| 2+%’ J ’ ( )

Let x = x(r/R) be a smooth cut-off function, with R > 0 to be determined, and define

ge(r,1c) = Xx(r/R) [¢(r,c £ ie) — ¢(r,c)] .
As in the proof of Lemma 4.11,

+icf(p)
(u(p) — ¢ Fig)(u(p) —c)

- [ o) (; O/ IO (0lp.c 12) = 6(p,)) = 0o/ R)G(prc £ 12) ~ 8(p,0) ) dy

4
=> (4.106)

(=1

x(p/R)p(p, c)dp

(1 re) = — / L(r,p) () g(p,rc)dp—/oooﬁ(ﬁp)

—CcFie

For the first term, we use Lemma 2.1 that |3(p)| < (p) 6 and that |u(p) — ¢ F ie| > 1 (thanks to our choice of R > 2
and ., < 1) to obtain

—k 1/2|J< )‘ <’I"_k 1/2

/ L(r, p)(mﬁ(p).gs(/x rc)dp‘

cTF e
—k—1/2 d
< k/ ):dep l9:(p, c)|dp
1
< RO ||pk—1/2 < Z|phk/2 4.107
NR T gs(TaTc) Lo (Rioo) 9 T gs(rarc) Lo (R, Oo) ( )

provided R > 1 is big enough. Regarding Jo, from (4.104) we infer that

+icB(p)
R e R

’I“_k_l/Qljg(’l“>| < T—k—1/2
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e [ ke
< E/R pB(p)p ¥ 12| P(p, c)|dp

—k—1/2 o0
S% ETe / p1+%p—6dp S,R,% %Tc_k_lﬂ. (4.108)

Pl
re R re

The terms involving 9, and J,,x are estimated similarly as in Lemma 4.11, except for the weight r~k=1/2 and the
fact that 9,y and 0, are supported in interval [R, 2R]. Using that u is bounded, |u/(p)| &~ p~ and (4.104)-(4.105),
we obtain for r. < 1 that

. 1 . . )
1p0,(p(p, c £ ie) — d(p,c))| S ?IP(p, ctie) — P(p,c)| + [p0,(P(p,c tic) — P(p,c))| + €|pd,P(p, c £ ic)|
—k—1/2 .

r p
<, k3=
~ —k—
p—h—1/2 2T

and
—k—1/2

. . . Te 14
|p(p, c £ ie) — ¢(p, c)| S |P(p,cE£ie) — P(p,c)| +¢e|P(p,c +ie)| S €k2mr§j'

Hence, we arrive at

ke I , ke € ke
PR ()] < o /R 10p(9(p, e % i2) = B(p, )™ 2dp Sei T, (4.109)

and

L 1 2R ' L c o
PR € /R plo(p e i2) = Blp, )l p™" T 2dp S kT, (4.110)

We then collect (4.106)-(4.110) to deduce that

3
<
»x,R
~ Tg+%

H,rfkfl/Z —k=1/2,

C

k2

N P

since 7. < 1. Since, in this region, g. and P(r,c =+ ie) — P(r,c) satisfy the same estimates, the proof for j = 0 is
over, while the case j = 1 follows again as in the previous lemma. O
4.5.2 Thecaser. > 1

‘We now turn our attention to the case r. > 1. Again, we will split in different cases. The proofs are similar as in the
previous section, so we will only highlight the main differences. Since 7. > 1, (4.52) and (4.71) entail the following
estimates in the case r. > 1 (notice that the splitting of the interval (0, co) slightly differs from the case r. < 1):

or € (0,Q):

r’“_l/2\(r(‘9r)jP(r,c:|:i€)| <, klﬂ’rf—l/??;c’ j=0,1, 4.111)
/r%
) . 24 3¢
PR =12 (19,) (P(r, ¢ £ i€) — P(r,c))| S, ek?Tirk=1/2e ;1. (4.112)
,r%
or € (¢,re):
R Y2 (r0,)7 (P(r,c £ ie) — P(r,¢))| Soec ek?HIph=1/2p245 j=0,1. (4.113)

or € (re, Rre):
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rE =2 (r8,) (P(r, ¢ £ ig) — P(r,¢))| Soer ek?Hr k=122, j=0,1. (4.114)

or € (Rre,00):

k= 1/2‘(7“8 )]P(T Ci’LE>| < itiy —k 127 j=0,1 4.115)

rz’
r 2| (r0,) (P(r, e £ie) — P(r,c))| Sw ek® e b1 20277 5 =0,1. (4.116)
We begin with the case r € (0, ().

Lemma 4.13. Let j = 0,1. There exists a universal constant { € (0,1/4) such that, for all r. > 1 and » € (0, 1),
there hold

Hrk_l/Q(rar)jP(r,ciie)H Swc € er2trpitipk= 172,
L=>(0,¢)
and
|2y (Plre i) = Pro)|| S er2 R, @.117)

Proof of Lemma 4.13. The proof is similar to that of Lemma 4.11, so we only treat the case j = 0. Asin Lemma4.11,
the norms appearing in this lemma are a priori finite. For a cut-off function y = x(r/(), the function

9e(r;re) = X(r/CQ) [o(r, c £ ig) — ¢(r, )]

can be written as

(p) Y Aas +ieB(p) .
) == [ £l o = [ L) (00l
- [T ew ( (B0 (6(0. 0 512) = blp. ) + 5 o) 60 c£12) = o0 c>>) ap
4

Z (4.118)

=1

Since 3(p) < 1 and |u(p) — ¢ F ie| 2 1 in this regime, we choose ¢ < 1 to deduce that

_ T pe
2] < 5 [ g )

. (4.119)
L%(0,0)

For to J5, we use (4.111) to obtain

=2 Jo(r)| < %/ ‘pk 2p(p,c dp’dp Soec ek 12, (4.120)

For J3, we preliminary note that

dp(p(p, ctie)—p(p,c)) = u'(p)(P(p, cEic)—P(p,c))+ (u(p) —u(r:))d,(P(p, ctic)— P(p,c))Ficd,P(p, ctie),

so that from (4.111)-(4.112) we obtain the pointwise bound for p € (0, ()

k 1/2 p2+3
1p0,(d(p, c £ie) — @(p, €))| Ssec akBWPT'
Hence, arguing as above,
_ I ) _ o
rh=t/2 |J3(r)] < &/0 |00, (¢(p, c £ic) — ¢(p, c))|pk 1/de Saec ETEJF kQ’/‘]g 1/2, (4.121)
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On the other hand, due to (4.111) and (4.112) we obtain the pointwise bounds

2+43¢
6(p, c £ ie) — d(p, )| p" /2 <, ekrb-1/2le

Va3

and therefore
_ I . _ e
PPIL0) < G / p((ps ¢ £ i) = dp, ) ™1 2dp S erd P hri ™!, (4.122)
0

Hence, collecting (4.118)-(4.122), we arrive at

HTk_l/Q 2t g2y k 1/2

gE(T’ TC) »,C

Le (07<7'c)
Since, in this region, g. and P(r, ¢ £ ic) — P(r, c¢) satisfy the same estimates, the proof is over. O

Also in this case, the regime r € (¢, Rr.) for any R > 1 is already contained in (4.113) and (4.114). For
r € (Rr.,o0), we follow the ideas in Lemma 4.12.

Lemma 4.14. Let j = 0,1. There exists a universal constant R > 2 such that, for all r. > 1 and any » € (0,1),
there hold

R Y2(08,) P(r, ¢ + ie) H Soep T2k kL2,
Lo (Rr.,00)
and
Hr*’“*l/Q(ra,.)j (P(r,c+ie) — P(r, c))H Sog er2kF I k12
L (Rr¢,00)

Proof of Lemma 4.14. We use a cut-off of the form x = x(r/Rr.), with R > 0 to be determined, and define

9e(r;re) = x(r/Rre) [¢(r, ¢ £ ig) — ¢(r, ¢)] .

Hence,
B(p) Y e +ieB(p) . .
o)== [ B el = [ ) (ol 6010
[ e ( OO0 6(p, % ) — 6(0.0) ~ s Op(D(prc % 2) = b(p.0) ) d
~3 (4.123)

/=1

Since |/ (p)| & p~3 as p — oo, in this region we have that [u(Rr.) — u(r.)| 2 Rr_ 2. Hence, since r. > 1, we can
choose R > 1, independent of r, to have

—k—1/2 > pIB(p) —k—1/2
, |J<>|Nk/R7c|u() D Pl

1

re(Rre)”° H k1 ke
< Te /2 1 k—1/2
~ R r ge(r,7e) Lo (Rre00) 2 ge(r,7e) Loo (Rre,00) (4.124)
For .J,, from (4.115) we infer that,
ke e [* _
P2l ()] S E/ PB(p)p~ TP (p, 0)ldp S ergF T, (4.125)
Rr.

The terms involving 0, and 0, are estimated similarly as in Lemma 4.11, except for the weight r~*=1/2 and the
fact that 0,x and 0,,x are supported in interval [Rr., 2Rr,].
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Regarding J3 and Jy, using that |u/(p)| ~ p~3 and (4.115)-(4.116) for p € (Rr.,2Rr.) we obtain

k12
. Tc
1p0,((p, c Eie) — d(p,c))| Sor Ek’gpiki,l/y

and
pok=1/2
lp(p, c £ie) — d(p,O)l| Soesr €k2mv
so that
2Rr.
r T2 s(r)] < / 100, (6(ps ¢ £ i) — d(p, €)|p™"712dp Soe p ek>r 12, (4.126)
RT'C:ZC Rr.
and
1 2Rr.
PR ()] < W/ pl(p, e +ig) — ¢(p, c)lp™*2dp S ehr KT, (4.127)
Te Rr.

We then collect (4.123)-(4.127) to deduce that

2,,—k—1/2
5%7}3 ek T / s

Hr—k—l/an (T, T'C)

L (Rr,00)

since 7. > 1. Since, in this region, g. and P(r,c 4 i) — P(r,c) differ by a factor proportional to 2, the proof is
over. O

Remark 4.15. The proof carries over to optimize the weights for rcarcﬁ, for 5 = 0, 1. Indeed, from (4.1) we see that

B(r)u (re)re

RAY,r.0r ¢ = W) — 2 @.

The extra singularity on the right-hand side is in fact innocuous. Indeed, Lemmas 4.11, 4.12, 4.13 and 4.14 are relevant

in regions that are far from the critical layer, in which |u(r) — z| 2 min{r2, r;2}. Since |/ (r.)|r. &~ min{r2,r;?

c'ce c’’c
as well, the contribution of the singular denominator cancels. Note that for r0,r.0,, P we can simply differentiate
the Green’s function £. However, we can only deduce information away from the critical layer, due to (4.86). We
therefore arrive at the conclusion of the proof of Theorem 4.1.

4.6 Further properties for the real solution
In this section, we prove Theorem 4.2.
4.6.1 The function ) and its properties

With Qg defined as in (4.6). From (4.1) we have that Qy obeys the second order equation (note that Qg is C? for
r < re),

r(u(r) = 9 Qo + (20 (r) + (1= 28) (u(r) = €))9,Q0 = 2(k + )/ (1)Qo, 7 <Te, (4.128)
or, similarly,
0, (u(r) — 9,Qo) + (12 (r) = (1+ 2K)r(u(r) — )9, Qo = 2k + re (NQo, 7> 7o (4129)
Note that we may rewrite (4.128) as
(u(r) —c) (rano +(1— 2k)arQO> = —2u/(r) (rarQo —(k+ 1)Q0). (4.130)
Also, according to (4.30), (4.31) and (4.33), we have that

Qo(re,c) =1 and  0,Qo(re,c) = (k+1)r, " (4.131)
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Observe also that that (4.128) and (4.131) imply

4k — 1)8,Q(re, Ak —1)(k +1
aero(rc,c)z( )3r Qre,0) _ 325 +1) (4.132)

We begin by proving (4.10). The fact that Qg (r, ¢) > 0 forall r € (0, r] is clear from (4.35) and continuity in r, so we
only need to prove monotonicity. From (4.131) it follows that 9,.Qo(7¢, ¢) > 0. Assume for the sake of contradiction
that there exists a first point . € (0, r.) (meaning closest to r.) such that 9, Qo (7, c) = 0.

Note that on (7, r.] we have 9,Qo > 0, and thus also 72 (u(r) — ¢)0,Qo(r,c) > 0 on (r,,r.). By the minimality
of ., we have that 2 (u(r) — ¢)9,Qo(r, c) attains the value 0 for the first time (from 7. towards 0), and thus we must
have

0, (r(u(r) — )9,Qo(r, c))‘ > 0. (4.133)

T=T4

On the other hand, evaluating (4.129) at r = r,, and using that 9,Qo (7., ¢) = 0 we obtain that

Oy (r*(u(r) — )8,Qo(r,c)) = (2(k + 1)/ (r.)) Qo (rs, c).

=7,

Since u is monotone decreasing, we immediately arrive at a contradiction with (4.133), and (4.10) follows.
To establish (4.12), we rely on the following lemma.

Lemma 4.16. For k > 2, define the function let By be defined as in (4.8). Then we have By(r,c) > 0 for all
r € (0,7.]. As a consequence,

10rr Qo + (1 — 2k)0,Qo < 0 (4.134)

on (0,7.]. Moreover By(r.,c) = 0 and the upper bound stated in (4.13) holds.

Proof of Lemma 4.16. Note that according to (4.131) we have that By(r, ¢) = 0. Then, upon differentiating, appeal-
ing to (4.130), we obtain that

—2u/(r)

(k = 1)0:Qu + 9By = (2k = 1)9,Q0 = 19 Qu = 25—

Bo.

holds on (0, r.). Switching the order of the terms, we arrive at

=0, ((u(r) = 2By ) = (k= 1)(u(r) = ©*0,Qo

which we may integrate from r to r. and obtain
(u(r) — ¢)*By(r,c) = (k — 1)/ (u(s) — ¢)?0,Qo(s,c)ds > 0, (4.135)

appealing to that fact that 0,Qo(r,¢) > 0. Also, (4.134) follows immediately for » € (0,7.), while for r = r. it
requires (4.131) and (4.132). Finally, the fact that By(r.,c) = 0 is a simple computation using (4.131). Now, from
(4.8), the monotonicity of Qg and the positivity of By, we have the upper bound in (4.12) for 70,-Qq as

QO(T?C) < (k_+1)Q0(Tc’7c) _ k+1
T - r oo

0<9,Qo(r,c) < (k+1)

while from (4.135) and the fact that u is decreasing we deduce that

(u(r) — €)*Bo(r,¢) < (k — 1)(u(r) — ¢)? /TC 0,Qo(s,c)ds < (k* — 1)(u(r) — ¢)?log(re/7), (4.136)

and the proof is complete. O
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Now, from (4.134), we obtain that
9, 10g(9,Qq) < 0,(logr? 1)
holds on (0, r.]. Here we used that on (0, ;] we have 9,Qo(r, ¢) > 0. Integrating the above from r to r., we infer

712k—1

9rQo(r,c) > 0rQo(re, c)rgT_l. (4.137)

Inserting the above information in (4.135), which holds for all > 0, we infer that

(k+1)Qu(r, ¢) — rdrQuo(r, ¢) = Bo(r,¢) > i / (u(s) — ¢)*s™~'ds. (4.138)

ret T u(r) = 0)?

In the above inequality, we drop the term —rd,Qo(r,¢) < 0, and moreover (again by monotonicity) we have that
Qo(r, ) converges, as  — 0, to some limit Qo (0, ¢). Therefore, we have a lower bound on Q¢ (0, ¢) which is

(k —1)0-Qo(re, ) " 2 2k—1
Qo(0,¢) > T4 1) (al0) — O /0 (u(s) —c)*s*" ds. (4.139)

We then arrive at the lower bound in (4.12) through a further use of the boundary condition (4.131). Regarding the
upper bound, going back to (4.137) and re-arranging, we have an explicit lower bound on 0,.Q, namely

0rQo(re, c)r%_1 < rzk_larQo(r, c).

By the fundamental theorem of calculus and using this lower bound, for any s € (0, 7.) we have

Qo(re;c) — Qo(s,c) = /TC 9, Q(r,c)dr > 8,Qo(re, c)rt 2" /TC p2higy = JrQolre,©) [r2F — 5.

2hkr2k—1

Hence, passing to the limit as s — 0, we get the upper bound

0rQo(re; c)re
Qolrere) - 2N - 0.0)
The left-hand side however, using (4.131) is
0rQo(re, c)re E+1 k-1
Qolre,e) = ———— = 1= 5 = 55

from which the upper bound in (4.12) follows. The lower bound in (4.13) is proven in the next lemma.

Lemma 4.17. There is a constant 6y depending only on u such that for all r. € (0, 00), there holds for all |r — r.| <

00T (uniformly in k and r.),

F2k—1
r2k

By(r,c) 2 K (re =), forr < r..

Proof of Lemma 4.17. Since we are assuming that |r — r.| < dqgre, for &y sufficiently small (depending only on u"),
we have from Taylor’s theorem that u(r) — u(r.) = «'(r.)(r — r.), and hence from (4.138) there holds

2 _ 1 Tc
i / (5 —re)%s* ds.

By(r,c) 2 ———=
M T

~

This integral is explicitly computed via integration by parts:

Te 1 2 r
/ (s — ro)262 s — ~5r I — o[22k %/ (5 — ro)s%ds

1 2 ok 2 2ht1 2 2tz 2ht2)

= o lm el T A e T b Dk 2) e

By Taylor’s theorem, there exists some ¢ € (r,r.) such that
1 1 .
TEIHZ — p2kt2 = (2k + 2)7’2]““1(7’c —r)+ 5(2/{ +2)(2k + 1)7‘2k(rc —r)?+ §(2k +2)(2k + 1)2k<2k71(7"0 — )3,

from which the conclusion follows since ¢ > r. O
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4.6.2 The function (), and its properties
Analogous to (4.128), Q. obeys the second order equation

r(u(r) = ¢)0rr Qoo + (2m'(r) + (14 2k)(u(r) — c))@TQOO = —2(k — Dt/ (r)Qoos (4.140)
or
O (r*(u(r) — ¢)0,Qoo) + (TQu'(r) + (2k — 1)r(u(r) — c))@TQOO = —-2(k - 1)rv/(r) Q- (4.141)
Note that we may rewrite (4.140) as
(u(r) — ¢) (r@eroo +(1+ 2k)aer) = —2u/(r) (raer + (k- 1)@00). (4.142)

As conditions at the critical layer we have
(4k +1)(k —1)

Qoo(ra C) =1, 8TQOO(TC7C) = - (k - 1) T§17 aeroo(TwC) = 372 (4.143)

Proceeding as in the previous section, it is not hard to verify (4.11). Turning to (4.12), we have a lemma similar to

Lemma 4.16 which we state without proof.

Lemma 4.18. For k > 2, define the function let Bo, be defined as in (4.9). Then we have By, (r,c) > 0 for all
r € [r.,00). As a consequence,

70 Qoo + (1 + 2k)0, Qoo < 0 (4.144)
on [r¢,00). Moreover By (1¢,c) = 0 and there holds the bound (4.14).
From (4.144) and arguing as in the previous section, we infer that
(k4 D)9, Qo (re, )21 / " (uls) ~ 0,
(u(r) —c)? e S

which implies the lower bound in (4.12). The upper bound follows similarly, while the lower bound for B, in (4.14)
is similar to that of By.

(k—1)Qoo(r,¢) + 10,Qoo(1,¢) = Boo(r,¢) > —

S The inhomogeneous Rayleigh problem for £ > 2

Recall from (2.31), (2.32), and (2.33) how the reduction of order technique is used to derive two linearly independent
homogeneous solutions (each satisfying one of the boundary conditions) Hy, H, and their Wronksian M, and hence
the Green’s function for (2.8). In this section we will lay out a few technical results regarding M, Hy, H.., and of
course by extension, G. The properties of P (equivalently ()¢ and (),) deduced in §4 are crucial.

Lemma 5.1 (Complex integral expansion). For e > 0 and c + ic = z € 1,,, define the following quantities,

1 1
E(r,z) = e Oy <u,(T>P(T’Z)2) (5.1a)
. P () (u(r) =)
a,b(z)_/a WE(TJ)OW (5.1b)

E(r, z)dr. (5.1¢)

Then, we have, for z = c & i¢,

" 1 1
Hy(r,z) = —¢(3,z)/0 2.2) ds = RGO o(r, 2) (RG,(2) £iE§ . (2)) (5.2a)
° 1 1
Heolr,2) = 0l Z)/ (s, 2) ds = W (r)P(r, z) *002) (Rrool) 2187, (2)) -20)
Similarly, there holds
> 1 13 . €
M(z) = /0 7(;52(8 ) ds = RO,DO(Z) + 1E07oo(z).
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Proof of Lemma 5.1. The lemma follows by integration by parts in the complex integral:

+ /b —u’(r)(u —2) E(r, z)dr.

(u(r) —c)* + €2

b

b b 1 1
/a o z)?d’"‘/a (a—22P(r 22 = ) — W (" P2(r. )

Note that boundary terms vanish when a = 0 or b = oo by the asymptotic behavior of P (Theorem 4.3). O

a

Denote the formal limits of the above quantities:

Eyr(c) :=mE(re,¢)ly <, E, (c) :=TE(rc,¢)lr >y,

T ul oo u/
Ry -(c) :==p.w. E(s,c)ds, R, o (c) :==pu. E(s,c)d
(@ = po [ Bs.0ds Row(e)i=pa. [ B0
Here we are defining (and in the remainder of the paper as well)
< d/(s) ) u'(s)
p.. ————g(s,c)ds := lim g(s, c)ds. (5.3)
/0 u(s) —c¢ (5,) &0 Jiy(s)—ezer U(s) — ¢ (5,)

For r < r¢, by (2.1) (recall the definition of By from Lemma 4.16)

B(r)Qo(r, z) + 2@ (L +E)Qo(r,2) —10-Qo(r,2))  B(r)Qo(r, 2) + 2@30(73 z)

e TP 2) e B [ e
whereas for r > 7. there holds (recall Lemma 4.18)
E(?", Z) _ /BQOO(Tv Z) — QHTI ((k — I)Qoo(ra Z) + TarQoo(Tv Z)) _ BQOO(Tv Z) B Q%Boo(ra Z) (5.5)

(' (r)P Q3 (r, 2) (r/re) 2 W) 2) (rfre) T

Recall from Lemma 4.18 B, > 0 and that B, (r.,c¢) = 0, and hence E(r, ¢) < 0 for r > r.. However, from Lemma
4.16 By > 0 and By(r., ¢), and hence F is not sign definite for r < r.. Finally, we note that there holds

E(re,c) = 7&%)

5.1 Estimates on the Wronksian

First, we must deduce lower bounds on the Wronskian M (c¢=+ie). Moreover, the gain as . — 0 obtained in this lemma
is crucial for deducing vorticity depletion, because it improves the bounds on K in certain regions. This proof requires
a delicate use of the monotonicity properties deduced on )y and ), in §4. In particular, the lack of sign-definiteness
of E(r, c) on each side of the critical layer presents a complication for ruling out cancellations in the singular integrals
which define M (2).

Lemma 5.2 (Wronskian lower bounds). For all z € I, with z = c & ic with ¢ sufficiently small (depending only on o
and k), there holds the following lower bound,

|M(c =+ ie)| 24 kmax(r; 3, r2), (5.6)

c rt e

and if we write M (c£1i0) = Ry o (c) £ iEy,00(c), then the following uniform convergence holds for some sufficiently
smalln > 0

|M(c+ig) — M(c+i0)| < e"max(r; >, r2).
Proof of Lemma 5.2. For € > 0 we have,
IM(c+ie)]* = | R oo (c +ie)|” + | Ef oo (c £ )| F 2Im E§ o Ro oo (¢ + ic). (5.7)

We first study Ef . (r, 2) for 2 = ¢ + ic. First, for all € sufficiently small and all sufficiently small 7 > 0, we prove

B oele) = o]

71/(7“0))3 + O (6" max (7> 7*73)) . (5.8)

cr'c
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Indeed, write

S —OOA s,c)ds m% s,2) — E(s,c))ds
i) = [ il ots s [ ot (B - Beo)ds. 59)

Further decompose:

el gl [T sl e
A (U(S)—C)2 E( ’ )d /0 (U(S)—C) + g2 (XC+X75)E( ) )d E0700+E0,oo'

Further expand:

e;0c __ 5(TC) > EU/(S) s ~ EU/(S) B(Tc) — s, c S
Foce = ((re))? /0 (u(s) —c)? + &2 xed Jr/o (u(s) — ) +e2 X <(u’(rc))3 Bl )> @

By Theorem 4.3 (and (5.4), (5.5), and Lemma A.1),

B(re) o |r =1l 5 1,
- F < xek —————5 =~ x ko |r — — 5.10
XC (’U/(Tc))?’ (570) ~ XC 7’2 ‘U/(T)|2 XC ‘T TC|maX(TéLarc) ( )
and hence by (A.5), for all n > 0 sufficiently small,
;0 /B(Tc) _
Eje = Wirep O(e"max(r; 7).
Whereas, away from the critical layer there holds by (A.1),
' 1 [e9) |u/($>| 1 S2k71 ,,,2k+1
;0 : S
‘Egyozé‘ Sekmax(g,rg)/o mx;ﬁ max(s—g,SE’) min W’S;kﬁ dS (511)
1 .
<cek max(ﬁ,rg) max(r; 3, r2), (5.12)

c

which goes into the error by the definition of I, (2.18). This completes the estimate of the first term in (5.9). To
control the latter term, we first decompose

e e Bls ) ds
/0 (u(s) — )2 + €2 (E(s,2) = E(s,0))d (5.13)
00 eu'(s) B(s) 1 B 1 .
/0 (u(s) — ¢)2 + 2 (u'(s))> \ P%(s,2)  P2(s, c)> d (5.14)
T eu(s) s BN g BB ) g
+/o (u(s) —c)* + &2 ((E( 2) (U’(S))3P2(S,Z)) (E( <) (u'(s))3P2(s,C))> ds .19
= Ejjad + Boloc- (5.16)

Then, by Theorem 4.3, for all z € I, and all sufficiently small 7 > 0 (using the same argument as (5.12))

> / 2k—1 ,.2k+1
€10 g |u'(s)] 1 5 . (s T 5 s
‘EOvOO‘ 55"/0 a(s) = o) 5 o2 max(G ) min o Gy ) ds S & ma(re, e ).

The vanishing of Egii follows in a similar manner (due to the lack of convergence of (5.10) as ¢ — 0, we use a trick
to combine convergence and uniform Holder regularity from (5.10); see e.g. the proofs of Lemmas A.4 or A.4 for
details). This completes the proof of (5.8), which gives us a lower bound on |E§OO(2)| as well as an upper bound on
its contribution to the error in (5.7).

Itis clear from (5.8) that we will need to make a detailed analysis on R ~(z) to obtain (5.6). Indeed, 3(r.)(u/(r.)) ™3
potentially goes to zero very rapidly as 7. — oo unless we impose stringent lower bounds on § as . — 0 (note we
wish to include the case 3(r) ~ e_rz). Moreover, we would like to gain the power of & as well.
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As above, we divide I . based on the decompositions of E§ . in (5.4) and (5.5):

N e o B(s)
Ro oot i) = /0 (u—1c)2+¢e2 (u/(s))3P2%(s,c+ic) y
- 7@ — o s,cEic) — B(s) s
A rer e (E (5 ) = P Pe(s, o & )) ¢
= R} (c+ie) + Ry (c £ ie). (5.17)

Denote the formal limit of the first term as

oo /
Réi))o(c) zp.v./ 4 Bls) ds.
0

Sub-divide via the critical layer:

R (e sie) - /O°° ( (u— )’ B(s)

N v d — R(lvc) R(lﬁé)
u—c)?+e2 (xe +x2) (u/(8))3P2(s,c =+ ie) y 000 T

0,00

with analogous definitions also for the ¢ = 0 limit. For Rgi’f )it is straightforward to verify the following from
Theorem 4.3, (A.3), Lemma A4, and 3(r) < (r)~¢ from Lemma 2.1, for all z € I,, an all n > 0 sufficiently small
(note that the integration gains k1)

AL (e i) € mas(r® 29 S50
RS2 (e +ie) - REZ (©)] S e max(r ). (5.18b)

Similarly, Theorem 4.3 and Lemma A.4 imply that for 7 sufficiently small there holds:

[RE (e 4 ie)| S max(r,79) (5.19)
R (e %ie) = R ()] S & max(r?,72). (5.19b)

Next, we consider the convergence and uniform estimates of the second term in (5.17), which we write as (in particular,
note that since By and B, are Lipschitz continuous and vanish at the critical layer by Theorem 4.3),

RZ (c+ie) = /O (u(f 0)5)1'52 <2 (u,(sj)g)oz(;];z)(s’z)> ds — / OO (u(i 0)5)1/52 (2 (u,(j‘)";ii;i()&z)) ds.

First, by following the same argument as that applied to R((fc))o (c £ ie) we deduce the analogous properties

[REL (¢ + )| S hmax(r®, ) (5.200)
‘Ré?io(c +ie) — R((fio(C)’ < " max(r;?, 7). (5.20b)

Next, we establish the lower bound on R((fio. From Theorem 4.2 we make the crucial observation that R((f;o(c) is
strictly negative. Further, the quantitative lower bounds on By and B, near the critical layer will allow us to deduce

lower bounds. Using the negative definite signs and Theorem 4.2 (and Lemma 2.1):

R @se [ et s [ L s S a2,
= (1=s0)re W — C (U/(8))?s rgh! (1—s0yre (W/(8))2 7gF 1 cne
and hence by (5.20), we have for all € > 0 sufficiently small,
R((fgo(c) ~ —kmax(r; 3, rd) (5.21a)
R (c+ ie)’ ~ kmax(r;3,r5). (5.21b)
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Putting together (5.21), (5.18), (5.19), and (5.8), for all small > 0 we have,

|2ImEO soRo,00 (¢ ig)| < e max(r] 3r5)2

Next, we use (5.7) to deduce (5.6). For r. 2 1, (5.8) is not useful, however, (5.21) together with (5.18) and (5.19)
imply (5.6) for r. > R for R large enough depending only on u and universal constants. For r. < R, (5.21) together
with (5.18) and (5.19) imply (5.6) for & > kg for some kq depending only on u and universal constants. Whereas, for
r. < Rand k < kg, the lower bound (5.6) follows from (5.8). O]

Lemma 5.3. Fore < 1andall z € I, there holds the following

|re0r, M (2)| < K3 max(r;?’ TS)

and we have that for all z € I, and n > 0 sufficiently small,
|70, M (c % ig) — 70, M (c +140)| < "k max(r; 3, r2),

Proof of Lemma 5.3. By integration by parts

1 L w(s) 1~ 1 © 1y
uf(n)a”M(Z)‘/o e prtst <rc>/o R +/o (2P P

From Theorem 4.3, we see that r.0,, P essentially satisfies the same upper bounds as P (up to powers of k), and hence
the terms containing x« can be estimated directly using (A.1) and Lemma 2.1. Consider for example, the latter term

(estimating as in (A.1)):
0o 1 Xt o0 (g2t Tngrl
/0 7(’“ — 2)3 P2 ds ~ A X# 1M1 :r'gkil 5 S2k+1

X <1rc§1 (ITSQ min <6, rﬁ> + 1@2) +1,,>1 (1T<1/2 +1,>1/2min (k:3r6 L3y 6))> ds

[

< k2 max(r; 5, r7), (5.22)

c

which is consistent with the desired estimate (the additional power of k is lost in the term involving 0, P; see Theorem
4.3). Turn next to the term involving x.. Here, we integrate by parts again as in Lemma 5.1:

o0 u/ o0 u/
— 2
A (u—z)zaG ’PQdT A u—zua (8G ’PQ)dT (5.23)
Note,
1 1 daxe  u'Xe 1 Xe\ 0P Xc0-0cP = X.0.POgP
wor (80 ’P2) Tt <u’P2 ~ (u/)3P? _25( ’"U) P ups O o G2

Obtaining estimates on the contributions of the first two terms in (5.23) is essentially the same as the estimates made
in Lemma 5.2. Hence, this is omitted for the sake of brevity. Next, consider the contribution of the term containing
0, 0q P. For this, from (4.24) we have,

* 1 0,06 P > ¢ 2
[reu (1e)] / X9 (ZG dr| < k3/ 5 X dr < i .
0 u—Z2 p o 72 (re)l [reu(re)|

For the term in (5.24) involving 0, we similarly use (4.21).
Next, consider the problem of convergence as ¢ — 0. We define the expected limit as:

1 ) < oW1 1 1
marcM(c:I:ZO) fp.v./o u_cu/ar (8G ’PZ) dr Fim (u Or <8Gu’P2>> (re,c)

1 < 1 1 o (re) X
+u’(ra/o oo s+ w/o (u—cpp P2
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Convergence of the terms involving Jg follows from Lemma A.4 and Theorem 4.3. Convergence away from the
diagonal follows from Theorem 4.3 along with

1 1 F2ie(u —c) + &2 Lo o9y X#
— = <
X (u—cFie)2 (u—c)? X# (u—cFie)2(u—c)? S emax(r, ’TC)\ufc\Q’
and the the analogous
1 1 -2 2 X#
X — — = < emax(r; *,r2 .
Allu—cTior w-op re e iR

From there, the estimate follows as in (5.22) and the assumption that z € I,. O]

5.2 Estimates on H, and H_,

Next, we outline the basic estimates available on Hy and H.; see Appendix C for proof sketches, as most are minor
refinements of ideas appearing in the proofs of Lemmas 5.2 and 5.3.

Lemma 5.4 (Estimates on Hy and H.,). Let z = c+ic € I,.

(a) (explicit expansions near the critical layer) In the region |r — r.| < r./k, there holds:

v
u'(r)P(r, c £ ic)
v
' (r)P(r, c £ ie)

Ho(r,c+ie) = — ¢(r,ctie) (Ror(c xie) FiEg . (c + ic)) (5.25a)

Hoo(ryc +ig) = + ¢(r,c tie) (Ryoo(c £ie) FiE; o (c £i€)), (5.25b)

and we record the following estimates: in the region |r — r.| < r./k, we write

1 1 1 3

' (rVP(rictie)  u'(re) —max(re,re),
and

|(r, ¢+ ic) (RS, (c + i) FiES, (c +ic))| S 1ro<y V%' <k + [logk |- = fe ) (5.26a)
1,1 [r = rel (k 4 logk | —Te > . (5.26b)

Te Te
|6(r, ¢ + ie) (RS o (¢ & ie) FiEs (e £ ie))| S 1%1'7";72”' (k; + [log k % ) (5.26¢)
f1, el (k+ log k |[—— < ) (5.26d)

Te Te

In particular, for |r —r.| < r./k,
|Ho(r, c £ ie)| + |Ho(r, c £ ie)| < max(r;*,r?). (5.27)
(b) (bounds away from the critical layer) In the region |r — r.| > r./k, there holds
‘ Ph+1/2 pht2+1/2 rh+1/2
|Ho(r,c+ie)| S 1r.<1 <1r<rc7}€+3/2 + lrc<r<1krk+27+3/2 + 1r>1krk+3+1/2)
C C (&
k12 Pht5/2 pht1/2
+ 151 <1r<1rk_1/2 + 11<r<7~crk_71/2 + 1r>rnkrk_5/2) ) (5.28a)
k—3/2 Sh1/2 /2
|Hoo(r,c £ ie)| < 1r.<a <1r<erW + lrc<r<1rk+3/2 + 1r>1rk1/2>

hA5—1/2 512 ht5/2

+ 17’c>1 <1T<1krk_1/2 + 11§r<rckm + 1"‘c<'f"rk-_1/2> . (528b)

50



(c) (convergence) Furthermore, if we define

i0) = 71 —¢(r,c c) XimE(r
Ho(r,c+10) = W (M P(r ) ¢(r,c) (Ro,r(c) £imE(re)lr. <r)
Hoo(r,e£1i0) = 1 + o(r,¢) (Rroo(c) TimE(re)lr sr),

uw'(r)P(r, c)

then we have that Hy(r, c+i0) and H (r, c£i0) satisfy the same pointwise estimates as the £ > 0 counterparts
and there exists ann > 0 such that for z € 1, the difference e =" (Hy(r, ¢ £ ic) — Ho(r, ¢ £ 40)) satisfies (5.27)
and (5.28a) (and analogously for H.).

The next lemma details analogous properties on the derivatives of Hy and H .
Lemma 5.5. Let z =c+ic € 1,.
(a) (explicit expansions near critical layer) for O, derivatives there holds for |r — r.| < r./k:

1
uw'P(r,ctic)
1
w' P(r,c & ie)

rO0pHo(r,c & ie) = ro, ( ) —r0r¢ (RS, (2) FiEG,) — ru/(r)PE(r, ¢ + ie), (5.30a)

10 Hoo (1, ¢ £ i€) = 10, ( ) +70r¢ (R oo (2) FiE; ) — ru' (r)PE(r,c £ ie);  (5.30b)

for O derivatives there holds (for |r — r.| < r./2k):

Ho(r, 2) = 06 (E)) ~(u—2) (0P) (R, (=) FiES,)

—¢/ v ac (xeE) ds

)E(s, 2) — (Zlfsl) Or, (X2 E(s,2))ds. (5.31a)

Hoo(r,z) = 0c (’P(rcize)) + (u—2) (9 P) (Rioo(z) :FiEf,oo)

+¢/

Tc

8G Xc )d

qb/ 2“) E(s,z) — (Zlfsl) Oy, (x2E(s,2)) ds. (5.31b)

Furthermore, for |r — r.| < r./k, there holds the estimates:

k — e
(|70r Hoo (r, 2)| 4 |10y Ho (7, 2)|) Lp—po <o e S max(r; ', 1) <k+ logM ) (5.32a)
1,3
(106 Hoo (1, 2)] + 106 Ho(r, 2)|) Ly crase S k“m (5.32b)
1,3 k _
(70,86 Hoc . 2) 10,06 Ho(r, ) L e S K ) (i g S ) 50

(b) (derivative bounds away from critical layer) For |r —r.| > r./k, we have that |r —r.| > r./k, k~'rd,Ho,
k=3r.0, Ho, k~ro,r.0,, Hy satisfy the estimate (5.28a) whereas k=110, Hyo, k~31.0,, Hoo, and k=*10,7.0,, Huo
satisfy the estimate (5.28b).

(¢) (convergence) For somen > 0, for z € I, we have the following convergence: ¢~ (Hyo (1, ¢ £ i€) — Hoo(r, ¢ £ i0))
and e~ (Ho(r, ¢ & ie) — Ho(r, ¢ £ 40)) satisfy (5.32) and the assertions in part (b) for € sufficiently small.
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6 Representation formulas and estimates on (70,)’ f1, and (70, )’ f,

6.1 Recursion relations for derivatives of f; and f,

Next, our goal is to derive formulas for the derivatives of f; and f>. As discussed in §2.3.4, the first step is the iteration
scheme outlined in Lemma 2.8.

Lemma 6.1 (Iteration lemma for 8éX and 8éY). Set

& =0, Fy=F(r), Ry=F.(r), RE=0. 6.1)
For j > 0 if we define
2" ) B
Fif, =0cF; - e (Fj — BOLY ) — Jagyi
2u” 1 u +ru\ oLy 1 .
+ 2 G +
2" ] o
Ejr1=06E; — W(gj — B0GX) = 506X
2u’ 1 u + ru” 3] 1 ;
= T _ 7 RT L9 2 k2 - — J X
Ry =dor; - 2 (3 ) () 5 o () ot

then (2.35) holds for all j.

Proof of Lemma 6.1. Recall that O commutes with functions of u — c¢. Hence, the lemma follows from the following
relation:

B 2u” 1, u 4 ru” 4 ,BJ B 2u" 3 Z
[ag,RAYi]Z = —87«7- < )8 + ( ) Rain 2 (4 k ) <T’(’LL/)2 ) 2 + (’LLI (u,)2) w2 (6.2)

O
Lemma 6.2. For coefficients €, hj ¢, ;0. Pj,e, and v, we have
Jj+1
Rijr =Y ejp1.006F. + Z Q41,000 06YE +pj1,006Y (6.3a)
£=0 £=0
J
T = 410006 XE + piia 06X E, (6.3b)
£=0
j+1
Ffy = hjp106F + Z rip1,006YE, (6.3¢)
£=0 £=0
Ejp1 = Zrﬁl 06X, (6.3d)
£=0

where the coefficients are given by the following recursion formulas: for £ < j (with the convention that e; _1 =
hj,—1=0),

€jt1+1 = 1
1 2u”
€jt1,e = Jarejx +e€je-1— Weﬂ
hjt1+1(r) =1
2u//
hjy1e(r) = 6 hje + hje—1 — (u)? Tzt
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and for £ < j — 1, (with the convention that pj, _1 = q;j,—1,7j,—1 = 0),

1 o\ [ +ru"\ 1
Pj+1j = Pjj—1+2 (4 —k ) (T(u/)z o}

"

1
Djt1e = Jarpj,é +Dpje—1— ij,e

1
Qj+1,5 = qj,5—1 + amn—u,
1

1
Qj+1,0 = Jarqj,f + qje—1 — Wq]‘,e

2ul/ /6/
2 B-=

(w) w
2u

1
’I’j+1_’4(7’) = Jarrj,f + Tje—1 — WTJJ.

Tiv1(r) =rj5-1+

"

Finally, the above coefficients satisfy the following estimates: for { < j + 1 andn > 0,

|(ror)"ej11,0(r)] Sn max(r —2 p2ytist

[(r0) " hjr,0(r)| Spomax(r—?,7%)7 1,
and for { < jand n > 0,

|(r07)"qj1,0(r)| S max(r—?, 7) max(r=2, %)/~

[(10r)"Djt1,e(r)] S k2 Inax(r*‘l, 1) max(rfz,rz)jfl
n 1 —2 2vj—t
[(r0r)"Tj41,6(T)| Sn Wmax(r NG s
Proof of Lemma 6.2. Note
1 1 1
Oc (q(r)@TZ) = Jarq orZ + Q(T)aGarZ = Jarq - q(r)ar ; orZ + Q(T)araGZ-

The rest follows from Lemma 2.1. O

6.2 Integral operators appearing in the derivatives of X and Y

Define the following operators which appear in the expression for 8éYi,

ZEg) = :I:/ G(r,s cizs)%g( c)ds (6.4a)
ZE5 9] / G(r, s, cizs)( (u= oE J)r 59(s, c)ds (6.4b)
Z;[EG / G(r,s,ctie)g(s,c)ds. (6.4¢)
In an abuse of notation below, we use the definition
ZiEe L owZiEE g / G(r,s,c +ic)w(s)ds Zi<[g)(s)ds. (6.5)

A more complicated set of operators arises in the formula for X and its derivatives (using a similar abuse of notation):

2ie

Zisld = | "B (s, o ()ds

ufc)2+529
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°  2eh(s w— ¢
Zustal= [ ([ 2D s B oot )

(u—c)?+e? (u—c)? 4 &2

°° 2ief(s
Zioll = [ ([ o . B .50 ) (o)

(u—c)? + &2

* 2
T 0wzt / (/ - zECB Si 5 B;ZGE(T S0, € )BgiG;g(so,s,c)ds()) w(s)dsZEE[g](s)ds. (6.6a)
0 _

where the kernels are defined via:

B;g;g(n S, C) = g(?ﬁ s,c+ ’LE)

+ /0 wwf)(;i)ezg(r, S0, ¢ +1€)G(s0, s, ¢ — ie)dso, (6.7a)
Bg(lz,G;E = Bg(%;a = Bg(lzg;g(r, s0,¢) = G(r, 50, ¢+ ic) (6.7b)
B .. = BGh. = BGh.(s0,5,¢) = G(s0,5,¢ — ie). (6.7¢)

The next lemma verifies the relevance of the above operators.

Lemma 6.3 (Representation formulas). Let € > 0 and ¢ & ie € 1. There holds,

YE(r, e tie) = (Z55 + Z5£5) [F) + ZE5 (R, (6.82)
X(r,c,e) = (Zxs + Zxs) [F] + Zx g Fsl, (6.8b)

and for j > 0 (assuming the integrands are integrable),

Jj—1 Jj—1
LY = (755 + Z55) [F)) + 255 Z ejt06F + Y pudeY*E| — 755, [Z 4,00-08Y (6.9)
£=0 £=0 =
‘ j j-1 j-1
0GX = (Zx s+ Z5xs) [F} | + Zkc Z €006 F. + ij,éaéy_ - Zxa Z 45,00, 0GY
=0 £=0 =0
Jj—1 J
+ (255 + Z55) €] + 255 Z pj0aX | — 7245, Zqﬂl,earagxl : (6.10)
£=0
Proof of Lemma 6.3. First, observe
2ie 2ie 1 F 2ief3 _
———— (F-pY)= ———— | FF— fRAY — ZalFyl,
(u—c)2+52( AY) (u—c)2+52( p - [u—c—&—ie}) (u—c)?+ 2 volF]
and by definition
2ief3 _
Z¥5 {(U_CWZYG[F*]] = ZxclF-
This completes the proof of (6.8); the cases 5 > 0 follow similarly. O

6.3 Iterated integral operators

6.3.1 Recursion scheme for integral operators

In this section, we will analyze the recursion algorithm derived above. By Lemma 6.2, the F; and &; terms appearing
on the RHS of Lemma 6.3 can also be expanded only in terms of X, and Y, with ¢ < j.

We will write all possible operators appearing in the iteration scheme as variations of the original operators with
kernels derived from a recursive algorithm. The operators appearing in this algorithm are of the following form:

Og)s[wK (r, s0,c / K(s, so,c (u)cj— p w(s)G(r, s,c+ie)ds (6.11a)
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(u—c)

2) Y .
Og..[wK](s0,7,¢) = ; K(so,s,c)mw(s)g(r,s,c —ig)ds (6.11b)
Ogl)[wK (r, 80, / K(s,s0,c 2ie —————w(s)G(r, s,c + ie)ds (6.11¢)
c —c)? +¢?
O wK - [Tk 2ie ie)d 6.11d
5. [WK](s0,7,¢) = ; (so,s,c)mw(s)g(r,&c—26) s (6.11d)
Og)s[wK (r,s0,c / K (s, so,c)w(s)G(r, s, c+ ic)ds (6.11e)
(’)g;)s[wK}(so,r, c) = K(so,s,c)w(s)g(r,s,c— ie)ds (6.111)
0
(’)gls)[wK (r, 80, / K (s, s0,0)w(s)0sG(r, s,c+ic)ds (6.11g)
(995) [wK](sg,7,¢) = / K(s0, s, c)w(s)0sG(r, s, c — ic)ds. (6.11h)
0

The proofs of the following Lemmas are given in the subsequence sections.

Lemma 6.4. Let a € {S,G,rG}. For each set of weights {w,;} and ordering of operators b; € {S,9,G,rG} there

1) )

exists kernels B‘(“’XQ;E7 Bg?sv__waJ;s such that (recall abuse of notations (6.5), (6.6a))

ZxaowiZyp, ©---wiZys|g)(r,re,€) =
o < 2ieu!(s0) (1) 2 (u—rc)
/ (/ (0o + 27 e 150 OBl ysicloo o, Moo ) o ga(6)ds
Zyy, 0 wy_1Zyp,; ©WiZLxaq 0 W14y h, ., © Wy Lyslg)(r,re,€) =

o o 2deu’ (s0) 1 2 (u—rc)
/0 (/0 (735131,...,%%)((1;5(7350»C)B§<()z,YbJ+1,...,YS;e(SOaS’C)dso ﬁg(s)d&

u—c)?+e? )? +e?
moreover if the last Y S operator is replaced by the allowable alternatives, the expression changes via:

(u—c)
YSHYG:}i(u—c)M—a? — 1

u—_c 2ie
-0
(u—c)? + &2 (u—c)?2 42’

YS—Yé=

(notice that the final operator cannot be Y rG; see Lemma 6.1). The operators are obtained by the following recursion
formulas:

1. To define B® we use the recursion scheme:

(2) (2) (2)
BXa,Ybl,...,YbJ,l,YbJ;s(SOvTa c) = ObJ 1 s[wJBXa,Ybl,...,YbJ,l;s](807r? c),
and if J = 1 then Xa plays the role of bj_1.

2. To define B™Y we use the recursion scheme

1 1 1
Bg/gl,ng, Xas(’r 50,€ ) OIE )s[ 1B§’Z2,...,Xﬂ;s](r780’0)'

Lemma 6.5. For a = 6, for each set of weights {w;}, and choice of operators b; € {S, 9, G,rG} there exists kernels
(depending on the weights) such that

Zyp, 0 0owsZyp, , owsZxs(g]

> 2ie 1)
= | e v e da(s)ds
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Zyp, 0 0wslyp, , OWsZLxa O Wit1 Ly by, O Wit1Zys[9]

>  2iefB(s0) 1 2 (u—c)
N /0 (/o (u—c)? +¢2 B‘(Vgl’-waJ’Xa%E(T’ 50 C)Bgﬂ)l’Ybuleby;6(50’ 5,¢)dso (u—c)2+ EQQ(S)dS’

where the last operator is changed for Y S — Y G, Y d then as above

(u—rc
Y Y — < 1
S — G:>(u7c)2+52|—>

(u—c) 2ie

Y Y .
S Yo (u—c)?+ 2 ~ (u—c)? + &2

The kernels are constructed via the following recursion.

1. To construct the BY) kernels we use the iteration scheme
Bg}gl,yz)%...,xs;a(?"a 80,€) = 0151)5 [wlB§f1132,...,X5;a](7”v 50, €)-
2. The first steps ofB(Q) are given by:
BS vae = 9(s0,m, ¢~ ie),
and to construct further kernels B®) we use the recursion scheme

2 2
B;;,Ybl,H.,YbJ,l,Yb,,;a(SOv s,¢) = ObJ—l;E[wJBg(z)i,Ybl,m,YbJ,l](50’ r,c).

Lemma 6.6. For each set of weights {w;} and choice of operators b; € {S, 0, G,rG} there exist kernels Bx g yb,,... vb,:e
(depending on the weights) such that

(u—-c)

—_— d
U—C)2 +€29(8) S,

with the requisite change for YS — Y G, Y § as above (as usual, the final operator cannot be Y rG). To construct the
kernels we use the following scheme as above:

1. All of the basic kernels are given by
By o = G(r,s,c —ig).

2. Further kernels are constructed via

(2)7 WIBY by, Yy e

6.3.2 Estimates on iterated integral kernels

The next step is to use induction to deduce the requisite estimates on the B kernels appearing in Lemmas 6.4 — 6.6. In
order to effectively pass to the limit ¢ — 0 in (2.28), we need to prove that the kernels satisfy a variety of regularity
properties. Moreover, in order to close the induction argument, a variety of additional regularity properties are required
as well. These properties are outlined in Definitions 6.7 and 6.8 below.

Recall the bounding functions defined in (2.39). Further, define the following variants of the J¢ derivatives suitable
for functions of three variables:

1 1

_ /) _
9 =05 = oo+ s (6.12a)
(r,s) 1 1 1
aG - U/(T) ar + u/(s) as + u’(rc)arc. (612b)

Definition 6.7 (Suitable (J,¢,~) kernel of type I). We say K°(r, s, c) is a Suitable(J, {,~) kernel of type I if the
following properties hold for ¢ + ie € I, with all constants independent of ¢:
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(a) uniform boundedness and regularity away from the critical layer:

|K5(r,s,0)] < |u'(s)| K(r, s,¢)B(r,s)Le(r,s)
[r0- K= (r,8,¢)| S

k —lc
[u'(s)| K(r, s,¢)B(r, s)Lje(r,s) (k + Ljp—r |<ro/k | 108 M ) ,
|rcarCK6(r7 S, C)| 1|s—TC|>rc/k 5
307 k ‘T — Tc|
k2 [u'(s)| K (r,s,¢)B(r,s)Le(r,s) | B+ Ljp—p |<r./k |log ——| | ;

(b) regularity near the critical layer:

‘3(5).7(8(7”, s,¢)

|7

’38)[(5(7“, s,¢)

|7

r&n@g)KE(r, s,¢)

|7

‘ag’s)KE(r, s,¢)

|7

r@rag’S)KE(r, s,¢)

cu/(TC)l

e (re)]

cu(re)

1|s—rc\<rc/k1\r—rc\2rc/k S

L ku'(s)| K(r, s, c)B(r, s)L.y(r, s, c)

1|r7rc|<rc/k1|57rc\2rc/k 5

! k' (s)| K(r,s,c)B(r,s)L.ye(r, s, c)

1|7'—7'C|<7'a/k1|s—7'c\27'C/k 5

1 klr—r

| |u'(s)| K(r, s,¢)B(r, s)Lje(r,s,c) <k2 +k ‘log

).

(&

1|r7rc|<rc/k1|sfrc\<rc/k 5

/(1) k |ul(5)| K(r, s, c)B(r, S)EJJ(T, s, ¢)

1|r—rc|<rc/k1|s—rc\<rc/k S

1

klr—re
|reu! (re)]

Tec

(5] (1,3, B, a(r3,) (24 &

log

)

(c) Holder regularity in s near the critical layer: for |s — r.| < r./k there holds:

[K5(r,8,¢) = K(r,7¢,0)| S

[u'(s)| K(r, s,¢)B(r, s)L je(r,s,c) <ks7’c|)

Tc

’ag) (KE(T,S,C) - KE(Tv chc))‘ 1\T—7”c\27“c/k SJ

_ Y
mk |U/(5)‘ K(T, S, C)B(’f’, S)ﬁJ’g(’r" s, C) <k|57ﬂc7ﬂc|>
‘888) (K<(r,s,¢) — K°(r, rc,C))‘ | K
! ! k |S - Tc| K
o1 KL 5,)B(r, $)L1.(r,5, ) ()

|r8r (KE(T, S, C) - KE(Ta Tey C))| 1‘7“77‘6‘27“6/16 5
_ Y
K2 o () K (r, 5, ) B(r, 5) L. (r, 5,0) (k")
Te

|T08TC (KE(T,57C) - Ke(r7 TCac))| 1‘7“*7‘(;‘27“6/16 5

k2 | (s)| K(r, s,¢)B(r,s)Ly4(r, s, c) (M> .

Tec
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(6.13b)

(6.13¢c)

(6.14a)

(6.14b)

(6.14c)

(6.14d)

(6.14¢)

(6.152)

(6.15b)
(6.15¢)

(6.15d)

(6.15¢)

(6.15f)



(c) convergence: there exists an 7 > 0 such that =" (KE — KO) satisfies (6.13),s (6.14), and (6.15) for z € I, and

e sufficiently small.

Definition 6.8 (Suitable (.J,¢) kernel of type II). We say K°(r,s,c) is a Suitable (J,¢,~) kernel of type II if the

following properties hold for ¢ & i € I, with all constants independent of e:

(a) uniform boundedness and regularity away from the critical layer:

[ K= (r, s, )] S [0/ ()| K(r, 5, ¢)B(r, s)Le(r, 5, )
|50 K°(r, 5,0)| S

k —Iec
klu' ()| K(r, s, ) B(r, 8)Lae(r,s,¢) (k + Ljs—ro|<re/k 108 o > ,
|T'carcK6(7‘, S, C)| 1\7‘—rc\>7‘c/k g
3 ! k |S _ TC|
E2 ' (s)| K(r, s,¢)B(r, 8)Lye(r,s,¢) | b+ Ljs—ro|<r. /i 10gT7 ;
C

(b) regularity near the critical layer:

‘8&?)1(5(7«, s, c)‘ Vsorol<ro/kr—re|zre /b S

————k|u'(s)| K(r,s,c)B(r,s) L ye(r, s, c
|reu/ (re)| T ot )

‘88)Kf(r, SHOI ETRIPSYS TR
L
e (1e)]

‘s@sag)l(s(r,s,c)

k' (s)| K(r, s, e)B(r,s)Le(r, s, c)

1\r7rc|<rc/k1|sfrc|2rc/k 5
1
|reu/ (re)|

’884’3)1(6(7", s, ¢)

kls—re

[u'(s)| K(r, s,c)B(r, s)Lje(r, s, c) <k2 +k ’10g

).

v <re /b Y s—rol<re/k S
1
|reu’ (1e)]

‘sasag’s)]{a(r, s, ¢)

k' (s)| K(r, s, c)B(r,s)Le(r, s, c)

1‘T*T¢|<T‘c/k1|87’l"c|<rc/k‘ 5
1

k|s—r|
|rew (re)|

[u'(s)| K(r, s,c)B(r, s)Lje(r,s,c) <k2 +k ’10g

(c) Holder regularity in r near critical layer: for |r — r.| < r./k there holds:
|K5(r,s,¢) — K*(1¢,8,0)| S

[u'(s)| K(r,s,c)B(r,s)L.je(r,s,c) (M)

Tc

‘88) (KE(T‘,S,C) - KE(’I“aS,C))‘ l\sfrc|2rc/k S./

1 , klr—re\”
- K LT el
\Tcu’(rc)|k|u (5)| (T,S,C)B(T,S);CJ}Z(T,S,C) ( o
05 (K=(r,5,0) = K=(res5,0))| Lo et S
1 , klr —re\”
- K M el
‘TCU/(TC)|k|u (5)| (’/‘,S,C)B(T,S)LJ,[(T',S,C) < e >

|50s (K=(r,5,¢) = K*(1¢, 8,0))| Ljs—ro|>ro /b S
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(6.16a)
(6.16b)

(6.16¢)

(6.16d)

(6.17a)
(6.17b)
(6.17¢)
(6.17d)
(6.17¢)
(6.176)
(6.17g)
(6.17h)

(6.171)

(6.182)

(6.18b)

(6.18c)



_ Yy
k2 [/ (s)| K(r, s,¢)B(r, s)L e(r, s,c) <]M) (6.18d)

Te

‘TCaTu (KE(T’ 5, C) - KE(TCa S, C))' l\sfrc|2rc/k 5

Te

_ Yy
K | (8)| K(r, s, ¢)B(r, ) Lye(r, s, ) <]M) . (6.18¢)

(c) convergence: there exists an 17 > 0 such that =" (K6 — KO) satisfies (6.16), (6.17), and (6.18) for z € I, and
e sufficiently small (depending only on k).

Remark 6.9. Note that the main differences between Definitions 6.7 and 6.8 is in the regularity requirements.
First, we prove that the Green’s function is the prototypical suitable kernel of both types.

Lemma 6.10. The Green’s function G(r, s, ¢ & i) is both a suitable (0,0, ~) kernel of type I and a suitable (0,0, )
kernel of type II for all v € (0, 1).

Proof of Lemma 6.10. Consider just the case statement of Type I; Type II is exactly analogous.
Step 1: Proof of (6.13). First, consider the boundedness estimate (6.13a). From Lemmas 5.2 and 5.4 (and 2.1),
3

1
% e

<

< max(s~ !, 5%) min(

’g(n&c—is)

k+1/2 gkT2+1/2 k+1/2
X 1Tc§1]-s<r (1s<n k13/2 + 1n<s<lkm + 1S>1kk+3+1/2)
Tc

k=312 PR1/2 k+1/2
c
X <1’l"<’l"ck k—1/2 + 17‘c<7‘<1 k+3/2 + 1T>1T'k1/2>
Fht1/2 pE2+1/2 pht1/2
+ 17"c§11r<s <17 <re Lia/o k+3/2 + 1rc<r<1k k+2+3/2 + 1r>1k k+3+1/2)
Tc

’)"k 3/2 Tk+1/2 k+1/2
X <1S<Trk fo— 1/2 +1rr<s<1 k+3/2 +15>1kl/2>

gk+1/2 gk+5/2 ght1/2
+ 1 >115<r (1s<1,€_1/2 + 11<s<r(,,€_71/2 + 1s>7‘ckk_5/2>
Te Te Tc

k+5-1/2 k+5—1/2 k+5/2
kTi 1 krci +1 L
N bbb =57 re<r k=172

FE+1/2 Fk+5/2 FEH1/2
+1, 51155, <]—r<1k1/2 + 11<r<r(:]€771/2 + 1r>rckl€5/2>
Tc Tc Tc

k+5—1/2 k+5—1/2 k+5/2
I 1 [ T
X\ Lsab =55 + hicsarc b= re<s =172

k—1/2 sh=1/2 42 gh—1/2 2

s
Sl.<1 <1s<r<rck ol 1s<rc<r<17k 172 2 + 1S<rc<1<r7k i73'e
gk+3/2 gk+3/2 Ght3+1/2
+ 1rc<s<r<17rrk+3/2 + 1Tc<s<l<7“7rk_1/2 + 11<s<r77ﬂk_1/2

pht1/2 phH1/2 2 Ph1e
+17~C§1 1r<€<rc Sk+1/2 +1r<rc<e<1 kt1/2 g 2 +1r<rc<1<s Sh+1/2 s$T.

Ph+2+1/2 Fh+2+1/2 Ph+1/2
3
+ 1rc<r<s<18k+2+1/2 + 1 <r<ics Sh—1/2 57+ licres sk—l/ZS
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Sk—1/2 8k—1/2 Sk—1/2 1
+ 1rc>1 1s<r<1rk71/2 + ]-s<1<r<rc T‘k+3/2 + 1s<1<rc<rrk71/2 ﬁ

sk71/2 Sk+3+5/2 1 Sk+1/2+3
+1 ——t1 e +1 AR
1<s<r<re ’I’k+3/2 1<s<r.<r ’I”k_l/Q 7”(23 1<r.<s<r Tk—1/2

k+1/2 k+1/2 k‘+1/2 4 9
+1rc>1 1r<€<1 k+1/2 +1r<1<9<rc k+1/25 +1r<1<7c<€ k+1/2 $Te

pk+1/2 5 pk+1/2 12, pk+1/2 p
+ 11<7~<s<rc 77’ 3 + 11<7<TC<573 r ‘|' 11<7 <r<s Ta179°%
gk+1/2 gk+1/2 gk+1/2

S K(r, s,¢)B(r, s),

which is (6.13a). The estimate (6.13b) follows from a similar argument together with Lemma 5.5. To see the 7.0,
control, first note that

G(r,s,c) 1 MHO(T,C)HOO(S,C

7¢O, 7 == —r.0 M
u'(s) u'(s) =rere M) o (r, ) Hoo
1 {rCGTCHO(r,c)H

r<s

s>r

)
)
Hoy(r,e)r.0r,Hxo (s, ) r<s

oo
' (s)M(2) | redr, Ho(s,c)Hoo(r, c) + Ho(s, )10, Hoo (1, C) r>s.

Hence, all the lemmas in §5 together imply (6.13c) as in (6.13a).
Step 2: Proof of (6.14). Consider the case |r — .| > r./k and |s — r.| < r./k as in (6.14a). Here we have,

a(s) (g(ra&c)) o 1 TcarcHO(rv C)Hoo(svc) + Ho(r, C)agHOO(S,C) r<s
“ N\ wls) ) w(s)M(2) | 9gHo(s, ) Hoo(r,¢) + Ho(s, 0)redy Hoo(r,c) 7> s

B ( u’’(s) rcarcM(z)) Hy(r,c)Hoo(s,¢) r<s
(u'(5))3M(2) M?(z) Hy(r,¢)Hoo(s,0) r > s.

By the lemmas in §5, we deduce (6.14a). Note further that from the lemmas in §5, we may deduce a logarithmically
singular upper bound on s@sag ) ((v/(s))7*G(r, s,c)). This is important both to verify that the kernel is suitable of
type II but also to prove the Holder regularity (6.15) below. The estimates (6.14b) and (6.14c) are analogous and
omitted for the sake of brevity. Consider the estimates (6.14d) and (6.14e) next. We have

5g’s) (g(r,&c)) _ 1 OcHo(r,¢)Hoo(s,¢) + Ho(r,¢)0cHxo (s, ¢) r<s
u'(s) uw' (s)M(z) | OgHo(s,c)Hoo(r,c) + Ho(s,c)0cHox (T, ) r>s

)

)

(
(
B u’(s) reOp, M(z) o(r,¢)Hoo (s, €) r<s
((u( + > { Hof - (6.19)

()3 M () M(z) r,¢)Hoo (s, C) r>s

Hence, this satisfies the desired estimates by the lemmas in §5. Similarly, we can obtain s, estimates as well.

Step 3: Proof of (6.15). The inequalities (6.15a) are a consequence of the log-Lipschitz regularity of G in both
variables (from Lemma 5.5); we omit the details as they are straightforward. Finally, we note that the convergence
stated in Definition 6.7 follows from the lemmas in §5. O

Next, we prove that all possible integral operators arising in the iteration scheme are suitable.

Lemma 6.11 (Tterated integral operators (’) and C’) ) Let K&V be a Suitable(J, V', ~) kernel of type I and K, &y
Suitable(J, V', ~y) kernel of type II. Further, suppose that

1 £+1
< 2 R
lw(r)| + |royw(r)| < max <T2,T ) e

Further, suppose £ + ¢ < k — 1/2. Then, for alln > 0 and ~' € (0,7),
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. Oél;)s[wKél)] is suitable (J + 1,0 + L+ 1+ n,v") of type I, (’)g;lg) [wKél)} is suitable (J,0' + L+ 1+n,v) of
type I;
2)

. O(S%)E[wKE(Q)] is suitable (J + 1,0/ + L+ 1+ n,") of type Il and (’)g.

0 [wKP] is suitable (J,0' + €+ 1+ n,~')
kernel of type I1.

Lemma 6.12 (Iterated integral operators (’)g )). Suppose that K%Y is a suitable (J,0',~) kernel of type I and K, (O
suitable (J, ¢, ) kernel of type II. Further, suppose that

1 ¢ 1
lw(r)| + [ro,w(r)| < k* max (rQ,rz) max(ﬁ, 1),

and that { + 0’ < k — 3/2. Then, foralln > 0, and ~' € (0,7), (’)8,) [ng(l)] is suitable (J + 2,0+ (+1+n,7") of

€

type I and Og)g [wKE(Q)] is suitable (J + 2,0 + L+ 1+ n,~') of type ILI.

Lemma 6.13 (Iterated integral operator (’),(»]2) Suppose that

¢
1
|w(r)] + |rorw(r)| < max (27r2> max(r~*, 1)
r
and that 40" < k—3/2. Suppose that the kernel KW is a suitable (J,0',~) kernel of type I and that K% is a suitable
(J, ', ) kernel of type II. Then, for allm > 0 and v € (0,7), Oﬁlg) [wKe(l)] is a suitable (J + 1,0/ + 0+ 1+ n,7")
kernel of type I, and (9525) [wKE(Q)] is a suitable (J + 1,0 + £+ 1+ n,v’) kernel of type I1.

We now prove Lemmas 6.11 — 6.13.

Proof of Lemma 6.11. The cases of j = 1 and j = 2 are essentially the same, we will focus on j = 1 here. The
treatment of Og is similar to, but slightly harder than, the case Oj, so we focus on the former. Define:

K(r, 50,C) := /0 mﬂs)g(mﬁr ie)K (s, sg, c)ds.
Boundedness Estimate (6.13a). Most of the non-trivial methods involved in the proof of Lemma 6.11 appear in

some form in the proof of (6.13a). Recall (4.3) and split the integral based on proximity to the critical layer:

G(r,s,c+ic) ~ ~

R(T7SO’C)/()WW(XC+X¢)M(S) vl Kl s s = Kot Koy (6.20)

u—c)?+e?
First consider the problem of estimating K + for r. < 1. In the case of K +, we apply Lemma 6.10 and (A.1),

1 ~
K
U/(S()) 75(7" 3076)

o0 i
<1< / |Z (S)C| x= [w(s)|K(r, s, c)B(r, s)K(s, so, ¢)B(s, 50)L.ye (s, 50)ds
0 _

0o
k
<1 le<i +5%771
~ TCSlA ($1+2Zmax(52,r2) s<1 s>1

C

x K(r, s, ¢)B(r, $)K(s, so,c)B(s, s0) L se (s, S0)ds.

1, <1

This integral is estimated by a tedious, but straightforward, calculation. Note that the requirement £ + ¢’ < k —1/2is
necessary to ensure the resulting integrands are integrable at zero and infinity. The calculation is summarized via:
1

1, < |——
u/(s0)

KO,#(ra S50, C)

<1 ~

rkt1/2 k k=172 r2gk=1/2 2
c
1r§50§’r’c§1 Sk+1/2 <T2+2(€+£,) ) + 150ST§7’CS1 rk—1/2 32+2(£+£/) + 130§Tc§7‘§1 r2pk—1/2 32(”0)“
0 0 0

92 k—1/2
11 Tc50 k erax(s—zz’ p20-2-2¢ T2(z+z’)72)<lo r)
S()ST{:SlS’r‘ Tk_1/2 SQ(ZJ'_Z/)_‘_Q 0 9 0 9 g

0
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) rgrk+1/2 k
+ ()STSTCSSO§1828§+1/2 r2(6+0)+2

3/2 24-2k—2 !
$3/2tk [ 242k=2(0+L) k
+1 2 +

re<so<r<li gtk 861+2k 8(2)(€+l’)+2

7
r2pk+1/2 p2+2k=20-20 k
+ 1 <r<so<t

5 k+1/2 r2k+4 + r2teer2r
5050

Sk+3/2 T2+2k—2(€+tz’) k , ,
c 20" 2(04+0")—2 20—2 _—2¢
+ 1r0§50§1§rrk_1/2 =+ +H13X(SO T (&) T S0 )<logr>

!
sgk+4 sg+2(z+e )

k41/2,.2 k 1 ,

r r ’ 0+0")—

+1<r <1<s0 k}+1/26 (s0)* (1"2*22 max(ﬁ, s24) + max(1, 8(2)( ) *)(log so>>
S0

max(r; >, 53") +

c
rd+2k

7“2Tk+1/2 4 7n2+2k:72€
r2+2€

—20 20 40—
+ 1, <r <120 g7z (50) max(r=>, 55) + max(1, 55" 2><log50>>
S0

Pk+1/2 L (T2
r2k

_oyp’ / 2(4+4")—2
+ 1 <i<r<so s (50) " |~ g max(rg 20 s3!) + max(1, 55 ) )(10g80>)
50

0 4 c
+ ]— <1<s0<r 375 \S - o1
re<1<so<r Tk—1/2< 0) 52k c

k—1/2 _
s / (Tg+2k 20
0

max(r; 2, s3") + (log ) max(1, 7“2(“2/)_2)) .

A key constraint is to not lose powers of 7, ! while still gaining the improvement encoded in K, that is, we specifically
want L to be independent of 7., so when e.g. 7. < r, sg, we still need to get good estimates (which one observes is
indeed the case using that £ + ¢/ < k). After simplification, we therefore have the following estimate for all > 0,

1 -
1, u’(sO)KO’i(r’ s0,¢)| < K(r, s0,¢)B(r, 30)£J+1,€+€’+1+n(7"7 S0), (6.21)

o<1

which is the desired estimate. In the case r. > 1, we similarly have (omitting the tedious intermediate steps):

1 ~
K
u/(SO) 0’¢(T7 3070)

1'r’C>1

o0
1 22y 20—7
< 11”C>1/ (81+2£15<1 + max(r:, s%)s 1,51
0

x K(r, s, c)B(r, $)K(s, so, c)B(s, 50) L e (s, 80)ds

< B(r, 30)£J+1,z+e/+1+n(7“, 50). (6.22)

This completes the treatment of the K.
Consider next the contributions of K. First consider the case that |r — r.| < r./k. Near the critical layer we write

1 - G(r,re,¢) K(re, 80, ) /Oo (u —c)u'(s) ds
o

K.(r,s9,¢) = w(re)

uw'(so) u(re) u/(s0) “(u—rc)?+e2
© e gu(s) (G0 Klssnd) | G Kiresd))
s (v g e T s ) a
= ~Cl +[~(c2-

For K, 1, by Definition 6.7, Lemma 6.10, Lemma A.1, Lemma A.3, followed by arguments similar to those to deduce
(6.21) and (6.22) without losing powers of rcﬂ we have the following estimates:

’Kcl (’F, S0, C)‘ S maX(Tga 715_2)@-"_1 <Tc>_6K(T7 Te, C)B(T7 TC)K(TC7 S0, C)B(Tm SO)EJ,Z’ (Tcy 80)
S K(r, s0,¢)B(r, 50) L ge+e41(7, S0)-
Next, turn to K.o. By the logarithmic regularity in Definition 6.7, we have (using |r. — s| < r./k and Lemma A.1),

|s — 7cl

1
|K (s, s0,¢) — K(7¢, s0,¢)| S K(re, s0,¢)B(re, 50)Lye (e, S0) / re |0s K (re +6(s —1¢), S0,¢)|d0
0

Te

1

—lc ko —lc

< K(rc,so,c)B(rc,so)ils . rel / log 7|S rel
c 0

k|

a9

c
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_ kls—r.
S K(re, s0,¢)B(re, So)ﬁJ,é/(Tc, So)w (k + ’log M

C

)

Analogous estimates also hold for G due to Lemma 6.10 (and clearly also w). Therefore, we have (again arguing as in
(6.21) and (6.22) to avoid losing powers of r.),

< max(rf,r;2)”1< o) 6]K(r Te, €)B(r, 1) K(1e, ¢, ) B(re, S0) L e (Te, So)
X (u—c)u(s) [s =1 le re|

X/o Xc(u—c) +€2 o k+ | ds

S max(r2 r 2)Z+1< > 6K(r Te,C )B(’I’, 7’c) (T‘C, S0, C )B(Tca SO)EJ—FLE/(TQ 50)

crc

S K(r, s0,¢)B(r, 50) Lyy1,e4e41(7, 50)-

‘Xc2

This completes the proof of (6.13a).
r0, estimates (6.13b). Next, we estimate 7"37f( . By continuity of G and K,

K(r, s0,¢) B ) /T (u—c)u'  K(s,so,c) wHy(s,c—ic)
rariu’(so) =10, Hoo (1, ¢ — i€) Tt W) Mc— o) ds
) © (u—c  K(s,s0,¢) wHy(s,c— ic)
+7r0-Ho(r,c — ic) /T -2+ (%) M(c— i) ds.

From the arguments used to deduce (6.13a), for |r — .| > r./k and the lemmas of §5, we can derive (6.13b) in the
same manner as (6.13a). The details are omitted for brevity. Turn to the case |r — r.| < r./k. In this region, our goal
is to deduce the logarithmic upper bound; in order to avoid losing an additional logarithm we will need to extract a

cancellation. Write,

M (c —ie)

K(r, sg,c) , /T (u—c)u wHy(s, ¢ — ig)
— e L e LHos,c— %)
O u(s0) R 0(2) o (u—c)?+¢2 (5,50, ) M(c —ig) ds
00 . ’ H., s
RS (2) / (<uc>u K(s, 50, ) U867 18) 4

u—c)?+ g2
(u—c)u

+ (royHoo(r, 2) — 1/ RS (2)) /OT mK(S So,C)WdS

(u—c)u K(s, SO,C)wHOO(s,c - zs)ds

+ (ropHo(r,c —ie) + TU’R(EJ,T(Z» /TOC ( M (c —ig)

u—c)? + 2
4
:ZTJ
j=1

From Lemmas 5.4 and 5.5, we deduce rd, Ho, — ru’ Ri,oo is bounded near r = r., and hence 15 and 7T, are treated
using techniques used above in the proof of (6.13a). Due to the inability to extract an additional cancellation, these

terms are logarithmically unbounded (since fo % g(s)ds is singular near r ~ 7, for any smooth g; see Lemma

A3):

kl|r—r

(T3] + [ Ta]) Ljp—ro <o i S |0/ (50) | K (7, 50, ¢)B(7, 50) Lyg1,04 24140 (7, 50) </f + ’10g

Te
which is consistent with (6.13b). For T} and 715, first divide via

" — o’ Hy(s,c—ie)
T+ Ty — ru/RE (u—cJu K Wiio\s, € — )
PR T’W(z)/o ( XK (550, ¢) M((c — ie)

u—c)?+
e < (u—o wHo (8, ¢ — i€)
_ _\UTO% i WHool5 6™ )
TR (2) /T (u—c)?+¢e? XK (s, 50,¢) M(c —ie)

e To(u— o wHy(s,c —ig)
————x2 K —d
+ru Rr,oo(z)/o (U—C)2+E2X# (5750;6) M(C—iE) S

S
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wHoo (s, ¢ —ig) ds

— 1/ R, (2) / ) ((“_C)uxﬂ( (8,50, 0) =3 1 — 72

u—c)? 4 g2
=Tie +Toic + Tisz + T2

The terms 7', and 15, are also treated as in (6.13a) and are hence omitted for the sake of brevity (in particular, 1 ,.
and R7 . contain a logarithmic singularity by Lemma C.1 but the integrals involving K" do not due to x). For the
remaining terms we use the following cancellation:

< (u— ) " (u—co)u wHy(s,c—ie
Tie T = (W5(2) = B02) [ G5 ) [ R om0 0 s

u—c)?+ u—c)?+ M (c — ie)
s " (u— o) < (u—c) wHo(s,c—1
— ru (RO,T(Z) _E(rwz)/o (u(—c)2)+52XCdS>/r (U(_C)Q)WXCK(S,SO7C)]\4_((C_7:6)€)C13

+ru’ (E(rc,z) /TOO mx(:ds) /OT (u(u;)?j;p(c

X <K( ,80,C) M(C—Zﬁ) — K(re, so, )u’(rc)M(C—i€)>d

wH (8, ¢ — i€) w(re)
X (K(S’SO’C)]\J(C—ie) - K(r, SO’C)u’(rC)]M(c—ie)> ds.

Note that e.g.
< (u—ou /oo (u— )’
- _E (3] T N9, _oXc = T N9, 9 E E Cy & b
Riel®) = Blres) [ o sipvds = [ o (B 2) = B ) xeds

does not have any logarithmic singularities by arguments used in the proof Lemma 5.2. From here, the above terms are
estimated in manners analogous to the arguments in the proof of (6.13a) and are hence omitted for the sake of brevity.

Derivatives involving 0,_.. First we prove (6.13c). Taking a 0, derivative directly yields (integrating by parts in s),

( (u - c)u (s) )w(s)rc&c (Xig(ﬂsvﬁ-i&)[((s,so’c)) ds

(u—c)? 4 &2 u'(s)

+/0 X#
w [T utan (PS8 Y w9 (62 K s ) as

(u—c)? + &2 u'(s)

Due to Definition 6.7 and Lemma 6.10, we can apply the methods used above to prove (6.13a) to prove that (6.13c)
holds for Ky and K. For K33, we need to argue that the presence of 0, derivatives on G does not stop us from finding
a similar cancellation as we used in the proof of (6.13b) above. To that end, note that for | — r.| < r./k:

reu' (re)

u/(r)

The former term is bounded from Lemma 5.5 and hence in the neighborhood of r = r., we can extract the same
cancellation in K3 as we did in (6.13b) so that we deduce only one power of logarithm is lost. We omit the repetitive
details for brevity, which concludes the proof of (6.13c).

Next, consider the proof of (6.14a) (which is relevant for the region where r % r. and sg ~ r.). In this case,

05 K (r, 50, ¢) :/ u’l 0 ( p——— )w(s)X¢WK(S’307C)d5
0

(re) " \(u—c)* + & u'(s)

reOr. Ho(r, 2) = rcu’(rc)ag)Ho(r, z) — rOHy(r, 2),
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i /OOO (W) gl (w(s)x¢g(r7570+i€)[((8,80’8)> ds

u—c)?+e? u'(s)

i [T (LY gt (e (2D Ko sone) )
o \u—0?+< 0

Notice that since r % r., we do not need to obtain additional regularity in r in order to satisfy Definition 6.7. From
here, we may again apply the methods of (6.13a) to deduce the desired estimates.
Next consider (6.14b) (which holds in r = r. but sg % r.) Here,

o / s arc(((u—c)u/(s))w(s)mwmmso’@ds

u—c)? 4 g2 u'(s)

+/0°O (W) w(s)90) (XCWK(S,SO,C)) ds. (6.23)

u—c)?+e? uw'(s)

Obtaining boundedness estimates is again a straightforward adaptation of the proof of (6.13a). Next, consider obtaining
(6.14c¢). For this we apply an 70, to (6.23), however, some care must be taken due to the jumps in the derivatives of G:

rarag>1~(=/0°° ui 0 ((( c)U’(S)) w(s)r @w[((&mc)ds

—P ()
Y= 0 (Sl ctie)
+/0 ( (u—c)? +52>w )r0:0G ( X# W(s) K(SaSO»C)) ds
T (lez o9 (1, Ilrsetie)
+/0 ( 2 4 52> w ( Xe U/(S) K(S,S(),C)) ds
3
=2 K (6.24)
j=1

note that two of the potential boundary terms from r = s vanished due to the presence of x and the assumption that
|r —r¢| < 7e/k whereas the other two boundary terms coming from r = s vanished due to the symmetric structure
of (6.19). The K, and K> terms are estimated in essentially the same manner as done previously for (6.13b) and are
omitted for the sake of brevity. To treat K. 3, again we use a cancellation analogous that used in (6.13b) to avoid losses
of higher powers of logarithms. This is only an issue if both derivatives land on G (otherwise the situation is essentially
the same as (6.13b)). Recall the identities:

0,0¢Ho = 0,0¢ (M) — (96 P) (R, (2) FiEG,)
— (u—2)(0,9cP) (R, (2) FiEj,.) — (OaP)u'(r)E(r, 2)

+ (WP + (u—2)0,P) / Y0S) o (xB) ds + Pl ()06 (x.F)

(u—2)
1 oA (s)u!(re) s 5) — u'(s) o 2\ds
5 00) [ B (s, - 20, B, 2

and

0,06 Haw = 0,00 (M) (96 P) (R ao(2) FiEC,)
T (4= )06 P) (B oo () F i85 + (P (0 E(r,2)

— (u'P + (u—2)0,P) /OO wis) g, (XcE)ds = Pu/(r)dc (x.E)

(u—2)
1 L wEure) poo oy W(s) s 2\ds
+ Ul(’rc) (8”¢)/T X?é (U_ 2)2 E( I ) (U—Z)XiaTCE( ’ )d .
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We see that the logarithmically singular terms between 0,.-0¢ H, and 0,0 Hy in K;in (6.24) have a structure similar
to that of 0, Hy, and 0, H that was exploited in the proof of (6.13b). Note that singular terms in e.g. 0,0gHy are
u'0g R . and u' P for ——0qg(x.E)ds. After these observations, the proof follows analogously and is hence omitted

for the sake of brevity. This completes the proof of (6.14c). The proofs of (6.14d) and (6.14e) are straightforward
variants of the techniques used on the other inequalities in (6.14) and are hence omitted for the sake of brevity.

Holder Regularity in sy near r. estimates. Notice that:

(u—c)
(u—c)? +e?

f((r, s0,¢) — K(r,re,c) = /000 (K (s,s0,¢) — K(s,7¢,0)) w(s)G(r,s,c — ie)ds.

Consider first obtaining (6.15a). The only difference between proving (6.13a) and proving (6.15a) is the lack of an
analogous Holder regularity estimate on 0, K (r, sg, ¢) — 0, K (r, 7., ¢) (Which was used to control s = r.). This is
dealt with via the following (see the proof of Lemma A.4 for a similar approach): for § € (0, 1),

’ (r,80,¢) — (r TeyC) — K’(Tc,so,c)—i-f((rc,rc,c)‘
- - 9
< (|K(r50,¢) = K(res 50, 0| + | K70, €) = Ko, )]

o

X (‘K(T, S0,C) — f((r, Te,C) 80,C) — f((rc,rc,c)

(
0 0 —6
§(|T_TC|> (l<;+ ) (k‘|30_7"c|>7(1 ),
Te Te

and hence we choose 7' = v(1 — ). Other than this slight difference, the proof of (6.15a) follows as in (6.13a). The
rest of the estimates in (6.15) are adapted in essentially this same way; the details are omitted for the sake of brevity.

rT—"Tc

k

log

C

Convergence as ¢ — 0. As seen above, verifying the boundedness estimate contains most of the non-trivial work.
Hence, for the convergence estimate, we will focus on this. That is, if we define

_ e} / O
Ko(r, so,¢) = p.v./o u(qfs’)(S) . g(r,il,(cs;— : )Ko(s, S0, ¢)ds,

we are interested in obtaining an estimate of the following form for some 77,7 > 0:

Kg(r, S0,C) — f(o(r, 8070)‘ Sonme €MK(7, 80, €)B(1, 50) L 41,040/ 4141, (T S0)-
Write the difference as the following:

- - / (u—c)u'  G(r,s,c+ie) —G(r,s,c+i0)
( )
(

Kc(r,s0,¢) — Ko(r, s0,¢) = Pt W (s K. (s, s0,c)ds

(u—ch' G(r,s,c—1i0)
+/ (u—c)? +¢2 uw'(s) Ke(s,50,¢) = Ko(s,7e, ) ds

+p.v./<( (u_)c+€2 v >gr8 ¢ +1i0) Ko(s,so,c)ds

The terms 7} and T5 are treated in essentially the same way as above (see Lemma 6.10 for control on G(r, s, ¢+ i€) —
G(r, s,c+i0)). Hence, it remains to treat T5. Sub-divide via:

(u—c)u u G(r,s,c+10)
Ts = p.v. _ , g(r,s,c+1i0) .. T
e /((“_C)2+€2 u—c (Xe +x2) u/(s) (s,50,c)ds 3¢ + T3

For T3« we apply (A.3) to obtain some decay and then we argue as in (6.13a). For T3., we apply (A.4) (which applies
due to the various regularity and convergence estimates satisfied by K and G).

As remarked above, the rest of the claimed inequalities are a straightforward adaptation of the above arguments
and are hence omitted for the sake of brevity.
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Adaptation to 0592)5 case. The case j = 2 is essentially the same. As above, we begin by dividing based on the
critical layer:

K®(sg,m,¢) /°° (u—c)u
o (

u!(r) u—c)?+ g2

(Xe + X) w(s) g(r’j,’ (Cr )+ i€) K(jf)(’;)’ Vas = o+ i (6.25)

The contribution from near the critical layer, K., is treated in essentially the same manner as in the j = 1 case and
is hence omitted for brevity. Hence, we need only to check the tedious but simple contributions of K_; we omit the
intermediate steps for the sake of brevity: for all > 0,

o0
k 207
1.<1 3 1m§1/0 (Wlsq +s 1,1
x x2K(s,7,¢)B(s,m)K(s0, s, c)B(s0, s)ds

S Lr.<1K(so, 7, ¢)B(s0, 1) L1040 +147(S0, 7).

K?&(SO,T, C)

o (r)

Similarly, we have the contributions from r. > 1: for all n > 0,

1 -
u’(r) K#(So,T’, C)

o0
1
2 .2\ 207
1,51 5 1Tc>1/ (814-2[ Li<i + max(rg, s7)s 11
0

x x£K(s,r,¢)B(s,r)K(so, s,c)B(sg, s)ds

1 .
UI(T)K?&(S(),T, c)

This completes the proof of (6.16a) in Definition 6.8. As discussed above, this estimate involves most of the non-
trivial work necessary to deduce the rest of Definition 6.8, and hence the remaining estimates are omitted for the sake
of brevity. O

L >1 5 B(SO, 7”)£1,£+£'+1+n(307 7”)-

Proof of Lemma 6.12. Consider the case j = 1 first. As there are no singular integrals, we do not need to separate the
critical layer from the rest, and hence the calculations are a small variant of those done to estimate K + in the proof of
Lemma 6.11 above. As above, this is a tedious, but simple and direct, calculation, and hence we omit the intermediate
steps. For the case of r. < 1, using Definition 6.7, Lemma 6.10, and the requirement that ¢ 4+ ¢/ < k — 3/2 (to retain
integrability at zero and infinity), there holds

00
1TC§1 S /
0

00 1.2
< / k—3 max(%, s2Z)K(r, s,¢)B(r, $)K(s, so, ¢)B(s, s0)L(s, S0, ¢)ds
0 S S

1 -

mK(r, 50, ) ds

u'(s)w(s)

G(r,s,c+ie)
u'(s)

'K(S» 50,¢)

u/(s0)

S K(r, s0,¢)B(r, 50) Lyt2,04-0 4144 (7, S0),
and similarly for r. > 1:

1

U/(So) K(T, S0, C)

< k2 1
1,515 / — max(@, s*)B(r, 5)B(s, 50)L(s, s0,¢)ds < B(r,50)Lyra.te+14n(Ts S0),
0

which completes the proof of (6.13a). As in the proof of Lemma 6.11, the remaining estimates in Definition 6.7 follow
from straightforward variants of the proof of (6.13a), and hence we omit these arguments for brevity.

As above in the proof of Lemma 6.11, the case j = 2 follows in a similar manner with slightly different integrals.
The repetitive details are omitted for brevity. O

Proof of Lemma 6.13. We will consider only the j = 2 case; j = 1 is the same. For (95«2) (by symmetry of G),

K * 1
(50(50) _ /0 ul(r)sasg(s,r,c—z’s)wf)K(SOvst)dSv

Boundedness estimate (6.16a). From Lemma 6.10 and definition 6.8, the proof of (6.16a) is essentially the same as
the corresponding estimate made on Og ),
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Regularity estimates. First consider (6.16¢). Taking an 0, derivative gives (using the definition of M (2.32)),
wdsHo (s, c — i)

rd,. K (s, 7, ¢) = w(r)K (so,r,¢) + 10, Hoo (r, ¢ — zs)/ K(so,s,¢) Mc— o) ds
wdsHoo (8, ¢ — i€)
+ r0.Hy(r,c —ic / K(so,s,¢) M(c—i2) ds.

This does not present any new challenges and hence (6.16c) is deduced as in Lemma 6.11 (though significantly easier,
as no delicate cancellation is necessary) and is hence omitted for the sake of brevity.
The more subtle problem is 0, derivatives:

Or. K(jlo(;?; c) _ /OOO u/b),asang(r,s,c —ie)w(s)K (s, s,c)ds
[T 000~ ie)u(e)0, K s, )
=K + K.

The treatment of K is similar to the proof of (6.16a) and is hence omitted. Consider next K. The trick is to integrate
by parts so that two derivatives never land on the same kernel (note that the boundary terms vanish):

K| =— /T %88 (O, Hoo(r,c —i€)Ho(s, ¢ — i€) + Hoo (1, ¢ — i€) 0y, Ho (s, ¢ — i€)) (w(s) K (s0, s, ¢)) ds
o w(r)

_ /‘X’ ﬁas (0r Ho(r,c —ie)Hoo(s,¢ —i€) + Hoo(s, ¢ — i€)0p Ho(r, ¢ — ig)) (w(s) K (so, s, ¢)) ds.

= / ! (Or,Hoo(r,c —i€)Ho(s,c — i€) + Hoo(r, ¢ — i€)0r Ho (s, ¢ — i€)) 0s (w(s) K (50, s,¢)) ds
0

+ / ﬁ (Or Ho(r,c —ie)Hoo (s, ¢ —i€) + Hoo(s, ¢ — i) 0y Ho (1, ¢ — i€)) Os (w($) K (50, 8, ¢)) ds.

The log-boundedness (6.16d) follows from similar arguments as in Lemmas 6.12 and 6.11. Consider (6.17c) (which
is relevant for r % r. and sg = r.) for which we apply the same approach:

8(S°)K(so,r c) = /OC %&CQ(S r,c—ig)0s (w(s)K (so,s,¢)) ds
/ 0sG(s,r,c— )w(s)ag(’)K(so,s,c)ds.

Due to the restriction |r — r.| > r./k we can apply analogous estimates as in (6.16¢) to deduce (6.17c). Similar
arguments deduce (6.17a) and (6.17g) which we omit for brevity.

Consider next estimate (6.17¢). Some care is required due to the jumps in the derivatives of G (recall this is only
relevant in the case |[r — 1| < r./k and |sg — 7| > r./k):

0, 0sHo(s, 2)

0,00 R(sari) =10, [ (aGme 0L (3.2) + Ho(r,2) o
0 c

0, M
M

H(r,2)0sHo (s, z)) w(s)K (sg, s, c)ds

+ 70, / <<9gHO (r,2)0sHoo(s, 2) + Ho(r, 2) ( )8,«68 s Hoo (8, 2)
_ a’XJWHOO(T, z),@sHo(s,z)>w(s)K(sms,c)ds
1
+ 70, / (r,2)0sHo(s, z)w (s)ul(rc>3TCK(so,s,c)ds
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—1—7'8/ —HorzaH (s, )w(s)ﬁ@rcK(so,s,c)ds

= 7n<6'G1;Ioo(7ﬂv Z)arHO(rv Z) +];Ioo(rv Z) arcarH()(TvZ)

1
M ' (re)
— GW’TMHOO (r,2)0.Ho(r, z)) w(r)K (s, r,c)

_ & <8GH0(7‘, 2)0, Hoo (7, 2) 4+ Ho(r, 2) —— 0y, 8, Hoo (7, 2)

U()

or,. M
M

oo(ry 2), 0r Ho(r, z)) w(r)K (so,r,c)

T 1
+ MHOO(T, 2)0rHy(r, z)w(r)mﬁrcK(so, T, C)
1
- ﬁHO(Ta Z)arHoo (Ta Z)w(r)i

W) Or. K (s0,7,0)

+ / % <’I"araGHoo(T7 2)0sHo(s,2) + 10 Hoo (1, 2) Dy, 0, Ho(s, 2)
0

1

u'(rc)

or, M
M

r0rHoo (1, 2)0s Ho (8, z)> w(s)K(so, s,c)ds

Or,0sHoo (8, 2)

+ /Too A14<r8racﬂo(r,z>asff (8,2) 40 Ho(r, Z)u< )

Or M

r0rHoo (1, 2), 0s Ho (8, z)) w(s) K (sg, s, c)ds

"1 1
+/0 Mra H(r,2)0sHo(s, 2)w (s)marcK(so,s,c)ds
Jr/r ]\147’8 Ho(r, 2)0s Hoo (s, 2)w(s) (1 0r. K (s0,8,c)ds

8
-y &,

j=1

)

There are several cancellations to observe. First, we observe that (recalling | — .| < r./k) from Lemma 5.4,

OrH(r,2) — OpHoo(r, 2) = 100 M (2)

log k rTTe

C

—Te

r—"Te
‘Ho(T,Z)*Hoo(raz)‘Sch§1| 7“2 <k+

logk’r

Tc

+ 17.C>17‘3u </€ +
Te

).

and hence the terms K 3+ I~(4 are only logarithmically singular at r ~ r. due to 9,, K. For K 1 and K 2 We can uncover
the cancellations via writing the following for r ~ r.:

Ho(r, Z)u( )8r03 - Ho(r,z) — Ho(r, Z)u( )&Cﬁ  H oo (1, 2)
= Hoo(r,2)060,Hy(r, z) — Ho(r, 2)0g0r Hoo (1, 2)
- ﬁHoo(rv Z)arrHO('ra Z) + ﬁH@(T‘, Z)&«THOO(T‘, Z)

= Hoo(r,2)0c0,Ho(r, z) — Ho(r, 2)0q0,Hoo (7, 2)
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! o1y, BH) @1 pH
et (= 2 )+ g (S )

= Hoo(r7 Z)aGarHO(ra Z) - HO(T'a Z)aGarHoo(Tv Z)

Note the commutation relation: g0,h = 0,0ch + %&nh. Hence, K + K is again only logarithmically singular

via Lemmas 5.4 and 5.5. Finally the remaining terms K5 through Ky are treated using techniques used on previously
made estimates in (6.17) and are hence omitted for the sake of brevity. The treatment of (6.171) is similar and is hence
omitted for brevity. This completes the estimates in (6.17).

Holder regularity. Consider next the estimates in (6.18). As in Lemma 6.11, write

K(sg,r,c) — f((rmr, c) = /000 (K (s0,8,¢) — K(re, 8,¢)) w(s)0sG(r, s,c —ie)ds.

The estimate (6.18a) hence follows as in the proof of (6.16a). Consider next (6.18b) (recall |r — r.| > r./k in this
case):

8SO)K(30,T, c) — 8SO)K(TC,T, c) = —/ 88’80) (wxe (K(so,s,¢) — K(re,8,¢)))G(r, s,¢ —ic)ds
0

— / a§§°) (wx (K(s0,8,¢) — K(re,s,¢))) 0:G(r, s,¢c — ie)ds
0
1

+ / X (K(s0,58,¢) = K(re, s,¢)) w(s)—7—=0r,0:G(r, s,c — ic)ds.
0 u (TC)

Note that no boundary terms appear (as in the proof of (6.16d) above). From here, the proof follows as in (6.16d)
using the hypotheses on K. the treatment of the other inequalities in (6.18) follow via similar reductions and are hence
omitted for the sake of brevity.

Convergence. By the Lemmas in §5, the r0, derivative of Hy and H, satisfy analogous quantitative convergence
estimates as Hy and H, themselves and hence the convergence as € — 0 is a straightforward consequence of argu-
ments used previously; the details are omitted for the sake of brevity. O

Finally, we verify that the original kernels satisfy the estimates necessary to run the iteration scheme.

Lemma 6.14. Fora € S,4,G,rG, Bg(lt)l is suitable (0,0) of Type I. For a € S,0,G,rG, Bg?i and By, are suitable
(0,0) of Type I1.

Proof of Lemma 6.14. The treatment of Bg(l();, . is the only case not covered by Lemma 6.10. This follows Lemma 6.11
—indeed:

1 1 1
BYye(r.s,0) = By (r.s,0) + O}[BBYY),
and hence we may apply the lemma if we set w(r) = 8(r),and £ = ¢/ = J = 0. O

Proof of Propositions 2.9 and 2.10. From Lemmas 6.1, 6.2, and (6.3), we can express all (’%Yi and ag‘;X in terms
of aéF, 6éF*, the coefficients derived in Lemma 6.2, and compositions of the integral operators in (6.4) and (6.6).
Moreover, the coefficients are such that if one has ¢” compositions and 8éF (or 8gF*), then the rotal of all of the
losses from all of the coefficients is £’ with £ + £/ + ¢" < 4. This condition ensures that the compositions all involve
integrable functions (for € > 0) and hence we iteratively apply Fubini’s theorem and prove Lemmas 6.4-6.6. This, in
turn, implies Proposition 2.9 and finally Lemmas 6.10-6.14 imply Proposition 2.10. O

6.4 Vorticity decomposition

In this section, we prove Propositions 2.13 and 2.14.

Proof of Proposition 2.13. We will first prove the lemma in the case n = 0, then explain how to extend ton < k — 1,
and finally, to extend to n < k.
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Casen = 0. Write

r L[ itk(ur)—utre)) 2060 (re) B(r)
= _ 7 u(r)—u(re A 2
fl \/’F+ 27’(’&/(; © (U—C)2—|—52XI \/,’7_ (T,C,E)d’l‘c (6.26)

L[ itkui—u(rey (e = u'(re)  B(r)
N X d 27
27 e (u—c)2+52X1 NG (r,c,e)dr. (6.27)
F

= W + fi,a + fi.x. (6.28)

From the expansion for X, there holds

itku(r) 00 _ ’ . e tkte oo %%e
\/;w;i;fnx & / (u = u'lr )X1(7’, rc)ﬁ(r) / k Bxs:e(r, s,¢)F(s)dsdr,.
0

211 (U—C)2+62 U}F(;( ) U_C) _’_52

eitku(’r‘) o8] (u — c)u (r(,) )efzktc 27456 50)
+ o /0 (u — C) Te 5 X1 (7“ wF,é / / R 2wF75/2(50)
WF, 5/4(5/) (u—rc) F(s )
wr,5/2(50) (u— )% + €2 wp5/2(s")

eitku(r) (u—c)u'(re) r)efzktc 2265 80)
* 2mi /o (u—c)2+e¢ 2X1( wrs(r / / 24 ¢ 5Wrs/2(50)

wF5/4(3) Fi(s')
wr 5/2(50) Wr,5/4(8")

x Bg(lg‘?;e(rv SO’C)Bg?;';E(SOaslvc) ds’dsgdr,

X Bg(lg;g(r, S0, c)Bgé;E(so, s c) ds’dsgdre. (6.29)

To pass to the limit, we apply Theorems B.1 and B.18 (together with Theorem B.2). Note that the requisite properties
on the kernel are obtained by Lemmas 6.10 and 6.14 above. Hence, we have the strong L? limit:

. - iktu(r o/ (re wp,s/2(r Bxs(r,7e, c) e F (1,
glj% \/;wFisfl;X = ethtul )p.v./ ( )X1(r, Te) ro/2(re) r) x( ) ( )ch
0

w—c 7 wps(r) ! (re) wF,6/2(7"c)
eitku(r) 0 'LL/ Te WEg. s (rc) B(l) T Te,C
5 p.v./ (_ ) X1(r,7e) — /2 B(r) XS/( )
i 0 (’LL C) WE,§ (T) u (TC)

o] / /
e_iktc <p"U'/ B(TC)ng(rcy S/; C) wF76/4(S ) 1 F(S ) /) d8/> dTC
0

wrs/2(re) (U —c) wrs/a(s

eithku(r) < (re Wr s /2(Te B(l) T T, C
g [ D s gy LS TE) gy Bra e
i o (u—c) wp,s(r) u(re)

) [e'e] / F* /
e—zktc (/ B(TC)BE(Z%:(TQ 8/, C) wF,5/4(3 ) (5 ) ds/) dr..
0

wrs/2(re) Wrs/4(s')

A crucial point to notice is that if 7 < 1 then ; implies that r. < 2r. This is what allows to transfer the gain in 7.
from K to a gain in 7 in Theorem B.1 so that we may use the stronger wr,s as opposed to wy 5. Theorems B.1 and
B.18 also provide the following estimate: for all n > 0 (recall (2.12)),

S S sy L P Y P T2 PR T
Turn next to f1. 4 in (6.28) and expand via

1 [ 2ieu/ (r,)eltkur)=ulre)) — B(y)

" 2mi X 2Y (r, ¢ — ie)) dre = fi. e
fua 2mi Jy (u—c)?+¢e2 XI\/;( (rye,e) +2Y (r,c —ie))dre = fr.ax + fr.ay

Further expand f1.4x via x1 and x2:

L% itk(u(r)—u(re)) 20U’ (re) B(r)
flAX_27TZ 0 € (u_c)2+82X1\/77

X(r,c,e)dr,

71



1 / 7 gith(u(r)—u(re)) _2ieu(re)  B(r)

X dre
27i (u—c)2+52X2 VT (r,c,e)dr

= fi,ax1 + fr,axe.

The contribution of fi.4x is treated in the same way as f;.x (but with different integral operators in Theorem B.18)
and is hence omitted. Next, we show that fi,4x2 vanishes as ¢ — 0. Indeed, expanding X asin f1,4x1 gives

B eiktu(r) o] 2ZEU B
Vrwy s fraxa(t,r) = . / ( (rc) X X2B(r)e” kel
0

2mi u—c)?+

y / Zi _ wF,5/4(3) Bxsie(r, s, c)idsdrc
o (u—c)?+e? wps(r) Wrs/4(5)

N eiktu(r) /oo 2ie (r.) ﬂktc/ / 2256 50) 5(7‘)101775/2(50)
2w Jo (u—cp +e2t e wps(r)
) @) ,  Wrs/a(s) (u - C) F(s')
X Bxg..(r,50,¢)Bxg.. (50,5,
X85 (1,50,€) Bysic (0,8, ¢) wr,s5/2(50) (U — ¢)? + €2 wp 5/4(8")

piktu(r)  poo 2icu (r,) iktu(re 2255(80) ﬂ(T)wF,é/z(SO)
+ /0 ( /0 /

2mi u—c)?+ 2X —c)2+e?2  wype(r)

ds’'dsedr,

ds’'dsgdr,.

s/a(s’)  Fu
ngg;E(r,so,c)B;és(so,s c) wr, /4( ( )

WE,5/2 30) wF5/4( )

Therefore, Theorems B.18 and Theorem B.3 imply this term vanishes in the limit due to the support of x2 (note the
weaker space wy s). Turn next to fi, 4y, which we similarly decompose via:

2 ) Z-gu/(rc)eitk(u(r)fu(rc)) (7.
Ay = —— Y(r,c—ie)dre
Ji,ay /0 =P 2 A (r,c—ie)dr

T
2 Z€U( ) itk(u(r)—u(re)) ﬁ(,,,

) .
Y(r.c—
i J, w—c2+e2 2 r (r,c —ie)dr.

= fr,av1 + fr,ave.

By Lemmas 6.10 and 6.14, the kernels satisfy the hypotheses necessary to apply Theorems B.18, B.3, and B.3. There-
fore, we have again that lim._, w;’éfl;Ayg = 0 in L?, and that we may pass to the limit ¢ — 0 in f1,ay1 and
deduce:

, 4 . > wr5/2(8) - s ulr 1 F(s) s
tim Vrwgh foavs = oo [ SRR 80) B8, u) s
_9in 1 Bys(r,r,u(r)) -
A a7 TG
[T wrsp(s) - s a8
| RSByt ) s

Similarly, Theorem B.18 implies that we have the boundedness for all > 0,

|Vrwrs |, SK0F,, 1B, S K I, + Ik ool

This completes the case j = 0.

Casen < k — 1. Next, turn to (r9,)" forn < k — 1. From (2.28), denote the three contributions of f; as:

(ro)"fi = (rop)"F + fi,x + fi,a-

Consider first f}, . After distributing the 0 derivatives there are many terms all of the general form

/Oo eitk(u(r)—u(re)) (u—cu'lre) 1 H(r,c,e)0LX (r,c,e)dr.
0 (u—c)?2+ 2 wps(r) TG v )
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for some weight H¢ satisfying the following for all m > 0 (depending on ¢ through x):
(10 ) ™ HE (1, €)| S gn min(r®, r =% (X1 + Xr<1 X2, + Xemi X2r<r,) - (6.30)
From Proposition 2.9 we have representations of the following form for a variety of complicated integral kernels:

/OO eith(u(r) —u(re)) (u—cu'(re) H*(r,c )8]
o (u—c)2+e2wps(r) ¢

(’r7 C’ E)d’r(/'

XJ: gitku(r) /°° (u—c)u/(re )HE(T 0) e_iktch,6/4+2Z(3)
0

= 2mi (u—c)? +¢2 wrs(r)
X /Ooo %Bxa;m(r, s, c)wX(;l;j,g(s)mmdrc

+ KZ; el;k;(r) /0°° (Z—;:));A’J(rr;:))H e w;z:tc / / 2155 SO)+ > B;gﬂ(r 50,€)
X ng 5.0(80, 8, Q)WE 5 /4120(8)Wx62;5,0(8) = C;E o wjj/4+(22( )dsdsodrc

+ io ez;k;(r) / E )) J(r zH e w;;ktc / / 2266 80)Jr = Bg(l)s]z(ﬁ 50.)
x ng)s;j’é(so, 8, C)W,5/a420(8)wx 5:5,6(8 )(u (u )_ ch = wj:/4+(2€)( )dsdsodrc

Lo oo [ e

96 Fi(s)
2 *
x Bg(g;Jve(So, 8, C)Wr,5/a420(8)wxa;j,e(5) o ;4+2€(8/) dsdsodr.

+ Similar terms with different B and w.
Recall that in each term there holds for some ¢/ (different £' in each term) |w,.j ¢(s)| < max(s~2¢,s%). By Lemmas
6.10-6.13 (using also the recursion scheme laid out in Lemmas 6.4 and 6.5), for sufficiently small 7 > 0 and v > 0,
Byxs.j. 1s suitable (26,6 + n,~) of type L, Bg(lt)l;ﬂ is suitable (2¢7, ¢} + n,~) of type I for some ¢7 and v > 0,

whereas Bgo)z ;¢ is suitable (245, £5 + n,) of Type II for some /3 (as above, each term may have a different 7). In

all terms there holds the inequality (where for the Bxs.; ¢ terms we take 2 =0):
O+ 0+ 00+ 05 <.

Note that the total losses matches with (6.30). Therefore, for n chosen sufficiently small relative to ¢, Theorems B.1
and B.18 (together with Theorems B.2 and B.3), we can pass to the limit ¢ — 0 in the same way as we did for the case
j = 0, giving also the L? bounds:

00 _ / .
i [ it O HOG D) gy iy,
0

e—0 (u - 0)2 +e2 ’u}F)g(’I“) L2
J
2(J 0+n || 5¢ 2(i=0)+n || ¢
S Pl 2 PR
< (K[ i + Z |k |20=04n Z l(ro,) F”L%m'

Analogous to the case j = 0, the other contributions to f§ are similarly; the details are omitted for brevity.
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Casen = k. Recall that, as discussed in Remark 1.5, we do not really get useful information about the k-dependence
in the case n = k. In the case n = k, the problematic terms in (2.28b) are those that contain 9% X and 0% A; all other
terms are treated as in the case j < n — 1. Hence, the terms we must consider are:

_ 1 00 21-6,&/(,r,c)eitk(u(r)fu(rc)) , ,B(’I")

fiai= o i (ulr) o 122 (ru (r))kXI(rc)WaéA(r, ¢, )dr, (6.31)
y 1 > itk(u(r)—u(re (u(T) - C)u/(TC) / B(T)

fl;X = Tm o e th(u(r) ( ))W(TU (T))kX1(7', Tc)WagX(r, C, E)d'f’c. (632)

The key difficulty is that we cannot use the iteration scheme to compute this derivative in the same manner as above.
Consider f1,x and sub-divide based on the critical layer:

fix = /000 eztk(u;)r;u(rc)) ((Z((:)) :z))g’_f—rgg (ru’(r))kxlﬁ(\/;) (Xe(r,7e) + X2 (7, 7)) 08X (r,c,e)dr.  (6.33)
= fixe+ frxz (6.34)

On the support of fl; X+, We write
(ru' ()" 05X = TiZ:EZZ) (r (7)1, O X + (! (r))F 10,0571 X, (6.35)

Next, we take 0, and 0, derivatives of the representation formula (2.37). Let us start with the easier 0, (note that
|r —re| 2 rc/k on the support of fi,x). Due to Lemmas 6.10-6.13, these derivatives only land on Type I kernels:

¢
mwX(Sl;j,[(S)aGF(S)dS

j o0 .
) 2ie
8,«3%;)( = E /o O0rBxs:j,0(r, s,c)(
=0

j ‘ -
> °° 2ieB(s0) 1 ) 9ie
i Z/ (/o (78 Bg{g%jvf(r’ 50; C)Bgft)i;j,é(sm s,¢)dsg | o Wxs2(s)0GFds

u—c)Zte2 " (u—c)? +¢e2

j .
° o 2ief(s u—c
JrZ/ (/0 7( (s0) 0 B;g;j,[(r, so,c)ng;M(so,s,c)dso) 7( ( 2 ) wXS;M(s)@éFds

u—c)24+e2"" u—c)? +¢e2
j ‘
> > 2ieB(s0) 1) @) ) 0
+ ———————0,Bx.; /(1,50,¢)Bx . ,(S0,5,¢)dso | wxag.j.e(s)0qFuds
;/0 (/0 (u_c)2+52 XG,],Z( 0 ) XG,],E( 0 ) 0 XG,JI( ) G
+ Similar terms with different B, w. (6.36)
By Definition 6.7, k' x(r,r.)r0, Bxs.j.¢(r, s, ¢) and k= x(r, rc)é)ng(lL)l;jye(n s, ¢) satisfy the conditions neces-

sary to apply Theorems B.1, B.18, B.2, and B.3 (note Remark B.4) with the same parameters as x(r, 7.)Bxs,j,¢ and
X (7, 7¢)Or Bgl)l ;.0 Tespectively. Specifically, the r0, derivative does not incur a loss on the weights. Hence,

oo Litk(u(r)—u(re)) — / " B ’ — —
/o —m <(Z<(:>) _Eiﬁf;lxl 5%) X (ryre) (rd ()" 1r 0,057 X (r, e €)dre,

is treated via the same methods used to treat the case j = k — 1 above. Repetitive details are omitted for brevity.
Turn next to 9., derivatives, which are more technical. From (2.37), (still for |r — r.| > r./k), we have

j o0 .
; 225 ¢
0r 0LX = %/o Oy, Bxs.j(r,s,¢) (CErLE wxes1,5,0(8)0GF(s)ds

j o0 .
2
+3 | Bxsyelr,s,0)0r, (=3 ) wxsre()05F(s)ds
2 J, (

u—c)? +e2

j ) )
i > 2ie(s0) 1 2 2ie
+ E /0 (/0 O, <( Bg(t)S;jj(r’ SO?C)Bg(()S;jj(sO?s?C)dSO mwXSZ;j,E(S)aéFdS
£=0

u—c)? + &2
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J . )
e > QZEﬁ(SQ) 1 2 2ie
+ Z/O /0 (726 Bg((); J, E(’I‘ S0, C )Bg(();;j,g(sm S, C)dSo wa(;g;j,g(s)aé}?ds

u—c)?+e? €)? + &2

2ie

J .
3 T[T 2ieB(s0) L) @) ¢
+ A /O mBX& 7, E(T S0, )87'CBX5;j,€(307 S, C)dSO mwx(n;j,g(s)aGFdS

2ie

u—c)?+ g2 (u—c)? + &2

u—c)? + &2

& 2ieB(s
/0 Or, <(u—cﬁ)(20+)62> Bg(%;ﬂ(r, sO,C)BE?)G;M(so,s7c)dso> wXG;j’g(s)aéF*ds

J o peo °° 2ieB(s0) P 5@ d A 9LF.d
+Z . y (u—c)Zye2 e X G150, €) By g 0 (S0, 8, €)dso | wxayje(s)0gFuds

+i - OQ%(803(1) (r, 80,¢)0 B2 (s0,8,¢)dsp | w ; (s)@deS
; ; ( 3 XG0 0,C)0r. Dxq.j0\50, 5, 0 XGijit G

u—c)? +e?

+ Similar terms with different B, w
12

= Z T,, + Similar terms with different B, w.
n=0

(
(
(
(
e [T G2 0 B 50 0B (o0 0000 ) s
(
(
(
(

J .
([ 200 o o E
+ Z/(; A mBX& 3, 5(7’ S50, C)Bxg;j’g(sm S, C)dSO arc m ’UJX(SQ;L@(S)(?GFdS

J o] oo -
2ief(s u—c
+ Z/o /0 Or, <(B(20)) B;;] (7 5070)3&2?5;]'7@(50, s, c)dso) %wxs;m(s)aéFds

J .
o > 2ief(s0) 1 2 (u—rc)
+ g/o /0 7@ — ot 22 Bg(ij (50, ¢ )E)TCBE(?;;M(SO, s, ¢)dsg (=2 +e wXS;M(s)@éFds
J

L[ 2ieB(s u—c
/0 /0 w_f)éng%M(r 50 ) B0, 5, c)dSO) Or. ((()) wxsie(s)0G Fds

(6.37)

Many of the terms permit a similar treatment hence, let us only consider a few. As in (2.28) and Lemma 5.3 (and §6),

we use - (%Fh( (s) —u(re)) = — G )8 h(u(s) —u(r.)). Hence, we integrate by parts:

wxgl;jyg(s)BéF(s)ds

J 00 .
2ie
@+ T) =3 [l (sl Bn(r.0) s
=070

j o0 .
2ie

+§ Bxsije(r,s,¢)x2(5,0)re0r, | ——— ) wxs1,j,e(5)05F (s)ds
=070 (u—c)?

c)? 4 ¢?

2ie

J 00
+ Z/O retl (re)0%) (XeBixso(r, 8, )wxs1,5,(s)05F (s)) (70157
=0

u—c)? +e?
and note we are interested in passing to the limit in the singular integral

* Q) (ufr) — () Bxy 1)
/0 27 (u(r) —¢)? + &2 X1 wr,s(r)V/rreu (re)

(ru' (r)*tre (To + Th) dre.

(6.38)

Due to the cutoffs in x.(s,c) and x«(s, c) in (6.38) and Definitions 6.7 and 6.8, we are still in a position to apply
Theorems B.1 and B.18 and that the .0, derivatives have not changed the weights (as was the case for 79,.). Note
that there is the leading ratio (ru/(r))(r.u’(r.))~*. The numerator of this represents a gain in the weight in r and
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hence is what allows us to use the stronger weight wrwhereas the loss of (r.u/(r.)) ! is balanced by the gains in K.
With these observations, we may hence apply Theorems B.1 and B.18 and pass to the limit € — 0, also obtaining the
bounds (using Lemma 2.6):

. 00 gitk(u(r)—u(re)) (u(r) — c)u'(re) B(r) ru! () ) »
i), () =P+ &2 ) A gy (e (T + T e

c0 2mi (u(r) — L2
k-1
2(j—£ 3 2(5-¢ 3
< S RO+t ||6éFHL%‘8/4+2[ L [k HaéF*Hszé/4+u
=0 ' ' ’
k-1
SEEEDY o)™ Fll s | 5
=0

(recall Remark 1.5). For the compound terms in (6.37) the picture is a little more complicated as these involve the
triple derivatives appearing in Definitions 6.7 and 6.8:

71 iT = i/m /00 X;é(so’c)@ 2i2f3(s0) B (r, s0 c)B(Q) - ,(s0, s, ¢)dsg

2ie

X mwxézjj(s)aéFdS
J .
> e 2Z€ﬁ(80) 1 2
+ Z/o </0 7@ B Bg(();;m(r, S0, c)Bg(();;j,z(so, s, ¢)dsg
=0

1 2ie ,
X X?ﬁ(& C) u’(rc) arc ((u — C)Q I EQ) wXé?;j,e(S)aGFdS

L 2ief(s 1
+Z/ </O ( B(so) )6TC (X¢(507C)B§()S;j7e(7",80,0)X¢(S,C)Bg?();;j,[(so,s,C)) dso>

u—c)?2+e2u(re

y 2ie
(u—c)? + &2

J .
e  2ief(s s
0y / ( /0 (<°>a<>(xye(so,c)Bﬁé;;j,e(r,so,c>xc<s,c>B§?§;j,@<so,s,c>)dso>

u—c)24e2 ¢

wX52;j7g(s)8éFds

o 2ie
(u—c)? + &2

J 0o 00 .
2265(80) (1) (2)
3 [T (7 s (B s e, 0B (5050t

o 2ie 1
(u—1c)2+e2u/(s)

J [e'e] e’} .
2ieB(s0) 5,8 1 2
+ Z/ (/0 ma(c ) (Xc(SO,C)Bg(();;j,g(ﬁ 807C)Xc(&C>B§(3§;j,z(30’8,0)) dso
y 2ie
(u—c)? + &2

J o] o} .
2ief(s 50
+ Z/ (/0 ((0)3( ) <XC(SO,C)B§3M’€(7‘, so,c)x?g(s,c)ng;j’z(so,s,c)) dso>

u—c)2+e2 ¢

wX52;j7g(s)8éFds

(95 (’IUX(;Q;j’[(S)aéF) ds

wxgg;j,g(s)aéFdS

2ie
X T oy g e ez ()0G Fds (639)

It is crucial to note the very specific structure in (6.39): whenever s ~ r. and/or sy ~ r. the derivatives landing on the
kernels are either % or 929 or 9% so that one never evaluates 0O,.. (or 9,.) of a kernel near the critical layer without
G G G e Y
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the matching s or sy derivatives. A similar structure is seen also in the 2226 T} terms which are omitted for brevity.
The last three terms instead have:

12 j .
1 [T 1 2ief3(s0) > 1) @) >
T; = Oy S0,¢)Bx . (1,80, ¢)Bx (.- (50,8, c)ds
7 252 ([ wte (e o bletr 0 088, o st

X wxa.j.o(8)06 Fuds

J .
L 2ieB(s0) 1 1) (2)
UZ_O/O </ <<->+ o 0n (0050, B 50,€) B0, 5.)) s

X WxGj.0(5)06 Fuds

j .
[ 2ieB(so) (s0) (1) (2)

X wxa.jo(5)06 Fuds. (6.40)

Notice that near sg ~ r. we are still using 8g o) derivatives, despite that s can be close to the critical layer as well.

Hence, the derivatives are not quite the correct form for directly using that Bg?é ;¢ 18 suitable (204,05 +n,~) of type

II (for some ¢4 and ~ and all > 0). However,

s 2 s,8 2 1 2
aéo)Bﬁ()G;j’f(so,s,c) = aé O)B;é;jve(so,s,c) e @B;é;j’e(so,s,c).

Note that the former is bounded near the critical layer whereas the latter is logarithmically singular there (see Definition
6.8). However, since there are no singular integral operators or approximately J-functions in s in these terms, it is
straightforward to verify that we my still apply Theorem B.18.

Finally, putting together (6.34) and (6.35) with the associated decompositions of (6.36), (6.37), (6.38), (6.39) (and
the analogous omitted terms), and (6.40) with Definitions 6.7, 6.8 and Theorems B.1, B.18, B.2, B.3 (and Remark B.4),
we may pass to the limit in ¢ — 0 as we did in the n = k — 1 case. This gives us a (very complicated) representation
formula for fq.x, and, in particular, the bound

F,5/4

k
tiy st Suoo lofil + 100

Next, we consider fl; xc- Wedirectly take a g = 8g ) derivative of (2.37) and as above, apply the usual integration
by parts when sg ~ r. and/or s = r.. This yields (on the support of the integrand)

2ie

. LS 1
0cOLX = ;)/0 Bxs,j,0(r,8,¢)x£(8, ¢) o) Or. ((u o7 62) wxs1.j.0(5)05F (s)ds

21e

J 00
+ Z/o ag) (Bxssj,e(r, 8, ¢)x(8,¢)) ((UCW) wXél;j,é(S)aéF(S)dS
£=0

J 00 .
2ie rs
+ Z/o (()> Gé ) (Bxg;jj(?‘, s,¢)xe(s, c)wxgl;j,g(s)aéF(s)) ds
(=0

u—c)?+ &2
J 0o oo .
1 2ig(s0) & 2)
+;/0 (/0 X#(307C)U,(T0)8TC ((uc)g 42 BX&;j,f(r’ SO’C)BXJ;j,é(SO7svc)dSU
2ie
X 711))(52;]"[(8)6&}7(118

(u—c)?+e?

J .
([ 2ieB(s0) (r (1) 2)
+ E /0 </0 ((u—c)2—|—€2> 0 (X#(So,C)BX(;;j}Z(T, so,c)x¢(s,c)BX6;j’[(so,s,c)) dso
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o 2ie
(u—c)?+ &2

I 1 2ief(s 2
- Z/ </0 ((u—c)(20+)e2> %" (X¢(SO’C)B§§;J‘,@(T’ 307C)Xc(svC)Bgﬂ)m%f(so’s’c)> dso)

¢=0"0

wxgg;j’z(s)aéFdS

o 2ie
(u—c)?+e2

] .
o0 o0 2ie6(s0) 50 1 (2)
" Z/ </0 ((u—c)2—|—52 o (XC(SO’C)Bgfg;j7Z(’"7 505 €)X£(8,€) Bx.5.(50, S’C)) dso

¢=0"0

U)X(sg;j)g(s)aéFdS

(u—c)?+ &2

j .
X 2ieB(s0) (r,50,5) 1) (2)
3 [ (e o (retoo: 0B 50 elos) B 0,5, o

=070

wxgg;j,g(s)aéFdS

o 2ie
(u—c)? + &2

j o0 oo 2 .
[T () (B ot a8, fo0.5.0) )

1 2ie
< it (g ) o) s

j :
o0 oo 2ie(s0) 1 2
2, </ <<—>+ (B30l 50, Dl ) B 50,5, ) dsg

21 1
><<( ie )u 0, (wxs2:7.0(5)05F) ds

wX,gg;M(s)@éFds

u—c)?+e? (s)

J o0 o 1 2ieB(s
* Z/ </0 X¢(507 ) u/(r )3rc <(U - 5(2 3—)52) Bg(lzq;j,é(r, S0, C)ng;ﬂ(so’ % C)dso)
(u—c)

X m'ﬂ)xs;j’[(s)aéFds

eI

£=0

& 2ieB(s r
[ (G222 ) o (a0 st ) )

0 u—c)?+e?

u—c
( ) wXS;j’g(s)ﬁéFds

w-—of+e?
L1 2ief(so) (1) M) B® )
+ E 05" B .. o(T,50,¢)Xc(5, s ,8,¢))d
e_o/o </0 ((u—c)2+52) “ <X¢(50’C> Xi553,0(7 90, €)Xe(5,€) Bxig .0 (50, 8 c)) %0

u—c
X (uicyj_ﬁwxg;jvg(s)aéFds

j .
[ 2ieB(s0) (,50) (1) )
+ E ‘/O <A ((u—c)2—|—52> 8G 0 (XC(S()aC)BXS;j,Z(T’ 807C)X;ﬁ(svC)BXS;LZ(SO?S)C)) dSO

£=0

u—c
(u(_C)Q_F)&wXS;j’g(s)aéFds

J > o0 2ieB(so) 7,50,8 1 2)
" gz_;/o </0 ((“_CW) o (Xc(507 C)Bgfé;j,e(r’ 50, €)Xe (8, €) By s:5,0(50, 5, c)) dso
(u—rc)

Y4
mwxs;j7[(5)aGFds
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+i/000 (/000 (ﬁ%) (Bgcl)sjz(r S0, ¢ )X#(Svc)BE?é;j,e(So,s,C)) d80>

1 - (( v—c ) WX S;j.0 (3)8f;Fds

U/(Tc) u—c)?+e2
’ 0/0OO (/OO ( u2l55(82352> (BS)SJZ(T 50, ¢ )XC(S’C)BE(EGM(SOJ»C)) dSo)

X

((u (_UC)—2C—)F 52) U’is) s (wxs52,5,0(5)0GF) ds

1 QiEﬁ(So) 1 2
+ Z/ (/ X+(50,€) ,(TC)Z'?TC <(u — o2 +€2> Bgfg;ﬂ(r, 80,0)B§(é;j,£(307370)d80>

x wxa.jo(s)05LFds

J R
[T 2ieB(s0) () 1) )
3 () 10005 )

X wXG;j}g(s)aéFds

] .
[ 2ieB(s0) (r,50) (1) )
+g§/o </0 <<u—>2+2 0™ (Xel50:€) B . 50,€) B (s0.5.) ) sy

X U)X(;;j,g(s)ﬁéFdS

+ Similar terms with different B, w.

We see that, although slightly more technical, the overall structure of which derivatives appear in what contributions of
the integrals, is very similar to the case of 9, 0/, X. Hence, the arguments used above apply with no major variations
and we may pass to the limit and deduce the estimate:

lim \/;’ijgfl;xc
e—0 L2

Nkéa’wk0|+2|| 7"8 FHL?:*5/4;
£=0

we omit the repetitive details for brevity. This completes the treatment of fl; X-
Turn next to f1,4. Asin the cases n < k — 1, we write

/ B(r) :
() — o7 1 22 (ru (r))kXI(rc)Wag (X (ryc,e) 4+ 2Y (r,c — ie))dre.

= fl;AX + fl;AY-

fl;A: P

1 [ 2ieu/ (rp)etth(u(r)—ulre))
2m /

The term fl; Ax 1s treated in essentially the same manner as fl; x and is hence omitted for the sake of brevity. Similarly,
we see that the treatment of f1. 4y is made via a small variant of the method used to treat the first term in (2.37). Hence,
this is also omitted for the brevity. This completes the proof of Proposition 2.13. O

Proof of Proposition 2.14. Recall from (2.29),

w—l r nope _ 1 Ooeitk(u(r)—u(rc)) (U(T) ru’ (r n r.p M
0o s =5 | o (i =) 00 (xatrr)

\/F

[T ke ey () =) R B(r)
2rktwy 5(r) /0 " ((u(r) o2t e? O, (ru/(r)0c)™ | x2(r,7c) NG X(r,c,e) ) dre
= foat fop (6.41)

X(r, e, 6)) dr,

Due to the presence of y2, the support of these integrands satisfies < min(r./2, 1). In particular, the integral in .
is not converging to a singular integral as ¢ — 0. Analogous to the treatment of f{ in the proof of Proposition 2.13
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above, we may write f5 , as the sum of terms of the general form

L[ ith(u(r)—u(r)) L ;
I itk(u(r)—u(re)) = pre e S)dre.,
2wkt J, ¢ wf’g(r) (r,c) G (r,c;e)dr.

for weights H satisfying,

|H®(r,c)| < 1r<rc/21T§1r_1/2 min(r%, r_zj_7) max(rc_?’7 1).

From Proposition 2.37 we have an expansion as in the proof Proposition 2.13 above which by lemmas 6.10-6.14 (using
also the recursion scheme laid out in Lemmas 6.4 and 6.5) satisfies similar properties. The main difference here is that
we are using a weaker weight (wy 5 instead of w,5) and we have lost an additional r, 2 from the integration by parts
in .. The loss in . is balanced by the gains in K; these were used to recover the strong weight on f; whereas here
the gains are used to gain the r_ 2 necessary to allow us to integrate by parts in 7. to deduce. After this adjustment,
the proof of convergence follows from Theorems B.1 and B.18 (together with Theorems B.2 and B.3) as in the proof
of Proposition 2.13 and is hence omitted for brevity. A

Consider next f5 , in (6.41). The terms where 0, lands on x are treated as in f5 ,. For terms containing 9, 0¢, X,
we apply the same methods as in Proposition 2.13 when 0, derivatives were computed away from the critical layer
as in (6.37). Indeed, due to X2, the entire integrand in f5 , is supported away from the critical layer and hence this
is the only case we need to consider here. Hence, combiriing ideas in Proposition 2.13 with those used to treat f5 ,
completes the desired bounds; we omit the details for brevity as they are repetitive. This completes the proof of
Proposition 2.14. O

A Preliminary technical lemmas
We record a few minor technical observations used several times in the proof.

Lemma A.l. Letr,r. € (0,00) and k > 2 such that |r — .| < r./k. Then

o Edro < < HHr

e forall a € R, there exists constants c,, C, (depending only on a) such that cargk' < ok < Cargk.

The next lemma contains a few useful inequalities regarding u. The proof follows immediately from Lemma 2.1.

Lemma A.2. There holds

! kr k 1 kr? k
X(#)Il(r) S, 1TC<1 (]—r<2 min <;na g) + 31r>2> + 1rc>1 (]—r<27ﬂ + 17‘>2 min < Zc ) )) ) (Al)

u(r) —c - - TET rd = = = = rs

and for z € 1, there holds
ev’ < e WXz (A2)
(u—c)? + 2 X# lu—¢|’ '
(=o' 2o |0 X

(U—C)2+€2_U—C X#§52+ ‘u_c‘ (A3)

Lemma A.3. Let x. be defined as in (4.3). Then, the following holds independent of c:

/ ~ MXC(S,CMS <1, (A4)

and for |r — r.| < ro/k there holds

/T (uls) = )u'ls) o as <1+ ‘logM
o (

u(s) —c)* +¢e? "
* (u(s) — (s o
/r mXc(Syc)ds <1+ |log 76 )
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Proof of Lemma A.3. Consider just (A.4); the other estimates follow similarly (and are slightly easier). Integration by
parts yields the following for any 7:

/0 MXC(S, Hs =~ /0 log ((u(s) — ¢)* +?) Osxc(s, c)ds
B _/o (log ((u(s) — ¢)* + ) —log ((u(r) — ¢)* + £%)) s xc(s, €)ds
=- h 0 ((u(s) —o)?+ 52) s,c)ds
= (l (O 62)> Ouxe(s,c)ds.

Choose r = (1 + %)rc and hence, on the support of the integrand,

((u(s) — 0)* + %)

((u(r) —c)* +¢2)
and hence (A.4) follows. O

log <

Lemma A4. Forall 0 <~ <1, for all n sufficiently small (depending on v and o) and all z € 1, there holds

[e'e] 12 Y
/ ( el (r)] ('rrd) Yedr < e, (A.5)
0

u—c)?+ g2

Let G (1, ¢) be defined for z = ct+ic € I, and |r — r.| < r. and (over the same range of v, ., €) satisfy the following
estimates (uniformly in €) for some exponents ~; € (0, 1]:

_ Yo
IG=(r, ¢) — G=(re, )| < (7“7"'> (A.6)

Te

|GE(r,c) = GO(r,c)| S ™. (A7)

Then for all n sufficiently small (depending on o, ~;),

< e, (A.8)

< (u—c)u oo
/ ((2)_|_€2XCGE(7", c)ds — p.v./ XCGO(T, c)ds
0 0

u—c) u—c

Proof of Lemma A.4. Consider first (A.5). For all 0 < p < «, by Lemmas A.1 and 2.1,

el (r)] (|7‘—rc|>’Y kP /°° 1 1
dr < eP dr < ePkP max 2P,
/0 (u—rc)?+e? Te Xefl [ (re)l” Jo o |r—r| TP (rf” ")

and hence (A.5) follows from the definition of I,. Next, consider (A.8). We have

b (u—c)u’ € /Oo o 0
(U — )2 + 22 — pP.U. c , S
f, et e [ Gl
© (u—co
/0 (u(_>)+5 Ye (GF(r.c) — GO(r.)) ds
L) (u_c)u/ 1 .
+ p.’U./O <(U—C)2+52 w—c XcG (’/" c)ds
= Tl +T2

By the assumptions on G¢, we have
Xe ’GE(T, ¢) — G(re,¢) — GO(r,¢) + GO(r, c)‘
< Xe (IG5(r,¢) = G=(re, 0)| +|G(r,c) — G°(re, 0)|) " (|GE(r,¢) — GO(r,¢)| + |GE(re, c) — Go(rc,c)‘)k7

< em(1-7) (IT_TC>WO.

Tc
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Therefore, setting = v, (1 — ) and using Lemma A.3 implies

< (u—on
/0 (u—¢)? + &2 Xedr

| S e (60 = Gre0) = C00) + G )

T < ’Gs(rc,c) — Go(rc,c)’

+

"
Sel

The proof of T; follows from noting:

T < ‘Go(rc,c)p.v. /OOO ((u — c)((iQﬁ/c)Q . 82)) Xcds
" ‘p'v' /OOO <(u — c)((jﬁ/cy T E2)> Xe (G°(r,¢) = GO(re, ) ds| |

The latter integral is treated by an easy variant of the treatment of 7 and is hence omitted. The former integral is
estimated via

P“Am(m@«gu>+s%>”“

_‘/ Xeg0s (108((u — 0 +<2) ~ log(u — )?) ds

oo}
5/
0

< 2k max(r

(u—c)? + &2
(u—c)?

_4a7‘3)a

_1‘| ’
C

which completes the proof by the definition of /. O

B Boundedness and convergence of integral operators

B.1 Two singular integrals and one delta distribution

Our goal is to prove the convergence as € — 0 of the following “model operator”:

/ / / —u(r))u’(re) (u(s) —u(re))u'(s) eu’(sg)
—u(re))? + €2 (u(s) — u(re))? + 2 (u(so) — u(re))? + €
X %Eﬁl(r, 50,7c)Be2(80, 8, 7c) f(s) dsdsedr, (B.1)

in LQ(dr) as € — 0, under certain assumptions on the weights B, ; and B, ».

Theorem B.1. Let § € (0, %) and assume that for some ~ € (0, $) we have that the functions B. 1 and B. » obey the
conditions (B.8), (B.10), and either (B.37)—(B.41) or (B.42)—(B. 43). Additionally, assume that there exists ¢ € (0,7)
such that conditions (B.57)—(B.58) hold, for some limiting weights ‘B 1 and B 2. Then, if f € L?, we have that the
operator L.|f], defined in (B.1), converges as € — 0, in L? to the operator Lo[f], defined by duality via

(Lolf], ) = —7 /OOQ (p.v./ooo u(r)w_(:z(rc) u’(rc)‘Bj;(lg, Tc,’)”c)cp(’f’) dr>

; > u'(s) Bo,2(Te, 8,7¢) 9 F(s))ds ) dr
X@“A o B «>ﬂ»d)dc (B2)

and the operator Ly is bounded from L? to L?, with norm less than k°.

The first standard example of pairs of weights B ; and ‘B, > which obey the conditions of Theorem B.1 are:

Theorem B.2. Let 0 < j < k—1,and0 < {,01,05 be such that { + {1 + 45 < j. Let 0 < ( < %, and ) < n < %.
Consider the weights

Blr) min(s?, =27 )

%571(T, SOaTC) = Xl(r7 TC) ’lUF(s(T‘)'U/(SO) ZE(T 807rc> (B3)
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ﬂ(so)wF,g-s-Qe(S)

2
7(s) B/E,s) (s0,$,7¢) (B.4)

%572(307 S, Tc) -

where B( ) is a suitable (201,01 4+ 1/2) kernel of type I or I, and B( ) is a suitable (205,85 + 1/2) kernel of type
Torll. Then the conditions of Theorem B.1 are satisfied for the welghs (B 3)—(B.4). The corresponding operator L.
defined in (B.1) converges to the corresponding operator L defined in (B.2), which in this case becomes

(Lolflog) == [ (o [ 0 5“)““(7"2”"2>jBé}3<r,rc,rc>so<r>dr)

u(r) —u(re) wr,5(7)

& 1 ﬂ(TC)wF,g+2£(5) (2) 5
X (p.v./o o) Byg(re,s,mc)((8)° f(s)) ds | dre,

— u(re) (s)
as operators from L? to L?. The operator Ly is bounded on L? with norm < k¢+26+262,

Proof of Theorem B.2. The theorem follows from Theorem B.1, upon verifying that the weights in (B.3)-(B.4) obey
the needed conditions. This is done in Corollary B.6, Corollary B.11, and Corollary B.14 below. O

The second standard example of pairs of weights B, ; and B, » which obey the conditions of Theorem B.1 are:

Theorem B.3. Ler 0 < j < k—1, and 0 < ¢, 01,05 be such that { + {1 + {5 < j. Let 0 < ¢ < 2, and 0 < n < %.
Consider the weights

B(r) min(r?, r=2)J

%571(7‘7 SO)TC) = XQ(T7 Tc) 1 ’ B§€)<7"7 807Tc) (BS)
rzwy s(r)uw (so)reu!(re)
B(so)wp,s 494(5)
%572(80,5,7'0) = ¢Bé?g(507sar6) (B6)

u'(s)

where B(e) is a suitable (201,01 + 1n/2) kernel of type I or 11, and B( ) is a suitable (202,05 + 1/2) kernel of type
I or II. Then the conditions of Theorem B.1 are satisfied for the welghs (B.5)—(B.6). The corresponding operator
L. defined in (B.1) converges to the corresponding operator Lq defined in (B.2), as operators from L? to L?, and the
limiting operator is bounded on this space, with norm bounded by k<2612,

Proof of Theorem B.3. We remark that the main difference between (B.3) and (B.5) is a factor proportional to

r2(re)t

2
c

r

besides the obvious difference of replacing x; with x2 =~ 1,<112,<,,. The theorem follows from Theorem B.1, upon
verifying that the weights in (B.5)-(B.6) obey the needed conditions. This is done in Corollary B.7, Corollary B.11,
and Corollary B.15 below. O

Remark B.4. It is clear from the proof of Theorems B.1, B.2, and B.3 that not all properties of a type I or type II
kernel are used. For instance, for a type I kernel, Theorems B.2 and B.3 only use (6.13a), (6.13b), (6.15a), and the
convergence as ¢ — 0 in these inequalities, with some positive rate ¢ for some ¢ > 0. Similarly, for a type II
kernel, Theorems B.2 and B.3 only use the global uniform boundedness, weighted Holder regularity in each of the two
variables not called r. near the critical layer, and the convergence as € — 0 in these inequalities, at a positive rate.

The remainder of this section is dedicated to the proof of Theorem B.1, which is decomposed into several steps,
detailed in the following subsections. In each subsection, we show that the weights (B.3)—(B.4) obey the necessary
properties, so that the proof of Theorem B.2 is done concomitantly. Checking that the weights (B.5)—(B.6) obey the
necessary properties is done at the end of this section, yielding the proof of Theorem B.3.
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B.1.1 Convergence away from the diagonal sy = r,

In this section we consider the contribution to the operator L. in (B.1) due to the set

Te
{|30 — 1| > Z}

We first prove an abstract lemma, and then show that the available conditions on the coefficients B, ; and 5. are
sufficient in order to apply this lemma. Let us denote by L. ; the contribution to the operator L. in (B.1) from
|so — re| > L&, i.e. the operator

/ / / —u(re))u'(re) (u(s) —u(re))u'(s) eu’(so)
—u(re))? +e (u(s) —ulre))? + €2 (ulso) — u(re))? + €
X 1\30 rel> e Be, 1(7, 80,7¢)Be 2(50, 8, 7¢) f (8) dsdsodre. (B.7)

Lemma B.5. Assume that
1B 1(7, S0, 7c)DBe2(50, 8, 7c)| S Bo(r, so, 8, 7¢) (B.8)
holds for some e-independent function Bq. In addition, define the cut-off
lsprange = Lze <r<1lr.<1lor<slor.<s + Ir<ilop<r, (B.9)
and assume that ‘B obeys the bound

1
S2

r%<s>%

£ i
%O<T7 S0, S, rc) S <1strange + (1 - lstrange)> <>7a23<58>2 (max {7”2,7“_2, 32 —2 8(2), SO }) (BIO)

r %"'7 <50>3’Y

uniformly in 7, s0, s, and r., for some n € (0,75), v € (0, 4) and § € (0,3%). Then, if f € L% we have that
L.1[f] = 0ase — 0, in L2

Proof of Lemma B.5. Let ¢ € L?(R,) be arbitrary. We then have by (B.8) that

(007) s ) ) = ')l
sl 000 = [ G+ 8 o) 0P 7 2 o0 - e T
X Ljsg—r|> 2 Bo(r, 50,8, 7¢) [ [(s)p(r)| dsdsodr.

::/ J(r, 0, 8,7c) | f(8)e(r)| dsdsedr.dr. (B.11)
Rt

Our goal is to show that the integrand on the right side of (B.11) lies in L' (dr ds dsq dr.), and moreover vanishes as
€ — 0 in this norm.

Case r. > 1. The proof is based on the following estimate (c.f. (A.1)),

[/ (p) 1 p 1
o) — (@] ~ Mt g \M=t g Tl ) Tl gy i

and the asymptotic description
' ()] ~ 5. (B.13)

Here we use (B.12)—(B.13) to estimate

L>163 Ju(r) — u(re)| [/ (re)| 1 PENE W)l '
2 2 ~ 7’c21|u (T‘C)| 3
(u(r) —u(re))® +¢ [u(re) — u(r)]
17‘0211|7‘C—7‘|§% 1Tc211|7‘c—7‘|2%

T re)re — 7'|1_% <7"c>1+2%

(B.14)
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and similarly, using that |s — r.| < {5 = s > r. — & > % for r, > 1, we obtain

lrr21€%|u(s) - u(TC)| |’U,/(S)‘ 1T°>11|S Te |<101 >% + §3 1T >11‘5 TJZ% (B 15)

u(s) —u(re))? + &2 (s)|s — 1|~ % (s)1+ ' ’

Lastly, we have
]_rCZl1‘50_%'2%51—7‘1/(50)| <1 1 1 < |u’(30)| >1+’7
(u(so) —u(re)2+e2  ~ = o = s\ Julse) — ulre)]

17‘c211|5077‘c\21—10 17‘(;211%S|8077’L-|§T10 S0 +1 837

sg(so)t=37 |so — re[1 Y sosl (so + re)tt 502120
< (s50)37 (1TC>11IS°T“>110 + k2 1“>11|50”'<11°> (B.16)

~ 59 (s0) |so = relt=7

since r. > 1. In the above inequalities, the implicit constants are independent of € and &, but may depend on . From
the above three estimates we arrive at (recall (B.11))

1 1
2 [re—r|<15 | |>
1,.>10(r, s0,8,7¢) S 5?‘/1%211\5077’42%<30>3W%0(7”7 50,5,7¢) L” >VT; :r1|01_% + <;c>1r+2;1°]
c c ¢

2
(s)7]s —rcl'™3 (s)ttoto 50 (s0) lso —rel'™7

At this stage we use assumption (B.10), noting that 1gtrangelr,>1 = lar<,, 1, >11-<1, (recall (B.9)) to obtain

Nl

1, >1J(r, so, s, s
rezl ( 710’ C) < 1r6>11\90 rﬁ|>“ [12r<rclr<1 T T +(112r§r011’§1)‘|
£3 r2(s)2
o) 1
r2(s)2+0 Lire—ri< g Liro—ri> 4 2 -2 -2
max {r?, 772, s° , 53,8
(Mts [ (re)re =173 () F (mmave {775, 50°})"
2
L ri<g S o r >k | [Lso—rel> 4 e Ysorel<s | B.17)
(5)1+0]s —rc|' 3 (s)tHto 50 (s0) lso —rel'™7 '
We first note that since 7 is sufficiently small, we have
k271 c1 1, s
1 1. e 2 =21\ lso—7el< 15 lso—rc|> 15 dse < k2Y
/]RJr re>11|sg rc\gk(max{smso }) [ |50*7’(~|1 ¥ + Sg<50> S0 y

so that, after some manipulations, we arrive at

1..>1
T{ J(’I", 3078aTc)d80
es  Jr,
.
Sl [127-901751 YRE +(1- 127-9617-31)] (max {r?,r~2,s% s7%})"
rz{(s)2
S
7“5<S>%+6 1|rc—7'|§1—10 1|rc—r|2%0 1\3 7"C|_10 831\3 TC|_1O
O Teplre—rlF g ® | [l - TE T 5
Lre—ri< Lsri< n 1 L —rj< 1
S Tl =T (o= Bl — | (B e — 1 (R
N 1 (max{r?,r=2})" o<t n 1 (max{r? r=2})" (max{s?, s~ 2})"
R 15, \ 3 — — -2 Tz 5, |35 FREE]
C C
<rc>z 3 21 rz <7=> p) <S T >7|5 T | 3 <rc> +3 rTz <r> p) <5>2+ 3

=:J11(re = r)J12(re — 8) + J21(re)J22(re — 7)J23(s)
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+ J51(re) a2 (r)Jss(re — 8) + Ja1(re)Jaz(r)Jas(s), (B.18)

where the identification of the J;; functions, for 1 <7 < 4,and 1 < j < 3 is the obvious one. We then use Young’s
inequality and Holder’s inequality to deduce

» Ji1(re = r)Jiz(re = )| f(s)] [o(r)| dsdrdre < [lTu1 [l 22 ar) 1T12 * [flll 2 ar)
+

S duallpr [ azllps ol g [1F11
Sllellpz 111z »

and similarly

. Ja1(re)daz(re — r)J2s(s)|f(s)| lp(r) | dsdrdre < Tzl 2 (122l 1 T2l 2 ol 2 11 £l 2
i
S lellpz 111

/RS J31(re)d32(r)Js3(re — 8)|f(s)| [ (r) | dsdrdre < [|Tsill L [[Ts2ll 2 (033l o1 loll 22 1f1] L2
+

S llell e (171 22

Ja1(re)Jaz(r)Jas ()] f ()] ()| dsdrdre < |[Jarllpr [Jazll 2 1Tasll 2 ol g2 1£1] 2

R
Sllellize 111z -

Summarizing the above estimates, we arrive at
[ 1roadrsn, s, F(s)o(r) dsdsodrdr S &3 ol 2 7], >0 a5 =0,
R+

Case r. < 1. In this case, instead of (B.12)—(B.13), we also have the improved estimate

u'(re)l
<
() — ufro)] St ez (8.19)
which is useful when r. < 1. Similar to the . < 1 case we obtain the bounds
1 g3 ulr) — u(r )| |/ (r 7’1r<110—<
TCSI | ( ) ( C)| | 2( C)| S) ‘ : 7"’4 T“ 1_1 + rc T(,<11‘TC_T‘ i (B.ZO)
(u(r) —u(r.))? +¢ (re +r)t=3|r. —r| 10
2
ciedfuls) —u(rd| W ()] o Slresibiorisdy | S nsilrp g (B21)
u(s) —u(re))? + €2 N (sHr)Ti|s — 1 TF (s)t+7
Lro<iliggoryzzee MU/ (s0)| _ K*7(50) L il <t Lro<idigopy >t
+ (B.22)
(u(so) —u(re))? +¢> 7~ re¥|so — 1t 50 (s0) 177
From the above three estimates, and by using (B.10) we arrive at
lTr,SlJ(r7 So,S,TC)
e3
S bLio<ilisyr >z Bo(r, 80,8, 7¢)
Tcl"'c<11|’l‘c—’l‘|<
[(Tchr) 3re —7"\1 g Fretresily, 7T‘>%
Slrc§11|s—rc\§% 53 17“ <11‘S re % kQ’Y 80 717“ <11‘SO re |<1170 n 17‘c§11‘80—’rc|2%
(SJrTc)l—g‘S _ TC|1—% < 1+'y Tc |7”c _ 30|1 ¥ 83<30>1—3’Y
52 rs(s)?
S 1TC§11|50—TC\2% 1strange<57%r% + (1 - ]-strange) m
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TC]'T’CS11|TC7T|< 1
1

2 -2 _2 -2
+7r.l, <11 1 max re,r s s S
_ O _ ctr —r|> = ) ) S 01 °0
Tc-i-?“)l 3|TC—T\1 S re—r|> 15 ( { })
X 2
817’c§11|5 re| <15 n §3 17‘c§11\s—rc|2% k ercéll\sa—rcgl%
1-2 1-2 1 2 _
(s+r) 7 3s —rc|' 73 ()1t re |re — solt
obtain that

1rp<1 1 so—1 1
Tomrel2h | (B23)
50(s0)
Similar to the estimates (B.17)—(B.18) for the case r. < 1, we first integrate the sy dependent-part of (B.23) in s¢ to

| taatmax(s, 552y
Ry

k 1%§|50*Tc\ =

1, 1
O*Tc|2ﬁ
2y 1—~ + 53 (S0) dso
re'|so — rel 0(So
1, <1k* P Lso—ral<d | Liso—re2 g K
S 72,y (max{so, SO })77 |S . |1i0,), ry< > 10 dSO S, 2+
e R, 0= Te 50(s0 :
since 7 is sufficiently small. Then, using that v < £, we have the inequality
4
1 <152 5

(1|T —rl<d =
N N O o

(NE

1 1
[re—7r<15
< 10
Slre —r|'=3 Fredirriz 110) S <|?"c —rt7s i 1|TCT|>110> ’
and since on the supportof 1, <11,_, <1 wehave s <r.+ 5 < i
multiplied by

& < L. it remains to consider the integral of ¢ () f(s)
1

1, <1d(r, s0, 5,7 sz

/ fe= ( ,1 - C)dSO 5 1TUS1 1strange

R, €3

)
r2 _ n
<s>%r% + (1 — 1strange)) @ (max {7"277" 2})
% |: |TC_T|_10 1

re—ri>4 || Ls—ro<d | Ls—r> b
1—7 + a5 1—2X + 2 2
|re — 7| (ryz |s —rc|t~3 n
1
S 1TC§1

1|rc—r|§1—10 1 1|s—rc\<%
1—2 + 1
[re —r|'73

~ +
()
above (the one coming from 1

(9% ]
Here we have used properties of the support of 1grange (recall (B.9)). Similar to the case . > 1, for the second term

Lgtrange) One may use Young’s and Holder’s inequality to check that
1, 1 1
[re—7|<7
1
/]Rﬁ_ rest { 3 } [ ‘

1‘577’C|§%
1

1
“5 + ———= | le(r) f(s)|drdsdre < [l 2 | fll 2
S — ’I“C| 3 <s> 2t+3
For the term first term (due t0 1strange), We first note that

§u<p1/]R |f(s)

| —
® | -
EX
|
S|
= |/\
[
@l 3=
—_

1
[s—7c|<
S< | su
<S>% 1 || ||l2 p

x 1
_|_
et ||[s =273 (5)3HF L2 (ds)
Sz
so that we only are left to bound
1 Q]. <1 1 _ 1 1
p(r)| ==z o= | TeTrE
2 113 5 A A (ryz+o
R rzT6re c
r<il 17‘ Sll\r re|< 1 <1
S llell e |72 sup || — P el | 5= 15 —
rEe e r<gg || 18 fr =1l L, r27 o ()2 ey | rE i
S lellge -
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Combining the above, we arrive at

/4 Ly <13(r, s0,8,7¢) (f(8)(r)| dsdsodredr S ¥ ol 2 [ fll 2 =0 as e =0

R+
which is the desired estimate, and concludes the proof of the lemma. O

Corollary B.6. Let0 < j < k—1,and 0 < {,0y,03 be such that { + {1 + {3 < j. Assume that the functions B, and
B, 2 in (B.7) are given by (B.3)-(B.4), where Bé}g) is a suitable (201,01 + n/2) kernel of type I or I1, and Bé?s) isa
suitable (20s, U5 + 1/2) kernel of type I or I1. Then the operator L. 1 defined in (B.7) vanishes in L*(dr) as ¢ — 0.

Proof of Corollary B.6. We recall that the following estimates are available

BSY (1, s0,7e)| S | (50)|B(r, 50)K(r, 50,7¢) Loey 0,427, 50)
1B (s0,5,7¢)| < [u'(8)|B(s0, 8)K(50, 5, 7e) Loty t5-4n/2(50, 5)

on Ri, where as before we recall the definitions

1

sz rhts 4
B(rs) = (Loar Sy +1 (s) (B.24)

s>r sk+%
2 §2
K(r,s,7¢) = 151 + 1, <1 <]-s<r<rc + 1s<rc<r<177; + ls<rc<1<rr3 + 1rc<s<r<1772 + lrc<s<1<rs2 + lics<r
2 2
+lrcs<r. + 1r<rc<s<1§ + 1r<rc<1<s7"f + 1rc<r<s<1sj + 1rc<r<1<s7"2 + 11<r<s>

¢
1 1
Lye(r,s) = k! (max{r2,r2, 82,52}> .

Recalling the definition of the weights wg s we obtain that

1 2
Lggmra> 2 | BE (1, 50,7¢) B (50, 5,7¢)]

1r<1 i
S k—1-25—6
S Lso—refzze (Lr<ilr <or + 1r>1) [rk+3_2j_5 + 1> T Laey 0y4+n/2(180) L2ty 05 40/2(50, 5)

1321

k+3—26—%
X GB(T, SO)K(Tv SO)TC) |:1s§13 + Sk+5_2g_%

<80> :l 8(807 S)K(507 S, Tc)
=: B(r, S0, 8,T¢)- (B.25)

The above defined function B is explicit, and we need to verify that it obeys condition (B.10). Note that the terms
due to the 7 corrections in £ are already incorporated in the (max{r?,r=2, s, 572 52, s;2})" term on the right side
of (B.10), so that we ignore these factors from here on, working as if n = 0. This is done by considering the possible

orderings of 7, sg, s, and .. It is useful to denote by

. 1r§1 k—1 k+1 1521 B(T, SO) 8(5078)
W(r,s,sp) := [r’”é + LT 2| | 1i<187 T2 + F-1] (so)d  (s)
1r>1:| |:]-s<1

L(r, s, 50) = {hglrzj toar | | T 1521521 Loy, (1, 50) Loty 05 (50, 5)-

In view of Lemma B.17, we have that
W(r,s, so)L(r,s,s0) S 1. (B.26)

Estimate (B.26) requires some care in proving and we defer the proof to the Subsection B.1.4. With this notation, and
using estimate (B.26), we have that

1< 1> _1_s
Bo(r,50,8:7¢) S Lsgre|>re (Lr<ilr <or + 1>1) [3—TT—5 + 71;5 11827275 +
roT32
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1
x —=K(r, sg,7:)K(s0, s,7¢)- B.27
<50>2 ( 0 ) (0 ) ( )

Checking condition (B.10) for the above defined B thus reduces to verifying the uniform boundedness of

1 1
rz2(s)2
J(T, S50, S,’I"C) = 1|50—rc\2%(17“§117‘c§2r + 1T21) <1strange <l> + (1 - ]-strange))
S2
1.« s s Lg>
x é:é + 17"21 1S§1$2 T+ 2__@ K(T’ 307TC)K(5078arc)7 (BZS)
rz2-2 S P

where we have used that 3y < 2, and thus (so) 2737 < 1.
< 1,

~

Case r. > 1. Note that here we are working on the support of lgirange = 0, and by definition K(r, so, rc)
K(s0, $,7) < 1. Thus, condition (B.28) reduces to proving the uniform boundedness of

1. 1
5<r<l1 5_96 s>1
qH?”c>1 25 5 17”21 1S§182 4 2 35
rz-z iy

Since both of the above terms are < 1, so is their product, and thus

Jru>1 5 1

as desired.

Case . < 1. From condition (B.10) we need to show that

r%<s>%
Jvcgl = 1rc<1 1strangeT + (1 - 1strange) (1r§11rc§2r + 17"21)
S2
lrecrcq 55 Le>i
X | —Z=— + 1> | L1823 + P K(r, s0,7¢)K(so, s, 7¢) (B.29)
rz2-2 S 1

is uniformly bounded in r, 7., s, Sp. As in the case r. > 1, since K(sg, s,7.) < 1, K(r, sg,7.) < 1, it is clear that
proving the uniform boundedness of the term J,..<; defined in (B.29), resumes to checking the uniform boundedness
of J,.<11,<11,<,. Indeed, when s < r the quotient (s/r)%/27%/4 < 1, and no singularity at 7 < 1 arises. This
issue is avoided altogether if » > 1. Thus, we see that our desired estimate J, <; reduces to proving the uniform
boundedness of

Jre<ilog<r<ilrcs = Jf«?ﬁ + JE«?&

1 1
rz(s)z lrecray 5_s
= lrcgl <]-strange<1> + (1 - ]-strange)) |:25T5 + 1r21:| 15§152 4K(7’7 SOaTc)K(SOa S,T‘C)

S2 r2-2

1 1

T2(8)2 lrecrcr 1,51 1s>

+ 1rC§1 <lstrange <l> + (1 - lstrange)> |: Zéiré L—_;:| ;7_3715 K(T, 50, TC)K(S(), S, Tc) (B.30)

S2 rz—2 r S P

where the decomposition is basedon s < 1 or s > 1.
. . 5 s . .
When s < 1, and either s < 2r, or s < 2r, the quotient (s/r)2~ 1 is bounded by a universal constant, so we are
left to consider the case s > 2r and s > 27, which is precisely the support of 1girange. Therefore, the boundedness

of J S)<1 reduces to the boundedness of

s2

_3s
(1) !

“HT’C<1 lstrange = ]-strange]-s§1 5_2 K(S()v S, TC)K(T7 50, rc)-
< r2—3%

At this stage the specific form of K is useful to us. By analyzing the product K(so, s, 7. )K(r, sg, 7.) we note that

1re crcscilr.<1K(s0, 8, 7)K(r, s0,7c)
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T4 84 7,,2 7“282
c 0 2,2
(150§rc§r§s§182r2 + lrcgsogrfsgl P + lrcgrgs()gsglsﬁ + er§r§s§50<l 4 + lrcfrgsglgsos r
S0

2 2 2 2.2
) 1 Te 1 Te 1 c 1 $TTre 1 2,2
~<r ( so<r<re<s<ing + r<so<re<s<l g + r<re<so<s<1 g + lr<r.<s<so<1— A + Lr<r.<s<1<s0S e
0

4
r
c 4
+ 1z <r <1sogr§s§rcgl + 1r§sogs§r6§1 + 1r§s§50§rc§1 + 1r§s§rc§s0§1;4 + 1r§s§rc§1§sorc>
0
7”'2 7,2 7,2 7,.2 9 o
Loosresrsssig +lrecsosrsssi g Hlresrcsossig + lrecrcocao<i g F Iresrgacics, 877

A

2 2 2 2
2,2
Tlree, <1sO5r§r65s§182 Flrcsocresssig +lrcrecso<ssi g+ lrcrecscsosi g + lrcrecoci<a 877 )

2 2 2 2
4
+lreg, <1so<r<s<re<182 Flrcsoacre<i g+ lrcsssosre<i g + lracre<so<i g + Ir<scre<i<ar )

Therefore, since r < s < 1, we are left with
1
Jic)gllstrange 5 1
which is the needed estimate.
The case s > 1 is treated similarly. When s < 2r or s < 2r,, then since %C < r < s, r is bounded from below,

and thus there is no loss of 7~ 3+%. We are left to consider the support of 1giange and bound the term

2 1

) _
J7-C<11strange - ]-strange]-szl 9_9 o_
- rT 28

~K(sg,8,7r.)K(r, s, 7¢)

NS

Here we use that

7L§ 1<s Tc<1K(5075 T(‘)K(Tv SOarC)

r<
T4 30 2
50<rc<r<1<s 7’2 + 1rc<so<r<1<s 7’ + 1rc<r<so<1<sr + 17" <r<1<so<sr + ]-r <r<l<s<soT

2
+ 1%§r§'rc§1<src
St

e <r<icslroar?. (B.31)

Therefore, it follows that

S
2

(2) _ r
Jrngllstrangc - 1strangcls>1 2 35 f, 1

4

which concludes the proof. O

A similar result may be obtained for the weight which has x5 (r, r..) instead of 1 (r, r.), but an additional argument
has to be given to control the region in which 7. is much larger than all the other parameters. We have:

Corollary B.7. Let0 < j<k—1,and0 < {,{,05 be suchthat { + {1 + {3 < j. Assume that the functions B 1 and
B, o in (B.7) are given by (B.5)—~(B.6), where Bég) is a suitable (201,01 + n/2) kernel of type I or I1, and B(2) isa
suitable (20s, U5 + 1/2) kernel of type I or I11. Then the operator L. 1 defined in (B.7) vanishes in L*(dr) as € — 0.

Proof of Corollary B.7. The proof is nearly identical to the proof of Corollary B.6, so we only emphasize here the
4
points which are different. As noted below Theorem B.3, the main difference is that a factor of w enters the

estimates. Using the definition of Lgirange, We see that instead of checking the uniform boundedness of the expression
in (B.28), we are left to check the uniform boundedness of the new expression

r2(re)t r2
J(T7 50, S, rc) = 1|so—rc\2% %B(SO)<SO>4+3712TSTL S<
c

1
5)2 1r<a _ 15>
) = 1< + s;_% K(r, so0,7¢)K(s0, $,7¢)

Blon

5
2
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4
r s _s o 1>
S Lispore|>ze <r62> B(s0){s0)* T 1gpep, 1pcyr? |:1s§1$2 14 25—315] K(r, s0,rc)K(s0, s, 7¢).
c S 4

Since K(r, sq, 7¢)K(sq, s,7.) < 1, the boundedness in the regions s < r. < 1,and 1 < r, < 2s follows immediately.
Moreover, for the region 1, <11,>,, we explicitly check that

52

17"C§1 ]-:;27"C 12r§7*01r§1 ﬁK(Tv S0, TC)K(SOa S, TC)
r2(s)

4
S 1
S1p<ilsse Llop<r, 1r<1 |:1s<1 (1 + 5"+ 1y<q, 54) + 1> 32] S L
0

We are left to consider the region where 1, >112.<,, . If r. < 250, we can absorb the bad power of 7“3 into and sg,
and use that 3(sg){s0)5t37 < 1 to obtain the desired boundedness. However, in the case r. >> 2r, 2s, 250, 2, there is
nothing to make the above term, and a different argument is needed.

We recall that in the definition of x3(r,r.) we have the cut-off function x;(r.), which restricts our attention to
e < £~ 7% for some o > 0. Here this information is used essentially. We start from the beginning of the proof of
Lemma B.5, namely from (B.11), and focus only on the remaining region 1,<112,<, 1, >112s<, 12s,<r,. We are
instead left to consider the convergence as ¢ — 0 of

/ |(u(r) = ulre))w'(re)| [(uls) — ulre))u'(s)| elu’(so)|
R4

o @) — ()P e (u(s) —ulre) P+ (u(so) — u(ro))? e8I

X1 (TC)T2+2]Tfﬂ(SO)ngmg(S)B(h 50)K(r, 50,7¢) Loty 0, 4+n/2(75 50)B(s0, 8)K(80, 5,7¢) Log, 0, 4+n/2(50, 5)
X

wp,s(r)
x| f(s)e(r)| dsdsodre
= / J(r, 80, 8,7)| f(8)p(r)| dsdsodr.dr. (B.32)
R
By appealing to (B.26) and the boundedness of K, similarly to (B.28) we obtain that
u'(r u’ elu'(s
Srossn) < |<m |<n ool
V(u( + 22 \/(u(s) — u(re))2 + 2 (u(so) —u(re))* +e
1 1 XI(TC)TC<80>4+"552nﬂ(50)(1s§18%_%_2" + 15215_%+%+2n)
X r<1<r.42r,2s,2s0<r. T 5421 5
and using the definition of x; we obtain
’ T5a |0/
Soosn o) < mvm [/ (5) . woq 2
i 7 V) ) e (ulon) — u(r)? T
1 1 X1 (re) so) 5o *" B(s0) (Ls I 4 1557 B HET)
X r<1<r.42r.2s,2s0<r. %*5+277
< e |u'(re)| |u'(s)] |u'(s0)|
- Ju(r) = u(re)|' T Ju(s) - ulre)|'T T IU(So) — u(re) [P
(50) 55 2" B(s0) (Loca 83 78721 + 1oy s~ 3+ +20)
X Lr<i<r, Lor2s,250<r. ;%—6+2n

1 s S0

§ I 4(24+a)

<7ﬂc>1+ 2(23-0) <5>2+ 4(2(1@) <50> 2(21@

(50) 750 7" B(50)(Ly<1 533721 4 1,505~ 3T 0120)
r3—0+2n ’

X Lr<i<r, Lor2s,250<r.

by using properties of the cut-off 1,<1<,, 12y 25 25<r.. and estimates (B.12) and (B.19) in the region |p — t| > %
relevant here. As above, we first take care of the integral with respect to sg

/oo 5(1)7277<80>4+277ﬁ(80) <1
0

(s0) Z@ ™) ~
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in view of the decay rate of 3. To conclude the proof and obtain the desired vanishing as ¢ — 0, we are left to show
the boundedness of

-3 -3 +i—r s t2
[ et o, B2 L T eyt s
T_5_ 5.6 __a 1,<1

SN z2asy 10l Lary || Ls<187 71727 4 Lonys ™2 737705 +2n‘ L2(ds) || PE—0+20 .

S Il pzgas) 1€l p2ar) -
This concludes the proof of the corollary, upon passing € — 0. O
B.1.2 Identifying the leading order operator near the s, = r. diagonal
In this section we consider the set

{\SO—TC\ < %} (B.33)

and show that the contribution to the operator L. in (B.1) coming from the operators

= [ o) ) se) e
e))? +e% (u(s) —ulre))? + €2 (ulso) — u(re))* + €2
re (Be1(r,50,7c) — Bea(r,7e, 7)) Be2(S0, S, 7c) f(s) dsdsedre  (B.34)

Te
k

/ / / E7”c)) "(re) (u(s) —u(re))v(s) eu’(so)
—u(re))? + €2 (us) — u(re))? + €2 (ulso) — u(re))? + €2
X 1‘5077’C|S%SB€,1(717 Te, TC) (%5,2(507 Sﬂ“c) - %5,2(7"5, 8,’1"5)) f(s) dsdsodr.  (B.35)

(r
X 1‘60 ’I‘C <

vanish as € — 0 in L?(dr). The goal is to establish a result which is similar to Lemma B.5. Once achieved, such a

result shows that
/ / / —u(ro)u' () (uls) = ulre))u(s) su/ (s0)
o Jo Jo —u(re))? + €2 (u(s) —u(re))? + &2 (u(so) — u(re))? + €2
X 1‘SD_T0|§%%571(T, TeyTe)Be2(Te, 8, 7c) f(s) dsdsodre (B.36)

is the leading order operator with respect to € in L.[f]. Indeed, we note that

La[f] - L€,4[f] = Ls,l[ﬂ + Lsa[ﬂ + Ls,r[f]

where the right side vanishes in L?(dr) as e — 0.

Lemma B.8. Let § € (0, 3) and assume that for some ~ € (0, g) we have that

B — B
1isg—roj<re ¢ [Bealr, ST’TC) |7€’1(T’ re;Te) 1B 2(50,8,7e)| S Bo(r, s0,8,7¢) (B.37)
S0 — Te

holds for some e-independent function By which obeys the bound (B.10). Then, if f € L*(ds), we have that the
operator L. 5| f], defined in (B.34), vanishes as € — 0, in L*(dr).

Proof of Lemma B.S. The proof closely follows the proof of Lemma B.5. Similarly to (B.11), the lemma reduces to
showing that the function

[so=re[”

[(u(r) = u(re)) (re)| |(us) — ulre))u'(s)] €1W (50} [Lso—roj< e =57
(u(r) —u(re))® +e2 (uls) —u(re))? +e2 (ulso) —u(re))? +¢?

J(T7SO7S7TC) = %0(T780737rc)

obeys

/ I(r, 5, 50, 7)o (r) £ (5)ldsodsdrdre < € glla 1]l - (B.38)

The power law €% is rather arbitrary.
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Caser. > 1. Note that estimates (B.14) and (B.15) hold as is, since they are independent of the bound |sg—7.| < e,
Since r. > 1 and k > 2, this restriction implies that sg > % > %, and we may thus replace (B.16) with

5 5
Loz o el W(s0)l |sorc|v< [ (s0)] )Hﬂ”
~ e —re|<he
(u(s0) — u(re))? + €2 TR oS (so) 6 \ulso) — u(re)]
<>37<1”211'3°‘”'2ﬁ) 1rc211|so-”<11°) (B.39)
~ 0 k7<80>1+% |507TC|1_% .

Estimate (B.39) is nearly identical to bound (B.16), and in particular once the (s()3” is absorbed by the bound on
By, the resulting object is integrable in sy, with a bound that is O(1) with respect to s, r., and . All the following
arguments in the proof of Lemma B.5, for the case r. > 1 follow line by line in this case too. To avoid redundancy we
omit these details.

Case r. < 1. As before, the bounds (B.20) and (B.21) hold as is, since they are independent of the restriction
|sg — re| < %e. For v, < 1, the later restriction implies |sg — 7| < 1—10 and also sg < %, and thus (B.22) needs to be
replaced by

57 |sg—rc|”
1-352 ]so ’Yc‘ |u/(
T2

5y
” 6 3y
Lro<iljgg—r <ree so)l _ 80" Lre<ilisgrjcdy _ (500 Lre<ilisy rj<

1
; i
~ N . (B.40)
(u(s0) — u(re))? + &2 rd|sg — | 7T T?”SO — 1173

In the last inequality we have used that . < 1, with the purpose of showing that the right side of (B.40) is nearly
identical to the first term on the right side of (B.22). In particular, integrating (B.40) with respect to sy we obtain the
same estimate as in the proof of Lemma B.5. All the following arguments in the proof of Lemma B.5, for the case
7. < 1 follow line by line in this case too. To avoid redundancy we omit these details. O

The proof of Lemma B.8 clearly implies, mutatis mutandi, also the following result:

Lemma B.9. Let § € (0, 1) and assume that for some ~ € (0, $) we have that

T?x |$B€,2(507 S, Tc) - s;Bz-:,2(7’c; S, Tc)|

< Bo(r, s0,8,7¢) (B.41)

1|so—rc\§% |%E,1(T7 T67TC)| |50 — 7”c|7

holds for some e-independent function By which obeys the bound (B.10). Then, if f € L*(ds), we have that the
operator L 3| f], defined in (B.35), vanishes as € — 0 in L*(dr).

Remark B.10. We note here that assumptions (B.37) and (B.41) may be replaced with the dual pair of conditions

TZ |%s,2(503 S, Tc) - %6,2(TC7 S, Tc)|

1|so—rc\§% ‘636,1(7’3 So,TC)‘ 5 %0(T7 SOaSaTC) (B.42)

|50 _TC|7

T} |%E,1(r7 50, TC) - %5,1(7’7 Tes Tc)‘

|%572(7‘C,8,7‘C)| S SB()(’rv S(]?‘S?TC) (B43)

Heomrel< |so —7e|7

where B(r, so, s, ) obeys (B.10).

Lastly, similarly to Corollary B.6, we have that:
Corollary B.11. Let 0 < j < k— 1, and 0 < £,01,45 be such that { + {1 + {3 < j. Assume that the functions
B, 1 and B, » in (B.34) and (B.35) are given by either (B.3)~(B.4), or (B.5)-(B.6), where either Bé}a) is a suitable
(241, £1) kernel of type I and Bé? is a suitable (205, {5) kernel of type I, or B,E}E) is a suitable (2¢1, ¢, +1/2) kernel
of type I and Béi) is a suitable (20, {5 + 1/2) kernel of type I1. Then the operators L. o and L. 3 defined in (B.34)
and (B.35), vanish in L*(dr) as e — 0.

The proof of the corollary follows from the definition of being a kernel of type I, respectively /I, and the proof of
Corollaries B.6 and B.7. Indeed, the definitions of the kernel types precisely show that the conditions of Lemmas B.8
and B.9 are satisfied. Also here, we note that for the weight (B.5)—(B.6) a separate argument must be carried out in the
region {r <1 <r.} N{2r, 25,259 < r.}, as in the proof of Corollary B.7.
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B.1.3 Convergence of the operator with so = .

In this section we give the proof of Theorem B.1. In view of Lemmas B.5, B.8, and B.9, we have shown that under the
conditions (B.8), (B.37), and (B.41), (see also Remark B.10 for a dual pair of conditions), we have that

gg% |Le — L, 2=0 (B.44)

where the operator L, 4 is defined in (B.36), and may be rewritten as

[ ) — ) () — )
=[] o F 4 S o) =t g Bea e Bea(resir)

X (arctan < u(tr c&_ ulre )> + arctan (u(rc) — u("?%))) f(s)dsdr. (B.45)

3

upon performing the explicit integration in sg. Therefore, computing the limiting operator for L. reduces to computing
the limiting operator for L. 4. For this purpose, we consider an arbitrary ¢ € L?(dr) and compute as before

(Le []7‘) (r))

(
= <arctan ( i e) —ulre )> + arctan (u(rc) _ u(%%) ))
0 € -

x ( OOO o ((:;))“( E) B 1 (r, 1, 1) (r) dr)
X ( oo — ulre)Ju(s) B o(re, 5,7c) f(5) d8> dr,

0 ) —u(re))? + &2
re) —

<arctan ( (5 Ca “ Tc)) + arctan <u(rc) — u(k;lrc)>> Mea[@l(re)Me2[f](re) dre  (B.46)

3

where we have denoted the operators

Ml = [ et (B4D
M 2[g](re) = /OOO (( (< )) u((:c)))luf 5)2 m(re)Bea(re, s,7c)g(s) ds (B.48)

and the weight m(r,.) is at our discretion. Assume for the moment that we can show for a fixed function g € L*(R,)
that we have

u'(r) W (re)Bo1(r, e, Te)

) —ulre)  mre)u!(r) g(rydr in L(dre)  (B49)

;E%MEJ[]( re) = Mo[g](r ).—pv/o u(r

and

lim M. 2[g](rc) = Mo 2[g](rc) := p.v. /00 w(s) m(re)Bo2(re, s,7.)g(s)ds in L*(dr.)  (B.50)
e—0 0 U(S

) = u(re)

where
Bo,1(r,re,re) = Um B 1(r,7e,re) and  Boa(re, s,7¢) = lim Be o(re, s, 7¢) (B.51)
e—0 e—0

holds in a sense that is determined by Corollary B.13 below. If (B.49) and (B.50) hold, then by (B.46), the fact that
|arctan(-)| < Z, and the Dominated Convergence Theorem, we would have that

lim | (Lea[f)(r), () + 7 / ” Moalgl(re) Mol fl(re)dre

e—0
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<l | Mealf] = Moalfllls IMelelllps, + limm [ Moalfllls [ Melel = Moalellls
oo k+1 _ _ oy (k=1

+ lim (w + arctan (u( k re) u(rc)> + arctan <u(7‘c) u( k rc)>>
0

9 9

X [Mo,1[p](re) Mo2[f](re)| dre
=0 (B.52)

and therefore we have identified the limit in L?(dr) sense of L. 4[f], finishing the proof of the theorem.
It remains to show that (B.49) and (B.50) hold under a suitable convergence condition of the weight. For this
purpose it remains to consider the convergence as ¢ — 0, in L?(dr..), of the model operator

.MAQmﬁzﬁwf“”_“m”w“)MAnmmme (B.53)

u(r) —u(re))? 4 €2
where in view of (B.47)—(B.48) the weight 91, (r, r.) plays the role of either

u/(rc)%s,l (7’7 Te,y 7Ac)
m(re)u’(r)

or m(re)Be2(re, 7, 7).

We prove the L?(dr.) convergence of M. under suitable conditions on the difference M. (r,r.) — Mo(r, r.), and
then check that these conditions hold for the specific weights that arise in (B.47)—(B.48). A simple-to-work-with set
of assumptions are:

Lemma B.12. Assume that there exists 0 < ( < v < 1 such that the following properties hold for all v, r.:

M (1) = Mo (r,7e)| S e M(r,7e) (B.54a)
Mo (r,7e)| S M(r,7e) (B.54b)
EY|r —re|Y
Lproj< e [Mo(r,re) = Mo(re,re)| S ——5——M(r,re) (B.54c)
(&
where the c-independent function M > 0 is defined by

14 1-¢ 14+¢

re rz (r)y =
Mm TTe) = T3¢ 17‘c r—1—c T ]-r Te 1 . B.55
( )<m“< i <wa#> (B9

Then, for any g € L*(dr), the operator M_[g] defined in (B.53) converges as ¢ — 0, in L?(dr.), to My|[g|, defined
by

Molg)(re) = p.v. / h U()UU

— U(Tc) S)ﬁO(Ta TC)g(T)dT

=: lim &
=0 Ju(r)—u(re) zer w(r) — u(re)

Mo(r,7e)g(r)dr (B.56)

and this limiting operator is bounded on L*(dr.), with norm bounded from above by k¢.

Under the assumptions (B.54a)—(B.55), the proof of the above lemma is direct. We give it here for the sake of com-
pleteness. However, before giving the proof, we state an immediate corollary, which yields the proof of Theorem B.1.

Lemma B.13. Assume that there exists 0 < { < %, limiting weights B 1(r, ¢, 7c), Bo,2(Te, T, 7c), and that we may
choose a weight m(r.) > 0, which obeys r.0, m(r.)/m(r.) < k, such that the following conditions hold:

4
IBe1(r,7e,me) — Bo(r,re,me)| S €Cwm(r, Te) (B.57a)
T<TC>4m(TC)

i M(r,r.) (B.57b)

|%0,1(T7 rC) Tc)| 5
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1|r—rc|§% |%0,1(r7 Te,y Tc)

k’y|7n - rc|’y 7"<7"c>4m(7'c)
— %O,l (rc, Te, Tc)| 5 T’Cy <7">4’[“c m(r, T’C) (B57C)
and
1
[Be2(re, s,7c) — Boa(re, 5, 7)| S ggm(rc)fm(s,rc) (B.58a)
Bo,2(re, 8,7¢)| S m(rc)m(s’”) (B.58b)
EVs—r " 1
Lo ro<ze|Bo2(re, $,7¢) — Boa(re, Tesre)| S |srgr | m(rc)fm(s,rc) (B.58c¢)
where the function M(r, r..) is defined by (B.55) above. Then we have that

lir% Lc[f](r) = Lo[f](r) as bounded operators L* — L2,

e—

where the operator Ly is defined in (B.2). Moreover, the operator norm of Lo[f) in this space is bounded by k°.
Lemma B.13 is a direct consequence of Lemma B.12, which implies that (B.52) holds, and we conclude using

(B.44). We omit these details. It thus remains to prove Lemma B.12

Proof of Lemma B.12. Let x.(r,7.) be defined as in (4.3). For any test function ¢ € L?(dr.), we may decompose

<ME[9]7<P>=/O /°° (u(r) = u(re))u'(r)

o (u(r) —u(r,))? +e2 M. (r,re) —

Mo(r,re)) g(r)p(re)drdre
") (w(r) — u(re)) (1 — xe(r,re)) Mo (r, 7
)] (u(fﬂ) i)i(rc)>)<2(+ 52)) ol )9(7“)<P(Tc)drd7“c
°°/°O "(r)(u(r) — ulre))xe(r, re) (Mo (r, re)

0

— Mo(re,7c))

(u(r) —u(re))? + €2 g(r)p(re)drdr,
00 00 U/(T)(U(T‘) u( ))Xc(r Tc)

o

() — u(r)? + &2
= (MOlgl, ) + (M

IS

g(r)Mo(re, re)p(re)drdr,
Vgl ) + (MPlgl,0) + (MPgl, ). (B.59)
Next compute the limit of the first three terms on the right side of (B.59) vanish as ¢ — 0
By (B.12) and (B.54)-(B.55), we have
‘<M(°) 9], sﬁ>’
< ke / /
|u(r

3¢
7// %2 [1lru|<f Lrro2
2 +
| 1

Pt )
< e | [Lresr—e + Lrare s —aze | 19(r)p(re)|drdre
e 3 (ryt=s re? (re) 2
1 & 1 1, <11
[r—re|<7 <1 <1lr<a
S kEQ/ / l - et o, et et e | 19()e(re)ldrdre
[r—reli 72 (r) 72 (re) 2 (ry = 7e? rTor, 2
1 1
§ lpl< 15 1 <1 1, <11,<1
S ke liglee el | =y [EX g + 1: T 1< = e lr;c
lp|' 3 L} (ry™= (r.) 2 2, (ry="r¢ 2 rEre | e
<
Ske?lglle @l =+ 0 as e—0.

™Te

Similarly, using (B.12) and (B.54b)—(B.54c), which allows us to replace v with ¢ in (B.54c) since ¢ < v, we get

(B.60)
KM?) 9], <p> - <Mf)2) 9], 90>‘

96



<.c o Ju'(r ‘|T_TC|<1\T re| <52
<e3k M(r,re)g(r)e(re)|drdre
—u(re)| 3

_ c )2¢ .
E%k / /oo |7" Te | l\r re|<tE l‘T*Tc\S%OC n 1|T*Tc|zc%
rcr'z |7"—7”c|1+5 <T>1+§

1—¢
r2

X 17 <7174 + ]—r<rc

2 Tc>

A

1T <l 1. <re
Ss%k// T RS () ldrdr
r—re['TE () () T
szk gl 2 ll¢ll2 =0 as e—0 (B.61)
Moreover, a bound similar to the above shows that
2
(Mg, 0)| < 5 llgla el (B.62)

so that the limiting operator Mém is bounded on L2.
In a similar fashion, by using (B.12), (B.19), and (B.54b), we arrive at

[(MElaho) = (5710

¢ o \u ‘1|7 —re|>Te
<ez M(r,re)|g(r)e(re)|drdr.

(re)| 15
1+5
r<1r 2 1+ 17’21
( (r +1e)'+s Jrl@) Fhrerh <1T§1T o <r>1+g>]
1ie
2

/ / 2C1\r re|>%¢
5
7“02 Pz (r)
X <’I"C>3< ]-T’C<7’ 1-<¢ +1’l“<’l"c > 42, |g( ) (TC)|d/rd/rc

L <
¢
|t+3

|r — 7|

re? (r
¢ [0 | Lregppro< ik 1 1,<11 1
562// l E=Ir Tl«\:;o + -+ Tilg Tfél + I:Cfll_ lg(r)e(re)|drdr.
o Jo |r —re|t2 <> < > T (r) 5.
<
Sezgllpe el =0 as e —0. (B.63)

Moreover, a bound similar to the above shows that

(Mgl )| < ol el (B.64)

so that the limiting operator Mél) is bounded on L2.

Thus, by (B.60), (B.63)—(B.64), and (B.61)—(B.62), we know that the first three terms on the right side of (B.59)
converge as ¢ — 0 to bounded operators on L?(dr.).

Lastly, we need to consider the fourth operator on the right side of (B.59), namely

MEglre) =Ml [ =S 1 g

We note that since u: [0,00) — (0, u(0)] is a bijection, hence upon making a change of variables, we have that

flu”t(c))
A O]

so that we may change variables in the formula for MP [g](rc) as

Mgl ) = Mty )] [ I u(n))( u/<r>|xc<r,rc>> o(r)

1f(re)llpz(ar,) = ‘ (B.65)

L2(dc)

dr
u(r) —u(re))? + &2 [ (re)] [w(r)]



— VIl @M (u (¢), u (0))

X/““” (y —c) < Iu’(u1(y))lxc(u1(y),u1(0))> g(u'(y))
o (W—oP+e [u/(u=t(c))] [u/ (u=t(y))|

g(u”'())

=1y |U'(U71(C))\M§4) |u’(u—1())] (c).

dy

Thus, if we can show that the operator M is bounded on L2 ((0,u(0)]), uniformly in €, and that it has a certain limit

in this space, then by applying (B.65) twice, we have proven that

HM(3) l9] — ,/\/lé?)) [g]’ = | M@ M B Mé‘l) M
e L2(dr.) € |u/(u—1())| |u’(u—1())‘ ot
< [ s o)
= € L2(dc)—L2(dc) \u’(u*l(.m o
= 4) _ 4@
Ms MO ’ Lz(dc)—>L2(dC) HgHLQ(dTC) .

Therefore, in order to conclude the proof of Lemma B.12, it remains to show that
M@ — ME;Q —0 in L3*(dc) as e —0,

and that the the limiting operator ME)4), naturally defined as

w(0) u (u=1 J(u N y), v e
ME I = Tolu (0 Do [ ( el ())>;M_yz:dy,
obeys
] Y e

Indeed, once this is achieved, we may change variables ¢ — 7., to obtain that

u'(r)

MEg)(re) = M g)(re) = Mo(re, re)p-v. /ooo u(r) — u(re

B . 00 u' (1)
== Mo (e, 7e) lim ; mxc(r,rc)g(r)dr

jXe(rsre)g(rydr

(B.66)

(B.67)

(B.68)

(B.69)

in L?(dr.), as € — 0. Combining the above with (B.60), (B.61)~(B.62), (B.63)~(B.64), (B.65), (B.66), and (B.67)—

(B.69), we obtain that

Mclg](re) = MG [g)(re) + M [g)(re) + MG g](re) = pov. /OOO u<>u—(3<>

and that the limiting operator is bounded on L2, as desired.
In order to prove (B.67) we note that for any ¢ > 0 we have

[/ (u™ () Ixe(u™" (), u"" (c))
e |u'(u=1(c))]

=1

which allows us to rewrite

Mo (r,re)g(r)dr

w(0) u (u—1 u? u (¢ —c
MOR(E) = Do (u=(e),u= (c) / <|< W)xe(u ), <>>1> (wy)(y )

y—cf el

LA O]
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u(0) e
+mo(u71(c),u71(c))p.U.A (Z}(E)C()%—I-E)?d
= MUV (e) + MED () (c). (B.70)

The convergence in L?(dc) of the second part in (B.70), namely

ME2 ] () = MED](e) = Mo(u (), u™ () H (L0.u0y?) (©)

where # is the Hilbert transform is classical. Moreover, since 7 is unitary on L?, and since by (B.54b) and (B.55) we
have

|20 (w™ (e), ™ ()| S M(re,e) S 1,

~

we have that

62

Sl

which is consistent with (B.69). The convergence in L?(dc) of the first part in (B.70) follows since this term is not a
principle value anymore, and we have that for any test function ¢ € L?(dc),

(MEDRE() = MED](0), ¢ (0))]
u(0) pu(0) 3¢ 3¢ u'(u— Ju (), u e
[ i C)M—l(c)—?}‘ WG ) v ) | RWwlle@l,

|u'(u= (<)) Iy—cl1+<

A
Ny

3

et [ B,
ly —c'~% ’

<
552’C||"/’||L2 ||80||Lz —0 as e—0,

2

where

VIu (@) Ixe(u  (y)u"t(e)) 1

u (u=1(c
K= sup min {u_l(c)%,u_l(c)_%} VI (u=1( )3)(\
y,¢€(0,u(0)] ly — |7
- 7 [u’(re)| ¢
I SR (B.71)

rireel0.00) | (el Ju(r) — u(re)| *

To see that (B.71) holds, first note that

1 1
lr=rel>215 1 : -1y <« 2
< min{r.,r <{r
Ry RTToy RS R

and

1|’I‘7TU|S% < 1 1 < <7“C>4

u(r) —u(re)| ™ [/ (re)| fr —re] ™ relr —re|’

from which it follows that

1-— T 3¢ a¢ (r.)3¢
Xel( C)g < <7"c> ! —|—]<;34C ( c;
u(r) — u(re)| re
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This proves (B.71) for the region x.(r,7.) = 0. Second, due to the regularity of u’, we have that

7‘;’
< Xe(ryre)[' (r) —u'(rc)] Lrori<dy  Lporgzpre 3¢

[u(r) =ul ™ ) (VG VIEET) \ el ®

< (e
~ 3

Te

7

[~

i

"7‘1\. o""
vl

which proves (B.71) for the region y.(r,7.) # 0.
To conclude, the same argument as above shows that

(MED 10| S Kl el e

which establishes the boundedness of M(()4’1) on L?, and thus (B.69) holds. This finishes the proof of the lemma. [

To conclude this section, we show that the conditions of Lemma B.13 hold for the specific weights we need to
considering. First, the next Corollary concludes the proof of Theorem B.2.

Corollary B.14. Let 0 < j < k —1,and 0 < {,01,05 be such that £ + €1 + {5 < j. Let 0 < ( < %. Consider the
weights

Br) min(r2, 72
W(rwng(r) be o)

B(Tc)wF,ngze(s)
u'(s)

%6,1 (T7 Te, Tc) = X1 (T7 Tc)
B = B?
5,2(7’&377’0) s (Tc;SaTc)

where B( ) is a suitable (201,41 +n/2) kernel of type I or I1, and B( ) is a suitable (202, o + n/2) kernel of type I
orIl. Then letting

(B.72)

m(re) = ' 7
e <7"c>3CwF,%‘(Tc)(max{rg,rc—2})g—z1—n/z
the conditions (B.57)—(B.58) of Lemma B.13, with O replaced by k**+229N, and where the limiting weights are
obtained by passing € — 0 in Blgls) and Bézg) Also, the operator norm of Lo on L?(dr) is bounded as L C+201 120

Proof of Corollary B.14. In view of the established pointwise (and in a Hélder class near the diagonal) convergence
properties of type I and type II kernels B (7' TeyTe) = Béo)(r Te,Te) and Be k. (rc, $,Te) = Bé 0 (rc, s,re)ase — 0
(cf. Definition 6.7 and Definition 6.8), 1t is clear that Checklng conditions (B. 57b) and (B.58b) is sufficient. Indeed,
checking conditions (B.57a) and (B.57c), respectively (B.58a) and (B.58c), follows mutatis mutandis. For simplicity
we only treat the case 7 = 0. The case 0 < n < 1 is treated similarly. First, we verify (B.57b). We recall that

|Beo(r TesTe)| S \u/(rc)|3(7ﬁ re)K(r, 7“0’7"0)‘6251,@1 (ry7e)

~Y
k—1 1
re ° rkts r? 9
= ‘U (Tc)| 1rc<r 1 + 1r<r, ktd <Tc> Lo>1+ 17<rc<1 + ﬁlrc<r<1 +Tclrc<1<r
Te

from which it follows, using the definition of wg s in (1.10c), that

re(ryd
a1 Boa(rre,r
<7’c>4m(’l”c)7’| 0,1< c c)‘
1—3¢
< (1 +1 )Tc 2 <Tc>3<wF7%(T’c) 1 Tf—* N T‘k"'_%
~ A\t Sr<] r>1 7,<7,>4va6(7,) TC<TTk T r<re 7~k+%
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12 1 2\ 12 )8
2 (max{—rmr »72»%}) max{—rz,rc})
X k4 - =

c 2
Lesi 4 rcrest + Slrecrar +relrecicr TETY
(max {r?, 75 })

3¢
= 2k—2j+1-5
7ol r JT32
<k _ 11 1r 1 i
> PRER recr<re<t T lecrcicr, T licr<r, r2k72j+%+47%73<
C
2k—2j+3+5-$ -3¢ 1_§
Te 1_5 2k—2j+34+5-5-3¢C r2
1 1 rz2"°r 2 2 1 _
+ re<r<1 er_2j+%+5_5 + re<l<r c + 1<r.<r %+4*%*3C
re
% 1—¢ < >1+<
20, Te o r)? 20
5 k= 3¢ |:1rc§r 1-¢ + Licr, itc | — k 19)?(7‘, Tc)
<7’C> re? Te) T

in view of our assumption on (. Here we have used that j < k. Thus, (B.57b) holds with the above definition of
B.1(r,7c, ), upon multiplying M by k2. Next, we verify (B.58b). We recall that

BY) (re, s,m)| S 16/ (5)|B(re, $)K(7e, 5,7¢) Laa (e, 5)

~Y
_1 k+3
, stz re 2\ re >
= |u'(s)] | Ls<r, P 1, < gl (8" Lro>1 4+ Lozt + Sjlrc<s<1 +rele <ics
Tc

£
1 1
x k22 [ max{ =, 2, =, r?
2 27 e
s r2

from which it follows, that upon using the definition of wr s in (1.10c) we arrive at
m(re)|Bo2(re, s,7¢)]

ktl 4.5
sk re ° wF,%+2£(S)<S> Te r2
5 13<7‘c k—

c 2
re<s 7., 1 1Tc>1 + 1s§rc§1 + *1rc<s<1 + Tclrv<l<s
3 e ) e e :

12
1 2 1 2
(max{?,s ,72,7’6})
k252 c

1 J £y
( { ’7‘2}>
c

Nl=

+1

SIS

3¢
rz §2k—20-20+3 -4 s—20+3 -4 g2k—20+3—-5 -4 max{s—% r%}
< k2€207 |:18<’l" <1 57 5:107 11 35 + 1T <s<1 + ]~S<1<’r’ —
~ re)3¢ oSt 2k-2j+201+5-5 ° —2j+2034+201+5 -3 ° 2j—20+3+5
Te Te Te
max{r, 2% 522} 1 r?kizjﬁer%f%
+1,. : e +1 : +1 =
re<l<s TICTNE S PR 1<s<re pHm2 214 gy s s ISre<s” ok—20-26, 433
(&3 (&3
20, e s 2 s) 2 20
< k2 ERES [1”9 — + Lo<r, e | = FM(s, 7).
c re 2 <Tc> 2
Here we used that £ + ¢, + ¢ < j < k — 1. Therefore, (B.58b) holds with 9t multiplied by k2% O

Similarly, the next corollary concludes the proof of Theorem B.3.

Corollary B.15. Let0 < j < k—1,and 0 < £,£1,05 be such that £ + £1 + {5 < j. Let 0 < ( < %. Consider the
weights

7) min 1"2,7“’2 J
ﬂ( ) ( ) Bé)lg) (7,, Te TC)

Be1(r,re,7e) = 1r<1lor<r,
E’( ¢ C) "= T_ﬁT%wf,é(T)UI(TC)TcU/(Tc)

Bre)wp s o,(s)
%5,2(r07 S, rc) = %BE? (TC7 5, TC)
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where B( ) is a suitable (201,41 +n/2) kernel of type I or I1, and B( ) is a suitable (205, Ly +1/2) kernel of type T
orlIl. Then letting

3¢
,,,02 <Tc>2

(re)%wp, 3 (o) (max{r2,rc 2} )i

m(r) = (B.73)

the conditions (B.57)—(B.58) of Lemma B.13 are satisfied, with 9 replaced by k*'7229R, and where the limiting
weights are obtained by passing e — 0in B fg and B 1525) . In particular, the norm on L?(dr) of the operator Ly defined
in (B.2) is bounded as k¢+26+262,

Proof of Corollary B.15. The proof is essentially the same as the proof of Corollary B.14, hence, we only emphasize
the requisite modifications. We notice that the choice of m(r.) in (B.73) is different from the one in (B.72), as we
have multiplied by a factor of (r.)?. Thus, when checking conditions (B.58a)—(B.58¢) for the weight B 2(r, s,7c)
we need to obtain bounds which are better by an (r.)2. This however is automatic from the decay of 3(r.) present in
the definition of B, 2(7¢, s, 7¢). In turn, when checking conditions (B.57a)-(B.57c¢) for B, 1 (r,7¢,7c), we can afford

estimates which are worse than those in Corollary B.14 by a factor of (r.)2. This is natural, since recall that the
4

B, 1(r, 7, 7c) in this corollary, differs from the one in Corollary B.14 by a factor of L ,forr <1and2r <r..

The worsening of the estimate by a factor of (rc> is thus compensating this extra factor when re > 1. On the other

hand, in the case . < 1, we have % < o S , and thus there is nothing additional to prove. With these changes
in hand, we may now follow line by the proof of Corollary B.14, and conclude the proof. O

B.1.4 A useful product formula for weights
Lemma B.16. With the notation of (B.24), define

1 <1 1 1 1S>1 B(’I“ 80) B(SO S)
W(T,S,SO) = |: 5 1 + 17‘>1r B 1S<18k+§ + 1 . :
= ST ] ot
1«1 1 1
1 k s>1
= [ Y + 1517772 | | 1ecs +3 4 -7
ST 2
k—f _1 k+1
So k+2 Sk S0 2
X 180<T k + 1SO>T k+ 1s<80 k— + 1S>so k+ . (B-74)
S0 S0
Then we have that
7,2/@ 2k S2k
W(Ta 5;50)1r<s<50 = 11<r<s<so ok + 1r<1<s<50 Qk + 1r<s<1<so 2k + 1r<s<so<1 o2k
50 50 50 S0
2k 2k 2k 2k 2k
T re-s S S
W(T‘, S, 80)1s<r<50 = 11<s<r<50 2k + 1s<1<'r<50 + 1s<r<1<so ok + 1s<r<50<1 ok
50 sp" 50 50
r2k 1

W(T, S, 80)1r<so<s = 11<r<so<s 52k + 1r<1<so<s S2k + 1r<so<1<s SZk + 17‘<50<s<1

s3k s3k s3k s3k
W(T’, S, 50)139<r<s = 11<so<r<s 52k + 1so<1<r<s S2k + ]-so<r<1<s 2k g2k + 150<r<s<17’rgk
A i 2k
2k 2k
W(T, S, 30)1s<so<r = lics<socr T Lscicso<rs™ + lscsg<i<rs™ + Lscso<r<i
72k
2k 2k 2k
S S S
0 0 2k 0
W(T’, S, 30)130<s<r = 11<so<s<r S2k + 1so<1<s<r 52k + 150<s<1<r50 + 130<s<r<1 2k

holds. In particular, note that
W(r, s, sp) <1.

Proof of Lemma B.16. The proof follows by inspection of each of the 24 possible permutations of {r, s, s, 1}. [
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Lemma B.17. Let 0 < j < k, and { + {1 + {5 < j. Define

1>1| [ 1s<1
;23 } {;2—,3 + La>18” | Lar, 0, (7, 50) Loty 0 (0, 5).-

L(r, s, so) := [1r§17“2j +

Then, we have that
W(Tv S, SO)L(Tv S, 50) S; 1.

Proof of Lemma B.17. Notice that for j = 0, we must have { = ¢; = {5 = 0, and thus . = 1. In this case the proof
directly follows from Lemma B.16.

For j > 1, we use the precise formula for W in Lemma B.16, and use the definition of I, which is also a function
of r, s, and sg, to obtain that

rh—igt ¢

strd 1 )
\/H (TaSaSO)L(TaSaSO)17'<s<so - 11<T'<s<so k—0,—ls + 17-<1<s<30 k—ls (7151 + 801
S S
0 0

J k4L 1 1 j—Ly k—L0—Lo
/s A 0o T S
+ 1r<8<1<so Sk <7"Zl + S0 ) (852 + S0 + 1r<s<so<1 Sk
0 0

r

k—j gt re=igk—t /1 .
\/W(T’ 5,50) (7, 8, 50) Ls<rasy = lics<r<so — + Locicr<s, a0 \s& + s¢°
s s
0 0

T8 ¢ ¢ s

1, w—— | 5 + s — 4 5.2 Tocpog o] ———
+ lscr<icsg 815 A + 50 5l + 50" | T ls<rcso<t Slg
k—j

s

J 1
r 0
\/W(T73750)L(T73750)1r<so<s = 11<r<so<sisk442 + 17’<1<so<575k757£2 (7’[1 + «901)

ri—t 1 ’ ri—t
+lrcsocics—— | 7o 57 | + Licsocs<i—
sh=¢ 362 s‘esg2

k k
S0 S0 1 ‘ 1 ¢
VW(r, s, 80)L(r, s, 50) Lsg<rcs = Licsy<res il gh——03 + Lo<i<r<s gk (SZl +rt ra +s7
0 0

Sk741 1 k—~01—4{>
+ Lsg<crcics =t | 5= + s ) + 1, cr<s<l Y
Y rk—3jgk—t 862 Y glrk—j

86862 k—¢ 1 ’
— €2
\/W(Ta5730)114(7"75730)15<so<r = 11<s<sg<r7rj_[1 + 1s<1<so<r7’rj_£1 (852 + 5 )

Sk’—f—@z 1 Sk—[—ég

1 2 = 41 1 B
+ ls<so<i<r - 7 +r + Lscso<r<t 7
rd 801 rk—]sol

k k
S S0 1 ) 1 P
\/W(T73750)L(T73750)1so<s<r = 11<so<s<r7rj7£15k7£742 + 1sn<1<s<r77,j5k,g (851 +r 1) (852 +s7
0 0

k—£2 k_gl
1 So C (L e g S0
sp<s<1<r rigl Sgl SO<S<T<1Tk_jS£+£2

Inspecting each of these 24 terms, by using the constraint 0 < ¢ + /1 + {5 < j7 < k — 1 the proof of the lemma
follows. O

B.2 The remaining combinations of iterated operators

Similar to the results in the previous section, namely Theorems B.1, B.2, and B.3, one can prove a number of results
for passing € — 0 in other combinations of three integral operators. The aforementioned theorems deal with the most
difficult case, of an approximate delta function combined with two approximate singular integrals. The remaining
operators all have at least one approximate delta function, and at most one approximate singular integral, which are
hence easier to treat.
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Theorem B.18. Let0 < j < k—1, and 0 < £, 41, Ls be such that {+£1+{5 < j. LetB(l) be a suitable (201, 01+n/2)

kernel of type I or 11, and B( ) is a suitable (202,05 +n/2) kernel of type I or I1. Let 0 < ¢ < < , and consider the
pairs of weights given in (B. 3) (B 4) or (B.5)—(B.6). That is, either consider the pair

B(r) min(r, 727

% =
a,l(Tv SOarc) Xl(rv Tc) ’u}F’g(T)’LL/(So) ZE(T 3077'0)
B(s0)wr, s 150(8)
%6,2(807 S, TC) = #Béﬁ (50, S, rC) ,

or consider the pair

r)min(r2, r—2)J
Be,1(r; s0,7c) = x2(7;7e) lﬁ( ) /( )
rzwy s(r)u (so)reu’(re)

B(SO)WF,ngze(S)

u/(s)

For each such pair of weights, we have that the following limits hold, in the sense of bounded operators on L?(dr):

/ / / —u(re))u'(re) eu'(s) eu'(s0)
—u(re))? +e% (u(s) —u(re))? + €2 (u(so) — u(re))? + €2
X %571(73 50, 7¢)Be 2(S0, 8,7¢) f(s) dsdsodr,

o0 ul ,,,C
— mp.v. / u(r)(u)(r)%o’l (ryresme)Bo,2(Tes ey ) f(re) dre
0 - c

/OO/O"/OO eu'(re) (u(s) — u(re))u'(s) eu’'(so)
0 Jo Jo o (u(r) —u(re))? +e? (u(s) —u(re))?® + 2 (u(so) — u(re))? + €2
x Bo1(r, s0,7c)Bo,2(50, 8, 7¢) f(s) dsdsodre

Bé g) (’I", S0, Tc)

%s,Q(SO;S;TC) = B[S,QE)(SOvsaTC) .

2 N& T r,s,7)f(s)ds
—>7rp.v./0 u(s)—u(r)%o’l(’ ;7)Bo2(r,s,7) f(s)d

/00/00/00 eu(re) eu'(s) eu'(s0)
0 Jo Jo (u(r) —u(re))? +e? (u(s) —u(re)? + €2 (u(so) — ul(re))? + €2
X Be 1(r,50,7c)Be2(50, 8,7¢) f(s) dsdsedr,
— -7 %0 1(7",7",7")%02(7“ r,r)f(r)
[ sy _ev)
) = u(re))? + € (u(so) — u(re))? + €2
X %5 1(r, so,rc)%s 2(80, 8,7¢) f(8) dsdsodr,

— va// U (8)B0,1(7,7¢, 7e)Bo 2 (Te, $,7¢) () dsdr,

—U’I’c

/// eu 7") o (s) e’ (s0)
(re))? +¢e2 (u(so0) — u(re))* + €2
%E 1(7‘ 50,7c)Be 2(80, 8, 7c) f(s) dsdsoedr,

— T /oo ( )%0,1(T7 T7T)%O,2(T’ S’T)f(s) ds

—u(re)u'(re) e/ (s)
/ / —u TC)) + 52 (U( ) — u( )) _|_52 %E,I(T,S,Tc)f(s) de?"c

7UI(TC) TsTe, T, T T
va/() U(T ( )%0,1(; <) (')f( (')d c

w/(re) eu'(s)
/ / —u TC)) + 52 ( (S) — U:(T’C))z + 82 sBE-,l(T? svrc)f(s) deTC

— T %071(7’, r,r)f(r)dre
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"(re) (u(s) — ulre)u'(s
/ / (r))? + 22 (uls) — u(re) Be1(r,s,rc) f(s)dsdsodr,

m& -
—>—7rp.v./0 u(s)—u(r)%o’l(’ )

/ / v TC)Q U (8)Be1(r, s,7e) f(s) dsdspdre

~

—~
w0

=
(ol
V2l

Moreover, in each case the limiting operators are bounded on L?(dr) with norm < k¢ +26+262,

Proving each statement in Theorem B.18 amounts to following step-by-step the proof of Theorem B.1 B.2, and B.3.
For every approximate delta function, first show that the contribution away from the diagonal vanishes, leaving one
with the contribution close to the diagonal, in which one may pass to the limit because we have Holder regularity of
our weights in all variables not called r.. Checking that the weights we consider are suitable for this procedure, i.e.
that they give a bounded operator in the correctly weighted L? spaces, was already done in the proof of Theorems B.2
and B.3. This leaves us with the contribution from the joint diagonal, in which the remaining operators are either
approximate singular integrals (note however that at most one singular integral may be present), or simple Hilbert-
Schmidt kernels. For the approximate singular integral we again employ Lemma B.13 and Corollaries B.14 and B.15,
depending on which weight we choose. For passing to the limit in the operators with Hilbert-Schmidt kernels, we
simply subtract the limiting kernel, so that the difference is again Hilbert-Schmidt but of size ¢ for some ¢ > 0.
Here we lose lose a power of k¢ /rS, but since ¢ > 0 is arbitrary, we may absorb this loss into the weights. This
procedure again essentially uses the regularity of our weights in all variables not called .. The only non-trivial case
left to discuss is the case in which we have an apparent approximate delta function in the r. variable. We treat this
operator by duality, so that the approximate delta function in r., becomes an approximate delta function in the r
variable, acting on the L? test function. We pass to the limit in the dual pairing and thus obtain the formula and
the boundedness of the limiting operator. Having available the estimates in the previous section, which were used to
Theorems B.1, B.2, and B.3, implementing the above described program is tedious, but routine. In order to avoid this
unnecessary redundancy, we omit these details.

C Properties of Hyand H,

The next lemma concerns the asymptotic analysis of Ry -(z) and R,  (2), which both arise in the Green’s function.

Lemma C.1. For z = ¢ L ic € I, with ¢ sufficiently small, for |r — r.| < r¢/k there holds

—Tec
|RS ()| Lperoj<rosie S Lro<a max(r; %, 77) <k+ logk| | > (C.1a)
7,2]6 2 1
‘RO r ’ 1\7" re|>re/k S < k]-TcSl <1T<Tc712]€H + 1TC<T3) (C.1b)
,,,2’(? 2 k?"2k+4
+ ]-TC21 <1r<1 ok—1 + 11<T<TCT + 1r>rck7n ) ) (ClC)
and similarly
|Ri ‘ 1|r re|Sre/k S Sl max(r ) (k + 1ng‘| — 7 ) (C.2a)
,00 T
k kT’lJer T.gk+1
|Ri,oo(z)} 1|r—rC|Zrc/k 5 lrcgl <1r<rc 3 + 1n<r<1m + 1r>17%_2> (C.2b)
T2k+3
+ k1, > (1r<rc7“£ +1,5, ;kQ) . (C.2¢)
T

Moreover, for all ) sufficiently small and z € I, we have that == (R§ .(c + ie) — Ror(c)) also satisfies (C.1) and
1 (R: oo (c £ie) — Ryo0(c)) also satisfies (C.2).
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Proof of Lemma C.1. The proof is a straightforward variant of arguments applied in the proof of Lemma 5.2 and is
hence omitted for the sake of brevity. O

Proof of Lemma 5.4. Recall (5.25), which will be of use in the critical layer region |r — r.| < r./k. From Theorem
4.3, followed by Lemma A.1, there holds for |r — 7| < r./k:

1 N L (=1 1),
~ min , ~ max(r, ',
W (r)P(r,ctie)  u'(re) pR=1/27 pht1/2

Consider next (5.26). From Lemma C.1 and Lemma A.1 we have for |r — r.| < r./k (for z € I, and ¢ sufficiently

small),

|p(r, c £ ic) (R, (c tie) TiEf . (c +ie) )| S 1r<arelr —r|r? (kJr

logk:‘

(&

—Te

1
+ 17'32173 |’I" — Tc| 'I"g (k +
TC

logk‘r

c

which is the desired estimate of Hy; the treatment of H, is the same.
Turn next to the estimates (5.28a) and (5.28b). Consider just the estimates in (5.28a); the estimate (5.28b) is
analogous. For r < 7 (1 — 1), (from (2.31)),

k—1/2

r T 1 SQk—l
ol ) < 1009 [ s S el g [ty s

Consider the case . < 1. Then from (A.1),

k—1/2 _
L Holr2) S e [T L
. r2rh=1/2 2k k k372
k—1/2 2k T 2k—1
T r 1 s
L s Holr D S el =l e ( o + [ iy Sy
r kré re/2 |u(s) —c|”r
< rRH1/2 L acrcr 1oty 1 pRH1/2
~ o k+3/2 _ 1. k—1/2
krc+/ Te|r — 1 krc /
FE+1/2
N ks
TC+ /

Once the integral crosses the critical layer, one cannot do better than the analogous upper bound on M (z):

rk+1/2 ) P2 pk+1/2
1 |Ho(r,2)| S 1 lu—c| — = —_——
relr<l o\’", ~ tre<r<l1 rk+1/2 T3 ~ 7’3 k:+1/2’
c c cTe

k Tk'H/Q

Lrocilizi [Ho(r,2)l S re<ilizi -5 75
cTe

Analogous estimates are made for r. > 1 and for H.; these are omitted for the sake of brevity. This completes the

boundedness estimates (5.28a) and (5.28b).
Next, we consider the estimation of Hy(r, ¢ & i) — Hy(r, ¢). For r < r.(1 — 1/k), we write

" P?(s,c) — ¢ (s,c £ ie)d
o P(scxie)d®(s.c)

In this region, we apply a proof analogous to those used in Lemma 5.2. For the region |r — r.| < r./k we again use
the complex integral expansion (5.25):

Hy(r,c+ie) — Ho(r,c) = (¢(r,c t ie) — ¢(r, c) / (;52 ds + &(r,c)

. 1 1
Hy(r,c£ie) — Ho(r,c) = u'(r)P(’l‘,CiiE) B u’(r)P(T, C)
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+ &(r,c + i) ( f)’r(c:lzis) T iES’r(c:I:iE)) — ¢(r,c) ( #(c) FiEg ,.(c )) .

The desired estimates then follow from the convergence of Rf, and Ef,. Convergence for r 2, r. follows as in

Lemma 5.2. The estimates of €” (Hoo (7, ¢ & i) — Hoo (1, ¢)) follows similarly as well. O

Proof of Lemma 5.5. The identities (5.30) follow by direct calculation from (5.25). Next, observe that r9,.¢ = ru’ P+
(u — ¢)ro, P. The estimate (5.32a) then follows fromm Lemma C.1 and Theorem 4.3.
By direct calculation,

1 u’ P’ 1
OrHo( . ——=|— H C3
o(r;2) ¢/¢sz ¢ <u—z+P> 0 ¢ €3
and analogously for H,. Therefore,

r | . . pk—1/2 §+1/2
‘TarHoo(T) Z)‘ 1|T7TC|ZTL-/]€ S <|U o C| + k) |Hoo(raC:t 16)‘ + 7 min <T;€_1/27 m (C4)

r | . ' k—1/2 ’C€+1/2
|70rHo(r, 2)| Lyro>re/k S (|u ] + k) |Ho(r, ¢ £ ig)| + rmin (M, prsyol R (C.5)

ru’ (1)

lu—c]

Then, note from (A.1),

1 —r.|>r./k S k and moreover that

k—1/2 lcc+1/2 k+1/2 k+2+1/2 +1/2
(T ) < 0 B
7 un JE=1720 Ry | S L.<1 (1T<’“c E /2 + 1 <rcik F2E872 + 1T>1krk+3+1/2>
c (&
PhA1/2 Ph+5/2 ph+1/2
+ 151 (17"<1k—1/2 + 11<r<7>ck_71/2 + 1r>rckk_5/2>
Tc Tc

_ 1/2 2 1/2 1/2

' rh—1/2 rf+ / -y ) krf 3/ ) rk-&- / ) T§+ /

7 1min Tk_l/Q’ k172 ~ tr.<1 r<re rk— 1/2 + re<r<l 71279 Fk+3/2 + r>1rk_1/2
c

k+5-1/2 k+5-1/2 k+5/2>
Te Tc
)

+ 11 < r<1kk71/2 + 11§r<7“ckrk,+73/2 + 1rc<rm

which completes the estimates of the 0, derivatives. Moreover, convergence follows from (C.3) and convergence
estimates already proved.
Next, turn to studying derivatives involving J,,. Away from the critical layer there holds

a HO(T C)l\r re|>re/k = / ¢2 d +¢)/ X;ﬁ 3P2d

X
+¢/ u_z2 (,P2 ds+¢/ s

By adapting the arguments in Lemmas 5.4, 5.2, 5.3 the desired boundedness and convergence estimates follow (note
that appropriate estimates on 0, P follow from Theorem 4.3). Further, from Theorem 4.3, we may even take an
additional 0, derivative and obtain similar estimates (note crucially |r — 7| > r./k).

Computing J¢ derivatives near the critical layer from Lemma 5.1:

1
w' P(r,c & ig)

1
dot = g9

1 1 1
+ ——0r, <’P> - mamf’( 6. (2) TiEG . (2))

1
) - o () Or¢ (RST(Z) + lEST) — PE(r,c+ig)

u/(re)
+ Px.E(r,z) ¢/ 8G(XC )ds
c) W) peg, 2y — (UUIES)Z)X#@%E(S’ z)ds.
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The cancellation which ultimately removes the logarithmic singularity is the fact that ;¢ = (u — 2)Jg P. Taking this
into account gives the identity (5.31a). The corresponding calculation on H, is analogous.
Next, we prove (5.32b) and (5.32¢). Consider one of the singular appearing terms in (5.31a):

ot [t ()

Note that O and (u'(s))~1ds commute. Hence, this term is essentially the same as that treated in Lemma 5.3 (com-
bining also with arguments in Lemma 5.4). Similarly, the remaining terms in (5.31a) are all easy variants of terms we
have treated before in Lemmas 5.3, 5.4, and C.1. Hence, the details are omitted for brevity. The calculations involving
H are analogous and are also omitted. This proves (5.32b). Similarly, convergence as ¢ — 0 asserted in part (c) is
deduced as in previous arguments.

Next, turn to (5.32¢). Taking a 0,.0¢ derivative of (5.31a) gives:

1 / ] .
up(ig)) —/(96P) (Bj (=) 7 iE5 )

~(u— 2)(0:06P) (R0 (=) FiE5,) — (9P (N E(r, 2)
1 (0,0) /0 U8 b (veE) ds + Pul(r)d (xoE)

0r0aHy = 0,0a (

(u—2)
1 oA (s)u!(re) u'(s)
- T E B - ar. FE 5 d .
T @) [ B ) - 0, (s, 2) s
By Theorem 4.3 and the arguments used previously, we can again deduce the desired logarithmically singular upper
bounds; the details are omitted as they are repetitive. O

D Vanishing for £ > 2 outside /,

We start by performing energy estimates on the solution to the inhomogeneous Rayleigh problem

1/4 —k? B(r) F.(r,c)
Orr — | Yo(ry¢) = ——"—=—+F., , D.1
* r2 +u(r)—c:|:zs =(rye) u(r)—cqiz€+ <(re) ©.1)
with boundary conditions
Y2(0,¢) =0, lgn Y.(r,c) = 0. (D.2)

Problem (D.1) is a slight generalization of (2.13). Notice that, for every € > 0, (D.1) is just a regular perturbation of
Laplace’s equation, and therefore

Y.(r,¢) = O(rFTY2)  asr — 0, Yo(r,e) = O@Fr/?7*)  asr — . (D.3)
For this reason, we define the weight

k+1

’7,—}1@-',-1}7

wy (r) = min{r wy (1) = min{r’”l_"*, r"”l'w}, (D.4)

and, using the notation as in (1.10a), prove the following theorem.
Theorem D.1. Let Y. be the solution to (D.1)-(D.3), and fix any v € (0, 2k). Then Y satisfies the following bounds.
o Ifc € (u(0),u(0) + 1], then

2 2 2
Vel HIVC A, + 1Yol S [P RG AL + PR oll - )
o Ifc € (0,u(0)) is such that r. < e7ia, then

2 o, —o
Yotz + V0l + IO YeC0lE S5 g (105 r G0l + PPl
(D.6)
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o Ifc>u(0)+ 1, then

1
2 2
Ve 0lds, + VG0l +I0Ye(o0ly Sy 5IPECalRs + PR ol - @)

e [fc <0, orce (0,u(0)) is such that r. > %57ﬁ , then for every 0 < & < y we have

2 o 2
A O e O e 12 T S A [ S R 2 OO S [ S OO M
(D.8)

o There exists R, > 1 such that if c < —R,, then
1
2 2
Vel + Va3 + 00y Sy IR0l + PRl . D9
The proof of Theorem D.1 is based mostly on energy estimates, along with the Sobolev inequality
o0 o0 1
Yool < [0 maPrart [ Yo (.10
0 o T

We take the real and imaginary parts of (D.1), to obtain the system

1/4 —k? B(u—c)ReY; efIm Y (u—c)Re F. elm F,
Orr + —5—|ReY: = ReF,. (D.11
[ A ] T u— e Tu—pr? w—cpPre  u—opte o ®-1D
1/4 —k? B(u—c)Im Y efReY, (u—c)Im F. cRe F.
Opr + ———|Im Y, = Im F, .. (D.12
[ + r2 }m +(U7C)2+62 (u—c)? + &2 (u—c)2+62$(ufc)2+€2+m e )

Let
Ve € (mk+1/2,k+1/2).

We multiply (D.11) by Re Y.r!=27+ and (D.12) by Im Y7127+, integrate by parts using (D.3), and add the result to
obtain

-

LAGTS] {kQ—i_%(%_l)] I |1@<r,c>|zrdr+/0°° B)e—ulr) elrdf

727 t+2 (u(r) —c)?2+e2  r2r-

- [T IEEOYral 1
“lo Vb —ep e

Since for any small x > 0 there holds

oo 1 o |y 2 oo F* 2
/ By e (r, )| |Ya(r, €)] —5—rdr < n/ LEGTOl . n*l/ ey, (D.14)
0 re 0 0

* 1
dr + / |Fye(r, )| |Ye(r, )] TTvrdr. (D.13)
0 .

r2vet2 r27.—3

we obtain
/ 1, Ye(r,c)
0

Y=

Or

St {kzi%(%m] /0°° Ye(rof oo /0°° (@(r)(eu(r)) Ye(rol® o

72 t2 u(r) —c)24¢e2  r2-

> |F. Y. 1 |, 2
SJ | E(T’ C)| | 5(7", C)| > Tdr + / | ,25 (7"7 §)| d?". (DIS)
o (u(r)—c)24e2ror 0 T
Cross multiplying (D.11) and (D.12) and subtracting gives
< ) [Ye(ro)* 1 g < [ AEEIYelr] L T B (o] [Ye(ry o)l D.16
: (u(r) — )2 + 2 r2- rars — 2 3 727, o + 2v,—1 T (D.16)
0 0o (ulr)—c)2+e2r 0 r

We use (D.15) and (D.16) in different ways, depending on the various regimes considered.
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D.1 Estimates near ¢ = u(0)

We start by proving estimates (D.5)-(D.7).
D.1.1 Proof of (D.5)

When ¢ € (u(0),u(0) + 1],then

c—u(r) > c—u(0) >0, Vr € [0, 00).

From (D.15) and using standard arguments, we obtain

> |F. Y. 1 > |Yo(r,c))? 1 [*  |F.(r,0)?
[F(r, )l [Y.(r ) rwgﬁ/ L;zﬂ#w+,/ LG L L, D.17)
0 KOT*

o /(u(r) —c)2+e2rH- r7et2 (e —u(r))?
for any x € (0,1). Moreover, since u(0) — u(r) ~ r
*_ F(r ol /1 |Fe(r, o) /°° |Fe(r,c)|?

dr < d d

I e e e B e o

1 2 00 2 00 2

|[Fe(r, ) |Fe(r, )] 4 |[Fe(r, )]

5/0 P rdr + : o rdr < ; (r) o dr.

Hence, from the above estimates and (D.15), we obtain by taking x € (0, 1) small enough, that

2 near r = 0, we can write

<1, Ye(ro) | a1 < |Ye(r o) < B(r)(c—ulr) |Ye(r,o)?
[l v |2 - § = = | [T g [T A0 R,
e8] 2 oS} 2
1| Fe(r, o) |Fy e (7, c)
SA <’I°> 7712%‘_’_1 dr + o Wdr (Dlg)

An application of (D.10) gives the estimate

[e'e) 2 [e’s) 2 oo 2 oo 2
}/6 bl FE bl F*E 9’
= Ye(-, ) ||2ee +/ rdr—i—/ 7‘ (r,c) rdr §v*/ <r>47| (r;c) dr—i—/ 7| <(r0)l dr.
0 0 0 0

ar r2’Y*+2 7"2')’*"!‘1 T2'Y*—3
By considering the left-hand side above restricted to (0, 1) and choosing v, = k +1/2 — -y, with y € (0, k], we obtain

Ye(r )
=

¢

- 2 2
[ k- 1/2+7Y( 7C)HL°°(0 i [Ye(-c )”L%,ﬁ(og) + ||7“8TY6('7C)HL§M(0,1)
Tyl ) *|Fee(r o)
/0 a1 dr +/0 2y.—3 ar
<y ||(r)?F HLQ . + 2 Fe ()25 - (D.19)

Similarly, on (1, 00) we choose v, = —k + 1/2 + ~, with v € (0, k], and deduce that

I 27X Ol 00 + 1¥e (5 OE 1) + P9 Y1 0)zg 1,00y

2
S’Y ||<7‘>2FE('7C)HL§,W + HTQF*,E(HC)Higﬂ' (D.20)

Adding the above two estimates together and recalling the shape of the weight (D.4), we deduce (D.5). Note that we
can extend the range of ~y to the interval (0, 2k), as the weight wy. is symmetric about v = k.

D.1.2 Proof of (D.6)

When ¢ € (0, u(0)) complying with r, < 7+, from (D.13) and using a similar argument to that in (D.17), we have

A“ QMH{W_i_%m_UL[ﬂnmmﬂw+[mfmw—mmnmmiw

r2yst2 u(r) —c)?+¢e2  r2-

Y.(r,c)

*

Or
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Te _ 2 e e
< / Blr)(u(r) —¢) [Ye(r ol W Fer )| Ye(rol 1 / [P (r, )| [Ye(ri0)]
0 (u(r) - 0)2 + 82 7«2’)’* 0 (u(r) J— C)2 + 52 7’2’Y* 0 ,r2’y*—1
For r < r. < 1 there holds |c — u(r)| < r? and hence by (D.16) and therefore
Te _ 2 %) 50
[ COET R A N A TR S g LR T
o (u(r)—c)?+e2  r2- e | Jo (u(r) — )2 + €2 727 0 727e—1

and since r. < 1, we obtain

r

’ < |Yo(r o) X B(r)(c—ulr) |Ye(r,o)

}/E(Ta C) 2 1
- - 0 * E 1 T o~ Lo
rdr + {k 1 s (7 )] /0 252 rdr + /T ) — o2 te2 o rdr
1

o,

1 > |F, Y. 1 e
5 i | a(T;C)H a(’f”;C)‘ TTdT—‘r/ |F*’8(’I“,C)||YE(T,C)‘ = rdrl .
e o Vi —epre Ty o

Now, for any « € (0,1) we have

o oo 2 oo 2
1 [Fe(r,o)| [Ye(r,c)| 1 rdr SH/ Mrdr_i_ﬂfl 1 |F2(r,c)] 1 e
e Jo (u(r) — )2 +e2r?- o 7Tt 2o Jo o (u(r) —c)? +e2r2r-—2

The contribution from F is controlled using that r2+% < (r)2+%, /(u — )2 + 2, which implies that

oo 2 0o 442 2 0o 2
s WY ol S S VOO s |
o ('LL(’I") _ C)2 + 82 7127*72 0 (u(?“) _ C)2 + 52 T27*+2+2a ~ 0 r2"/*+1+2a

On F, we use again (D.14). Therefore, choosing x < 1 and arguing as in (D.19)-(D.20) yields the desired result.
D.1.3 Proof of (D.7)
The starting point here is again (D.15), together with (D.17), which allows us to write

Ia s [k2_i_%(%_1)] I Yol [ Ao ste) Yerof

727 +2 u(r) —c)24+¢e2  r2-

< |F(r o) | Fye(r,0)? L [ |F(r,0)]? % | Fhe(r,0)?
< il L S A < LA N Al B IZ e 1
< /0 T u<r))2rdr + ; o dr < Z ) e dr + ; 3.3 dr, (D.21)

2
Or

Ye(r,c)
Y

and (D.7) follows from similar arguments as in (D.19)-(D.20).

D.2 Estimates near ¢ = (

The core of this section lies in the proof of (D.8). As we shall see below, (D.9) follows by the argument already used
for (D.7).

D.2.1 Proof of (D.8)

In this case, the argument to prove uniform estimates is completely different. We aim to prove the following.

Lemma D.2. Let Y. be the solution to (D.1)-(D.3), and fix 0 < & < v < 2k. Then, for every ¢ < 0, or any
¢ € (0,u(0)) such that

£ 2Ha (D.22)
we have that

Ve 0lla, + 1Y Allis, Sy [P R0y 4P Fectolis, - (D23)

|12
LY,'Y—

Above, o can be take zero when ¢ < 0. In particular, using (D.10), then (D.8) holds.
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The proof of this fact is split into different lemmas. To begin with, we need an estimate with sharper weights on
Y. in terms of slightly weaker weights.

Lemma D.3. Let Y; be the solution to (D.1)-(D.3). Then, for every ¢ < 0, and 0 < & < v < 2k we have that

Yty S NP0 EC A+ IR0l + ¥l (D24)
and
1r0Yo s S PP EC Ay RGO, VGOl - (D29
When c € (0,u(0)) is such that
1 1
> e mra
Te Z 25 )
then
Vels0llg S P2 R0l PRl Vel ©26)
and
10,0l S NP R e+ IPE s+ IV, - D27

Proof of Lemma D.3. By using the Green’s function (4.91), we can deduce from (D.1) that
Fe(p,c) / > B(p)
L F. -(p, dp — L(r,p)———Y.(p, c)dp. D.28
(r,) /’ rp[ o] e R do— | L) T Yo D28
Considering the weights in (D.4) and (1.10c), we need to prove an L? bound for
Yo(re) _ /°° wy ~—a(p)p~ 2L’(r 5 [ 1 . p*F-(p,c) n P*Fic(p,c) dp
wy () Jo Wy () (u(p) —cFie) wyy-alp)  wyq-alp)

_ /OO wﬁ(r’ 0) B(p) Y.(p, ) d
0

Wy, (1) u(p) — ¢ F ic wy,2+(p)

If we consider the case ¢ < 0 first, we observe that since u(p) ~ (p) =2 for the first term we need to prove that

/000/000 Wﬁ(np)

which follows from a straightforward calculation. Similarly, we also have

/00 /OO wY72’Y(p) L(T p)ﬁ(p)
o Jo |wy,(r) "ulp)
where we need to exploit the fast decay of § at infinity. The derivative estimate follows from applying 0, to (D.28),

and arguing in the same way as above.
When ¢ € (0,4(0)) is such that

2
dpdr < oo, (D.29)

dpdr, < oo, (D.30)

1 _ 1
Te 2 55 2+Qa
the proof is similar. In this case, the key observation is that if r > r./2,

24«
(r)# o/ (u(r) — )2 + €2 > (r)*oe > > 1, (D.31)

~ T2+a ~

while if r < r./2, then |u(r) — ¢| = (r)~2, and thus again
(2o /(u(r) — )2 +e2 > (1) |u(r) —¢| > 1. (D.32)

In view of this, the weight on F' has an extra power of (r). The proof is concluded. O
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We also need a result on the homogeneous Rayleigh problem.

LemmaDJ4. Fix0 < v < 1, andlet ¢ € L%ﬁ with ro.¢ € L%’,v be a solution to the homogeneous Rayleigh problem
@.1), forz=c<0. Then p = 0.

Proof of Lemma D.4. If ¢ = 0 in a neighborhood of the origin, then, by unique continuation, ¢ = 0 everywhere.
Hence, we may assume that ¢(r,c) > 0 for every 0 < r < 1. Recall, the function g(r) = r*/%u(r) (Lemma 2.4)

satisfies
3 /3'(7‘) _
Hence,
1-— 1 1
9Orr® — ¢Orrg + ¢9 + B(r) ((7“)0 - u(r)) ¢g = 0. (D.33)
Let

7 =sup{r € (0,00) : ¢(r',c) >0, Vr'<r}e (0,00

We integrate (D.33) on (0, 7). Notice that the functions involved are integrable due to the assumptions on ¢, even if
7 = 0o. Using that

garr¢ - d)arrg = ar(gar¢ - ¢arg),
and the fact that since ¢ < 0 there holds

LI oy
w(r)—c u(r) = 7
we obtain
9(10.0(7,0) = o(r. 00, 90(r) = [ |5 otrclatr) = 50) (=2 — 75 ) 400l 2.

Note that ¢(7, ¢) = 0, 0,6(7, c¢) < 0 and g > 0, so that the above implies (also in the case 7 = co) that

/07- W 5 1¢(r, c)g(r) —B(r) (1 - 1)> o(r, c)g(r)] dr =0,

r u(r) —c  u(r

and therefore ¢ = 0, concluding the proof of the lemma. O
We can now complete the proof of Lemma D.2.
Proof of Lemma D.2. Assume for contradiction that (D.23) does not hold, and let

Mpe = [Ir*(r)* Fe( o)y 4 FecColls

Yv—a

Then there exists a sequence €; — 0 such that

1Ye, (5 0)llps > iMpe;. (D.34)
By replacing
Y. I, F ;
Yz, (r,c) ﬂ, F.,(r,c) — &7 F.. (rc) = ﬂ7
12, (o ole. Iz, Cools Ve, Colle

we may assume that [|Yz, (-, )| 2 2 =land IFe; (- )HLz I Fee (o)lle 2, — 0. Hence, thanks to standard
compactness arguments, Lemma D.3 provides the existence of a subsequence (not relabeled) such that Y, weakly in
Lyﬁ /2 and strongly in LQ’ , while r0,.Y converges weakly in Lyﬁ /2- Note that in that case ¢ € (0, u(O)) we have
that r. — oo as € — 0 thanks to (D.22), which is equivalent to say that ¢ — 0. Hence, the limit Y € Hil/,y /20
weak solution to the homogeneous Rayleigh problem (due to F.; — 0), for some ¢ < 0, and satisfies [|Y|| 3 =L

However, Lemma D.4 implies that Y = 0, which is a contradlctlon With (D.23) at our disposal, the derivative estlmate
follows from (D.25). O

isa
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D.2.2 Proof of (D.9)

Assume ¢ < —R,,_, where R, > 0 is fixed below. Using the same ideas as in (D.21), we have
Ye(r,c)

1 D (T C>|2
2 e\l
/O | Tt {k‘ =7 O - 1)] /0 vz Tdr

* B —o) elnaf 1 [TIRER, [ P o)
</ rare g [ [ R0 mas)

~ u(r) —e)2+e2  r2- c? 727 =3 727 =3

2

0,

Now, since
Br)r? < Cg

by standard estimates,

[ 20 - Yer o [ By oo o Cs [CIVeof
o ( o u(

u(r) —c)?24+¢e2  r2- r)—c r27t2 “ R, Jo r?nt2

Thus, by taking

estimate (D.9) follows from (D.35).
D.3 Vanishing of fz

The function fg from (2.26), can be rewritten using the notation introduced in (2.20) as

Fa(try = 20 /R ePhlutr)=o)t {(u( M Xree) + —A0) Ly ()de, D36)

2mi r) —c)? + g2 (u(r) —c)? + &2
where
B 1 2ie[F(r) — B(r)Y (r,c — ig)]
RAYL X = u(r) —c —ie u(r) —c+ie ’ (D:37)
and
RAY A — 1 2(u(r) — ¢)F(r) + 2ieB(r)Y (r, c — ig) ) (D.38)

u(r) —c —ie u(r) — c+ie

According to (D.7) and (D.9), if ¢ > u(0) 4+ 1/2 or ¢ < R, we use Lemma 2.1 and the fact that 1 < |u(r) — ¢|? to
obtain that
2

X(-,ce)
min{rk /2= p—k+1/247}

2 2
+ HX("Cv E)HL%, + HraTX('vca €)||L2
oo Y Y,y
e? 2 (2 e? 2 . N2
Sy C*QHT F||L2m + C*QHT BY (-, c— ZFJ‘)HL§M
e a2 g2 TP
S0 SIPFIZy + SV Gl
2
€
S 5 [IPFI + IR ], (D.39)
and, similarly
A(-, ¢ ) 2
min{rk+1/27'y’ r7k+1/2+'y}

Sy PPl + IrFllis - (D.40)
Le° ’ ’

Proposition D.5. For 0 sufficiently small, there holds
tim ([ £5(t, )2, =0,

foreveryt > 0.
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Proof of Proposition D.5. Recalling the shape of the weight (1.10b), we split into different cases. If » < 1, we use

(D.39) and (D.40) to obtain
|f&(t,T) / \X ryC,E)

rh1/2— 5 S Tk+1 5

< [ S
~50,F,Fy 1/2 5/2

If r > 1, we get in a similar manner that

/Bt )| \X T, C€)
p—k+1/2-4%6 N r k 3+5

< PR S,
~,F P 7/2+5/2 &

Upon squaring and integrating over r € (0, 00) and using Lemma 2.1, we deduce that

())dc—i—s k+1 5/ |A 7“C|62 E)l(l—xg(c))dc

Ife(t, - e)llrz, Ssrr. €

concluding the proof.

D.4 Vanishing of fs

We next treat fg in (2.25), which we rewrite here

fs(t,r

Y(r,c—ie)

271'1[

u(r) —c—ie
Recall that
1—xr(re) 20 if r. < g7Ha

We prove the following result.

Proposition D.6. For 0 sufficiently small, there holds

: €
tim 75, )23,

for everyt > 0.

/(0)+ ik(u(r)—c)t Y(’I“,C—i—iE) _

u(r) — c+ie

or

:0’

())dc+€ — 3+5/ LA Tc|(; €)|(1*XJ(C))dC

Xo(e)(1 = xz(re))de.

(D.41)

(D.42)

Proof of Proposition D.6. Since the cut-off functions in (D.41) isolate different subsets of R, we proceed case by case,

using the estimates provided by Theorem D.1. We first note that

SJh+Jo+Jds+Jdy

1f5 )l
wys(r)
where
u(0) .
Ji(t,r) = _ B / ) ik(u(r)—c)t [ Y(r,c+ zs?
ro(m)rt? |, <cvts u(r) —c—ie

Y(r,c—ic) } .

u(r) — c+ie

wy 5(r)rt/2 | ) g, r) —c)? + &2
1
St = — 20 /Z T k- [ Y(redie) | Y(re—ie)
’ wys(r)rt/2 | Jo u(r) —c—ie u(r) —c+ie
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(D.43)

(D.44)

c|, (D.45)

(D.46)



and X and A satisfy (D.37) and (D.38), respectively. Let us first consider J;. The key observation is that on the
support of the integrands in r., there holds for r < 1,

P S ((ulr) = u(re))? + €2) 75T

~

whereas for r > 1 and . < 1/4, there holds

~

1S (ulr) —u(re))? + &2

Moreover, u'(r..) & r.. Hence, by (D.6) if r < 1 we have

1
u . 24 .
/ " eik("(’“)_c)t7y<r’c+ zg.) (1= xo(c))de| S /E u' (re)| Y(rctic)l e
ro<cTiE u(r) —c—ie ~Jo V(u(r) —u(re))? + &2
sﬁ —46/4 .
< / " r |Y (r, ¢+ ie)| dr.
0

(u(r) — u(re))? + )2~ 70

1 et
< 75/ 7“67"_‘5/4|Y(7°,c—i-z’<€)|d1"c
=1t Jo

€
1
pht1/2-8/2  pe¥re . 5
—k—1/2+6/4 .

S T / el / /Y(',C+ZE)||L:>O(071)dTC

e ACFa) 0

k+1/2-8/2 1o

SF,F*J; r / / a2+ )’

while if » > 1 there holds

u(©0) )
/ ezk(u(r)fc)tM(l — Xo(c))de

cTHa
< r.|Y(r,c+ ie)|dr
L <cTa u(r) —c—ie N/O oY (r e+ ig)ldre

1
£2+a
5 p—k+1/2+6/2 / rc||rk_1/2_5/2Y('> c+ iE) HLoo(l,oo)ch
0

<pp s r—k+1/2+6/2831—g.
and the same holds for Y (r, ¢ — ie). Hence we have
5—8a
()| S, 5 PO PP, e (0,1),
ER B(r)rT/2=0/2¢5%a r> 1.

Since o < 0/8, thanks to Lemma 2.1 we obtain
§—8a
ST (O)]lL2 SFF.s €73,

Now, Jy is very similar. On its support, we use (D.31), (D.32), the fact that u/(r.) ~ 7.2 and (D.8), to obtain for
r < 1 that

1
r>le" 0w . o .
°= . Y Y
[ e X (a5 [ el ——e Iy,
’ ulr) —e—ie et ) = )P 2
s [F [Ylretio)
:5 <T> J/ig_-éq%; rg (1TC

2

5rk+1/2—5/2<T>2+o¢/ . T—B\\r‘k_l/2+5/2Y('7C+Z€)||Loo(o,1)d7“c

1.7 2%a
5€

2
,SF,F*,é Tk+1/276/2<’r‘>2+a62+“ ,
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while for r > 1, a similar argument implies

1

rezge e ik ¢ Y (r,c+ie) kt1/246/2 ) A 240 52—
/ et (ur=e) —— (1= Xo(0))de| Spp,5 v FTHERO2(py2oe e
0 u(r) —c—ice

Similar estimates hold for Y (r, ¢ — i¢), and thus in view of Lemma 2.1 we have

3
|J5(t)]l2 SFF. s €7F0.

We now deal with J; and J3. For Jo, in analogy with (D.39) and (D.40) and using (D.5), for ¢ € (u(0),u(0) 4+ 1) we
obtain that

2

X(-,c¢)
min{rk /2=, p—k+1/247}

2 2
+ HX(UCvE)”Lf, + HraTX('vcag)”L%,
Loo Y Y

<’Y 62 <T>2F 2 <7’>25Y(~,C - 15)
i) 7+ 22, COEr]
5/4
€ 9 2 N
o e = Pl + ¥ G ez |
56/4 2 2 2 2
~7 Ju(0) — cfo/4 [||<T> FHL%,W +r F*HL%,J ’ (DA47)
and, similarly
Ay epe) 2 9112 9 12
Hmin{rk+l/2—'y7r—k+l/2+'y} Lo Sy ||<7"> FHL;7 + ||T F*Hﬁyﬂ' (D.48)

If r < 1, taking into account that u(r) — u(0) ~ r? when r — 0, we appeal to (D.47) and (D.48) to obtain

() < 20 /“‘0)+1 X (r,c.e)] de
TSR Juey u(r) = u(0)[2/4u(0) — cfto/4
can B O Alr.c.) e
Py Tul) w7 u(0) — 7S

ﬂ(’f‘) /u(0)+1 ||T7k71/2+5/4X(T7 ¢, 5)||L°°(0,1) de

~ ri2=3/a [ o [u(0) — c[t=9/4
+£5/8 B(r) /u(0)+1 || k=120l Ay, 075)HL°°(0,1)dC
r172=578 o) [u(0) — ¢|1=9/8
< B _sss (D49)

~OEF T4
If » > 1, we use an even simpler version of (D.47) to get

c B(r B(r B(r
J5 (1) S 74_,5_?))M/R|X(r,c,e)|dc+sr_k(_3)ﬁ/R|A(r, ¢, e)lde S r.F, 7“_7/(%6/26.

Asa consequence,

175 ()| 2 Sror. s /8.

The treatment of J3 is similar. In this case, using (D.8) with a = 0, we obtain that

X(c6) ’

H min{rk+1/2=7 p—k+1/247}

2 2
Gl X el
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2 2
27,12 27,02 o
S’Y 62 r <T> F +82 r <T> ﬁY( , C ZE) (DSO)
(u(r) —c)> +e|| . Vi) = +e |,
From u(r) ~ r~2 when r — oo and the fact that ¢ < 0, we have
of__rerE = PP "
WP 12|, o () =P+ )
Y,y—a&
rer [ PIF()P N
L 2R 2Ry 2E(y(r) — )2 + €2)

1 4 2 oo ,.8+4/4 F 2
5/8 rtE(r)] 5/8 r [F(r)]
Sy e /0 r2kt2—2y 424 dr+e | ro2R2T223 dr

2
<7 E6/8 HTQ <T>2+6/8F(r)‘

N .
2
Ly,w—a

Analogously, using Lemma 2.1, we have

2(r)28Y (e — ie) ||

Vet =erre

< 5/8 ! T‘4_2&|Y(T7C_i5)|2d + 5/8 e B(T)2T8+5/4+2&‘Y(7",C—7;5)|2d
v € o r2kt2—2y rTe . —2k+2+42y T

2
Ly ,_&

. 2
S O Il [ IR O T P U N T

implying that, with the choice & = v/2 = §/4, we have the control

X(coe) P :
) < /8 2 2+5/8F + QF* 2 D51
H min{rk’-‘rl/?—é/Q, T_k+1/2+6/2} Lo ~ € " <T> (r) Y,5/4 HT (T)HL§C5/4 ( )
Regarding A, we argue in the same way and arrive at
A(- ¢ ) 2 2
) &y < 2 2 2 2
Hmin{rk“/z5/2,7"‘3“/2”/2} e 7 I F<T)HL3,5/4 i F*(r)||L§',é/4' (D-52)

In order to control J3, we again consider two cases. If r < 1,

Br) [° Br) [°
< ok /-R5 X(r,e,)de + epir)s /_Ré A(r, ) de

J5(t,r)

0 0
/6(7") / Hrfkfl/2+5/2X(,,,’ c, E)HLoodC+ gﬂ/ Hr7k71/2+5/2A(,r,, c, E)HLoodC
—Rs —Rs

~ 1/2-5/2 r1/2—6/2

B(r) s
< P\ 5/16
NOFF TR spE

while if » > 1, since u(r) ~ r~2 as r — oo, we use (D.51) and (D.52) to deduce that

Br) sy [0 1X(r,c0)] 516 B(r) 0 |A(r, ¢, €)
J5(t,r) S —=—=L—e7% R de 4 &0/ de
3 T—k+1+674 _Rs |C|1—6/32 T*k+1+574 Ry ‘U(T)|5/8|C|1_6/16

- B(r)e—8/32 /0 [7*=1/2=8/2 X (r, ¢, €) || oo ot B(r)ed/s /0 |rE=1/2=8/2 A(r, ¢, €) || Lo "
S TEN |c|1-9/32 r=T/2+8/4 | L |c|1-0/16
Se.FF. %56/32-
Hence,
195 (@) 22 Skp.s €%,
which concludes the proof. O
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D.5 Vanishing of higher derivatives

The aim of this section is to prove analogous results to those of Propositions D.5- D.6.

Proposition D.7. Let § be fixed sufficiently small, and let j € {1,...,k}. Then
. J pe . 3 J fe . =
tim [0, () s, + lim 9,7 £2(¢) 13, ] = .
foreveryt > 0.

The proof is based on the iteration scheme laid out in Lemma 2.8, and appropriately choosing v € (0, 2k) in
Theorem D.1, depending on the derivative index j and the small parameter §. We illustrate the proof only in one case
to handle higher derivatives of fg, for k = 2 and j = 1, 2. As in (2.28), we have

] u(0)+1 ) r
e [M(ru’(r)acv (22v e+ o - ()
_ ui(r) _10 T (ru’(r)ﬁg)j <ﬁ\([:)Y(r, c—ie)xs(e)(1 — XI(%))) ] de. (D.53)

D.5.1 Proofforjc {1,...,k—1}

Arguing as in the proof of Proposition D.6 and taking 7 = 1, an important term to bound (somewhat analogous to
(D.44)) reads as

JE(t,r) = m /u 7:?)“ eik(u(r)=c)t {Ma@((r, c,e) + M] de|. (D.54)
According to Lemma 2.8, we have
RAY, 06X = ff)? — <ultr) 0, F(r) — B(r)dcY (r,c — ie) — 5 :EZ; Y(r,c— ie) (D.55)
- zw[zf(r) — )Y (r,c — ie)]) (D.56)
1o ),
+ o (@) 0,X + 2% W/ () + 1" (1)) X (D.58)
and
RAY_JgY =— cl+ — ((2“{5&’?)(5) - 5:83) Y+ ﬁarF(r) - 2%1?(@) (D.59)
+ Oy (%) 9,Y + 2% (W' (r) + ru’ () Y — 2(;‘(%21? (r) + O F.(r).  (D.60)

Next, we show that the terms in (D.58) and (D.60) are bounded in the norm ||72 - || 12 _ as they correspond to the term
Y

F, . in Theorem D.1. The terms containing F, are harmless, since they are compactly supported away from r = 0.

As for the other terms, notice that from Lemma 6.2, we have

(u'(r) +ru"(r)) rt r—=0, ( 1 > r3 r =0,
3w (r))? 1, r — 00, T\ (r) T, T — 00.
Thus, we can choose v = 2 + v’ € (0, 2k), deduce that

2

o (s ) o + 20l W) o Y]

) )P

SolroYllze  +IVIZe (D61

2
LY aay
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and
2

2 [aw <ub)) 0,X + zm (W () + " () X}

To control the terms in (D.57) and (D.59), we note Lemma 6.2,

2u”(7")ﬂ(r) B'(r) N {7"_2, r— 0, u’(r) N {7“_2, r— 0, 1 N {T_l, r — 0,
2

So lronXlie  + 11X - (D62)

2
By

(W(r)? r7h o r—oo, (W) % r—oo, w(r) |r% r = 00.
The point is that these coefficient are less singular at the origin by a power of 7~2, and therefore all the norms appearing
in Theorem D.1 for F, are finite even without a gain of r? at the origin, upon choosing again v = 2+~ In the specific
case when ¢ € (u(0),u(0) + 1), we use (D.5) to have

[ (08 BN ) |
o (G~ 23) ¥ + P~ e )
g P 1 R e R [ L 063
and
o (LU (r)B(r)  B'(r) ’ 2 2
<7'> <2 (’U/(T))2 - U/(’I")) X L;2+Aﬂ . Sﬁ ||T8TXHL§/T—Y’ + ”XHL;—Y/. (D64)

Lastly, the terms in (D.56) are treated as in (D.47). Accordingly, using (D.62) we obtain the bounds

Y (-, c — ic) 2

H min{rk+1/2-2-7" T—k+1/2+2+7/} .

SIO VIR, | +IYIZs | +I02roFIR: -+ FI3:

’

F1106Y (e —ie)l2a [0, 06Y (- c — ie)||2
- Y, 247 Y2+

~!

and
8GX('aC7E) ? 2 2
| ey | 10X el + 000X (el
5/4
€
< F3 ., 2P0, F||3 . + Y13 + 10cY I3, 0. X ||? X|2
S T0) = )2 FIS o + ()20 FIIS A + 1Y 115 + 106V 1S, ] + [Ir Izz , + X%,
(D.65)
which, using (D.47) and (D.48), they imply that
9cY (-, ¢ —ig) 2 2 N
Hmin{’f’kJrl/z27/,7”k+1/2+2+71} . + ||aGY(7C— ZE)”L?’,Q-%—’Y' + ||T8T8GY("C_ ZE)HL%”Q_'_ ’
S0 FIZ:  +10)FI3:
and
aGX(',C,E) 2 2 2
Hmin{rk+1/22v’,rk+1/2+2+7’} Loo 196X (e, E)”Li,zw + ||T8T8GX("C’E)HL3/,2+M
< IR, + 00 (D.66)
~ |u(0) _0‘5/4 Yoy re Yyl :

Similarly, by essentially arguing that A(-,c,e) = X (-, ¢,€) + 2Y (-, ¢ — i), we obtain
IcA(:¢.¢) 2
min{rk+1/2-2=9" p—k+1/24249"}

+106AC e o)3e  +rd0cAC co)lre
Y, 24+~ Y, 2+~

Lo
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<

~

()20, Fl3y  + 1) F I3

Y,y

2 2

Now, going back to (D.54) and noticing that ru/(r) ~ 7 as r — 0 and ru/(r) ~ r~2 as r — o0, and collecting all
the estimates above, we complete the proof of Proposition D.7 in the case j = 1 by choosing v' = §/4.

It is worth mentioning that the proof for £ > 5 > 1 is analogous: the main idea is to use Lemma 6.2, combined
with the choice v = 2j + § < 2k. Clearly this imposes the constraint j < k — 1, which is why the case j = k is
treated differently below.

D.5.2 Proof for j =k

We now deal with the case j = k. For the sake of simplicity, we consider the case k = 2; the others are analogous.
We begin from (D.53) with j = 1 and take an additional 0, derivative, but in this case we do not exploit the ¢
derivative. Let us only deal with the term containing X, namely

O fEx (t7) = 5 /R Gikur) =t (u(;;(i)c)‘zi 7 (1) (ﬁ \(/?)qr, c, e)) (1= xo(e))de.

Then

(00 5 x (1) = o2 [ bt (u((f)” . )+u< 6 (XD 050,90 ) vt = e

L[ iktu(r—ont e — (u(r) — ¢)? )20 (5(7‘)

T omi Je COEr

L eik(u(r)—c)t U(T) —C ru B
+ 27ri/R (u(r) —c)2 +¢2 r(w(r) +ru(r) 96 (
X(

1 ik(u(r)—c)t U(T)—C 2.1 (’I")
7'/]Re k(u(r)—c) WT u (T)araG ( \/; T, C E)) ( )(1 — X](Tc))d

We show how to deal with the four terms above, when all the derivatives land on X, in the case when ¢ € (u(0), u(0)+
1) and r < 1, when using the appropriate weight (1.10b). For the first term, we bound it using (D.66) and

kt uO+t kt w0+ 196X (r,¢,¢)]
M = < " 319GANL &)1
ey /u((J) r’u (T)ﬁ|8GX(T7C’€)‘dCN yERry /u(o) L S YPRr de

okt O oaX(re o)
~ p1/2-5/2 © rk4+1/2—2-6/2

X(r,c,e ) () (1 — xi(re))de

%

(ryc,e ) Xo(€)(1 = x1(re))de
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The second term is similar, only slightly more delicate. It suffices to bound the following, using (D.66) once more:
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The next term is treated similarly, using that
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Lastly, we have
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Hence, to bound this last term we need a proper estimate L>° on r0,.0gX. By Sobolev embeddings and the fact that
(rd.)? = r20,y + 10, this follows from a proper L? bound on r29,... Referring to (D.56)-(D.58), we have that

2 1 2 B(r)r? 2
070X = — | - —k° )| 0¢ X — —————0¢X +r° [(D.56) + (D.57) + (D.58)] . (D.68)
4 u(r) —c—ie

Since for ¢ € (u(0),u(0) + 1) we have 72 < \/(u(r) — ¢)? + 2 if r < 1, we use Lemma 2.1 to deduce that

By 2
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Now, in view of (D.62), (D.64) and (D.66), we end up with the higher order estimate

10,06 X (- c,e) ? 2 ) >
Hmin{’l"kJr1/227/,Tk+1/2+2+7/} oo + ||T8T6GX(.)C7E)HL§,,2+’Y,+ H(ra'r‘) 8C;)(('7C7 €)HL§’,2+~H
g®/4 27012 2 2
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Going back to (D.67) we now set ' = 24 /7 as in the other terms. Arguing in a similar manner for r > 1, we deduce
that

1r0,)2f5 x (8,7 2, Soe €4,

which is what we wanted. The treatment of all the other cases is similar, following the ideas of Propositions D.5 and
D.6. The proof of Proposition D.7 is therefore concluded.
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