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Correction of proof for Theorem 4.3.

Theorem 4.3 Let the initialization u° be sufficiently close to the solution
@ of P. Then the iterates u* of Algorithm 1 converge superlinearly to @ in
L%(Q). Moreover, the corresponding states y* converge superlinearly to
in H} ().

Proof To apply Theorem 4.1, it remains to show that the generalized
derivative (4.7) is invertible and that the norms of the inverse linear map-
pings are bounded. Define J := J_UJ,, and for § C Qand v € L?(Q) the re-
striction operator Es : L?(Q2) — L*(8) by Eg(v) := v|s. The corresponding
adjoint opeator is the extension-by-zero operator Ef : L*(8) — L*(2). To
show that G(u) has a bounded inverse, we assume for arbitrary w € L?*(Q)
that G(u)(v) = w. From the explicit form (4.7), one immediately obtains
that Eq\ v = Eq\gw. Thus, vy := Equ € L*(J) satisfies

o ' EsAT* AT B vy 4 vy = Byw — a_lEgA_*A_lE;;\jEQ\gw. (%)
We now define the new scalar product (-, -) on J by

(v1,v9) := (v1,v2) 7 + a Y (AT Ejvy, A Efvg)q,
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for vy, vy € L%(J). Clearly, (-, -) satisfies

(vi,v1) > (v1,v1)7,

that is, the product (-, -) is coercive with constant 1 independently from J.
Using the Lax-Milgram lemma, one finds that (x) admits a unique solution
vy € L?(J). Moreover, this solution satisfies

lvall z2(5) < Cllwllz2(q)
with a constant C' > 0 independent from J and thus from . This proves
the boundedness of G(u)~! for all u € L?*(92), which ends the proof. O
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