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#### Abstract

We show that if the Gauss Image Measure of submeasure $\lambda$ via convex body $K$ agrees with the Gauss Image Measure of $\lambda$ via convex body $L$, then the radial Gauss Image maps of their duals, $\boldsymbol{\alpha}_{K^{*}}$ and $\boldsymbol{\alpha}_{L^{*}}$, are equal to each other almost everywhere as multivalued maps with respect to $\lambda$. As an application of this result, we establish that, in this case, dual bodies, $K^{*}$ and $L^{*}$, are equal up to a dilation on each rectifiable path connected component of the support of $\lambda$. Additionally, we provide many previously unknown properties of the radial Gauss Image map, most notably its variational Lipschitz behavior, establish some measure theory concepts for multivalued maps and, as a supplement, show how the main uniqueness statement neatly follows from the Hopf Theorem under additional smooth assumptions on $K$ and $L$.
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## 1. Introduction

The history of the Gauss Image Problem originates with the paper of Aleksandrov who first wondered whether there exists a convex body (or a polytope) with prescribed Aleksandrov's integral curvature (or prescribed values of exterior angles). Aleksandrov solved this problem completely by providing necessary and sufficient existence conditions on the Aleksandrov's integral curvature (or values of exterior angles) as well as showing that the solution is unique up to scaling. Later, K. J. Böröczky, E. Lutwak, D. Yang, G. Y. Zhang and Y. M. Zhao in [8] introduced a measure-theoretic generalization of the Aleksandrov problem involving the Gauss Image Measure. Formally speaking, given any submeasure $\lambda$ and a convex body $K$, the Gauss Image Measure $\lambda(K, \cdot)$ is a pullback of submeasure $\lambda$ under the radial Gauss Image map $\boldsymbol{\alpha}_{K}$, which is a composition of the usual Gauss map of the convex body $K$ with a radial map of $K$. There are, in fact, many measures associated with convex bodies which turn out to be the Gauss Image Measure for different submeasurers $\lambda$. The integral curvature defined by Aleksandrov [3], surface are measures of Aleksandrov-Fenchel-Jessen [2] and, more recently, the dual curvature measures [15], are all the Gauss Image measures. In the attempt to classify these type of measure the following problem was introduced in [8]:
The Gauss Image problem Suppose $\lambda$ is a submeasure defined on the Lebesgue measurable subsets of $S^{n-1}$ and $\mu$ is a Borel measure on $S^{n-1}$. What are necessary and sufficient conditions on $\lambda$ and $\mu$, so that there exists a convex body $K$ with origin in its interior such that

$$
\begin{equation*}
\mu=\lambda(K, \cdot) ? \tag{1.1}
\end{equation*}
$$

If such a convex body exists, to what extent is it unique?
Many people have established relevant results for this problem. Let us start with mentioning a series of papers by Aleksandrov who solved the problem for uniform Lebesgue measure $\lambda$, see [1] and [3]. Different proofs were given by Oliker [22] and Bertrand [7]. The $L_{p}$ analogues of the Aleksandrov problem (The $L_{p}$ Gauss Image Problem with $\lambda$ uniform Lebesgue measure) were considered by Huang, Lutwak, Yang and Zhang in [14], by Mui in [18], and by Zhao in [30]. The $L^{p}$ analog of the Gauss Image Problem was considered in [29] by C. Wu, D. Wu, and N. Xiang and in [5] by L. Chen, D. Wu and N. Xiang.

While there are many results on generalizations of the Gauss Image Problem (or its more restricted case, the Aleksandrov Problem) to the $L_{p}$ setting, the original version of the Gauss Image Problem is still not fully resolved. The absolutely continuous case of this problem was addressed in [8]. There, K.J. Böröczky, E. Lutwak, D. Yang, G. Y. Zhang and Y. M. Zhao introduced the simple geometric condition on measures $\mu$ and $\lambda$ called the Aleksandrov relation of $\mu$ and $\lambda$ that was shown to be a sufficient condition for the existence of the body $K$ under absolutely continuous assumption for $\lambda$. Moreover, they established that if $\lambda$ is assumed to be absolutely continuous and strictly positive on open sets, the Aleksandrov relation is a necessary assumption and the solution is unique up to a dilation.

On the opposite side, the fully discrete version of the Gauss Image Problem was addressed by V. Semenov in [26], who introduced the weak Aleksandrov relation, a necessary assumption for the Gauss Image Problem. There, it was found that the existence of the body corresponds to the uniqueness of the function maximizing the Assignment functional over the finite set of, what is called, the Assignment functions, which parametrize all possible assignments of weights $\lambda$ to weights $\mu$ for discrete measures $\mu$ and $\lambda$. Then, the existence of solution was obtained for $\mu$ and $\lambda$ satisfying the geometric Edge-normal loop free condition. It turned
out, that for discrete measure the solution body is always non-unique if exists; yet, fixing $\mu$ and $\lambda$, if $K$ and $L$ are solutions, then their corresponding assignment functions are the same. This turned out to be a proper restatement of the uniqueness question for the discrete Gauss Image Problem.

In the attempt to relax results of [8] to the weak Aleksandrov relation, the existence of the solution to the Gauss Image Problem under weak Aleksandrov relation, $\mu$ discrete and $\lambda$ absolutely continuous was obtained by V. Semenov in [25]. The question of whether there exists a body $K$, solving $\mu=\lambda(K, \cdot)$ with $\lambda$ absolutely continuous and weak Aleksandrov relation between $\mu$ and $\lambda$ is still open and can be considered the most important unsolved question with regards to the Gauss Image Problem.

Before we proceed to the main statements of this work, let us also briefly mention works related to the regularity of the Gauss Image Problem. The regularity of the original Aleksandrov Problem was investigated by P. Guan and Y. Li in [13] and V. Oliker in [20] and [21]. The recent result of Q. Li, W. Sheng and X. Wang can be found to be also related to the Gauss Image Problem [17]. Finally, for a more general viewpoint on regularity, one should consult works of L. Caffarelli [4]; S.-Y. Cheng and S.-T. Yau [6]; and N. S. Trudinger and X.-J. Wang [27].

In this work, we would like to address the uniqueness question of the Gauss Image Problem in its most general setting. As shown in [26] when measures $\mu$ and $\lambda$ are discrete the solution body is not unique. Nevertheless, it turns out that one can obtain a uniqueness statement for their inverse radial Gauss Image Maps. The following is the main result of the paper. Here, $\mathcal{K}_{o}^{n}$ denotes the set of convex sets in $\mathbb{R}^{n}$ that contain 0 in the interior. $K^{*}$ is the dual body of $K$. By $\boldsymbol{\alpha}_{K^{*}}$ and $\boldsymbol{\alpha}_{L^{*}}$ we denote the radial Gauss Image maps of bodies $K^{*}$ and $L^{*}$. Note that submeasure is a measure where we relax countable additivity to countable subadditivity, see Definition 4.1.

Theorem 1.1. Let $K, L \in \mathcal{K}_{o}^{n}$. Suppose $\lambda(K, \cdot)$ and $\lambda(L, \cdot)$ are finite Borel measures for a spherical submeasure $\lambda$, defined on the Lebesgue measurable subsets of $S^{n-1}$. Then, $\lambda(K, \cdot)=$ $\lambda(L, \cdot)$ if and only if $\boldsymbol{\alpha}_{K^{*}}$ and $\boldsymbol{\alpha}_{L^{*}}$ are equal almost everywhere as multivalued maps with respect to submeasure $\lambda$.

Since $\boldsymbol{\alpha}_{K^{*}}$ and $\boldsymbol{\alpha}_{L^{*}}$ are multivalued valued maps, one has to be careful about the definition of multivalued maps being equal almost everywhere. We address this issue in Section 4. The proper reformulation of Theorem 1.1 is that $\lambda(K, \cdot)=\lambda(L, \cdot)$ if and only if $\forall \omega \subset S^{n-1}$ Borel sets $\lambda\left(\boldsymbol{\alpha}_{K}(\omega) \triangle \boldsymbol{\alpha}_{L}(\omega)\right)=0$, where $\triangle$ denotes the symmetric difference between two sets. Another way to state Theorem 1.1 is the following:

$$
\begin{gather*}
\forall \omega \text { Borel sets } \lambda\left(\boldsymbol{\alpha}_{K}(\omega)\right)=\lambda\left(\boldsymbol{\alpha}_{L}(\omega)\right) . \\
\Leftrightarrow  \tag{1.2}\\
\forall \omega \text { Borel sets } \boldsymbol{\alpha}_{K}(\omega)=\boldsymbol{\alpha}_{L}(\omega) \text { up to a } \lambda \text { measure zero set. }
\end{gather*}
$$

One can easily see, that this is quite special behavior of the radial Gauss Image maps. For example, equation (1.2) doesn't hold if one considers different rotations of the sphere instead of $\boldsymbol{\alpha}_{K}$ and $\boldsymbol{\alpha}_{L}$, for uniform measure $\lambda$.

Before we state our next results, with a more familiar geometric interpretation, let us address the importance of the proof behind Theorem 1.1. Our approach to Theorem 1.1 was to first analyze the uniqueness question under the additional smooth assumptions on
$K$ and $L$. With a non-trivial argument, we managed to reduce the study of the uniqueness of the Gauss Image Problem to the investigation of images of Borel sets under the radial Gauss Image maps of the harmonic mean variation for bodies $K$ and $L$, see Definition 3.3 and Lemma 5.6. It turned out, that if $K$ and $L$ are $C^{1}$ strictly convex bodies, this study essentially reduces to a proper application of the Hopf Theorem, which establishes Theorem 1.1.

However, when dropping $C^{1}$ strictly convex assumption, the radial Gauss Image Map suddenly becomes multi-valued, which greatly complicates the application of the differential topological tools to the problem. Yet, we managed to mimic the application of the Hopf Theorem by establishing Lipschitz behavior of the mentioned, harmonic mean variation, for the Hausdorff distance between sets on the sphere, see Proposition 3.7. The established techniques and ideas seem very important, as they provide a way to apply differential topological results to the setting with very little regularity. They are especially important if the objects are not necessarily continuous in a regular sense and maps are multivalued which, for instance, often happens when working with normals of surfaces of less than $C^{1}$ regularity.

Let us also mention that Theorem 1.1 combined with a continuity of the radial Gauss Image Map, the Proposition 3.1, implies the following continuity result for simultaneous normals of bodies $K$ and $L$. Here, $u_{\delta}$ and $\boldsymbol{\alpha}_{K^{*}, L^{*}}(u)_{\varepsilon}$ stands for the outer parallel sets of respectively $u$ and $\boldsymbol{\alpha}_{K^{*}, L^{*}}(u)$, that is their fattening by $\delta$ and $\varepsilon$. See (2.14) for the formal definitions. The $\operatorname{spt} \lambda$ denotes the support of submeasure $\lambda$, see Definition 6.1.

Theorem 1.2. Let $K, L \in \mathcal{K}_{o}^{n}$. Suppose $\lambda(K, \cdot)=\lambda(L, \cdot)$ are finite Borel measures for a spherical Lebesgue submeasure $\lambda$. Then, given $u \in \operatorname{spt} \lambda$,

$$
\begin{equation*}
\boldsymbol{\alpha}_{K^{*}, L^{*}}(u):=\boldsymbol{\alpha}_{K^{*}}(u) \cap \boldsymbol{\alpha}_{L^{*}}(u) \neq \varnothing \tag{1.3}
\end{equation*}
$$

In particular, $\boldsymbol{\alpha}_{K^{*}, L^{*}}$ defined on $\operatorname{spt} \lambda$ is a continuous map. That is, for any $\varepsilon>0$ there exist $\delta>0$ such that for any $u \in \operatorname{spt} \lambda$

$$
\begin{equation*}
\boldsymbol{\alpha}_{K^{*}, L^{*}}\left(u_{\delta}\right) \subset \boldsymbol{\alpha}_{K^{*}, L^{*}}(u)_{\varepsilon} . \tag{1.4}
\end{equation*}
$$

In particular, one can view this as a very similar statement to the equality of $\boldsymbol{\alpha}_{K^{*}}$ and $\boldsymbol{\alpha}_{L^{*}}$. To see this, consider two convex functions $f$ and $g$ on the real line. Let $\partial f$ and $\partial g$ be their subdifferential maps (subderivative) and suppose for any $x \in \mathbb{R}$ we have $\partial f(x) \cap \partial g(x) \neq \varnothing$. Then, $f$ is equal to $g$ up to a constant. This is essentially as saying that the integral of the right derivative of a convex function has to agree with the integral of the left derivative of a convex function. While there is no reference to this result one can look at Corollary 24.2.1 in [23]. In particular, this implies that $\partial f(x)=\partial g(x)$ for all $x \in \mathbb{R}$. To see the similarity, one should view the inverse Gauss Image maps of bodies $K$ and $L$ as the gradient of the support functions of convex bodies $K$ and $L$.

Note that, for any convex bodies $K$ and $L, \boldsymbol{\alpha}_{K}$ and $\boldsymbol{\alpha}_{L}$ are singular valued outside of the Lebesgue measure zero set. Thus, if $\operatorname{spt} \lambda=S^{n-1}$, then outside of the Lebesgue measure zero set $\boldsymbol{\alpha}_{K^{*}}(u) \cap \boldsymbol{\alpha}_{L^{*}}(u) \neq \varnothing$ implies $\boldsymbol{\alpha}_{K^{*}}(u)=\boldsymbol{\alpha}_{L^{*}}(u)$, which immediately establishes that $K$ is equal to $L$ up to scaling. This is exactly the uniqueness result established in [8] and in the works of Aleksandrov [1], [2], [3].

In less formal language, Theorems 1.1 and Theorem 1.3 claim that if $\lambda(K, \cdot)=\lambda(L, \cdot)$ then bodies are "equal" (up to scaling) on parts where sets of normals have positive measure and we can make any deformations to bodies at the boundaries where normals have measure zero. The formal statement for this intuition is in the next Theorem. Here, by spt $\lambda$ we
denote the usual support of submeasure $\lambda$, see Definition 6.1. For the formal definition of rectifiable path connected set see Definition 6.3.

Theorem 1.3. Let $K, L \in \mathcal{K}_{o}^{n}$. Suppose $\lambda(K, \cdot)=\lambda(L, \cdot)$ are finite Borel measures for a spherical submeasure $\lambda$, defined on the Lebesgue measurable subsets of $S^{n-1}$. Then on each rectifiable path connected component $D \subset \operatorname{spt} \lambda, K^{*}$ and $L^{*}$ are are equal up to a dilation. Alternatively, for each $v_{1}, v_{2} \in D$ we have

$$
\begin{equation*}
\frac{h_{K}\left(v_{1}\right)}{h_{L}\left(v_{1}\right)}=\frac{h_{K}\left(v_{2}\right)}{h_{L}\left(v_{2}\right)}, \tag{1.5}
\end{equation*}
$$

where by $h_{K}$ and $h_{L}$ we denote the support functions of $K$ and $L$.
Remark. In particular, one can think about this in terms of tangential bodies. We also note that any connected open set on $S^{n-1}$ is automatically rectifiable path connected.

As already mentioned, if $\lambda$ is positive on open sets, Theorem 1.3 implies the uniqueness (up to dilation) of the solution for the Gauss Image Problem obtained in [8] as well as the uniqueness (up to dilation) for the Aleksandrov's Problem. This also justifies the intuitive claim about separately scaling parts in [25], see section 1, and implies the uniqueness of the assignment functional, see Proposition 5.3 in [26].

The natural question for Theorem 1.3 is whether the same result can hold just for any connected set $D \subset \operatorname{spt} \lambda$ without the need for rectifiable path connectedness. The problem here lies in the possible pathological behavior of support of $\lambda$, which might have a fractal nature. As an illustration of similar behavior, consider intricate Whitney's example of a $C^{1}$ function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ with $\nabla f=0$ on a path connected set $D \subset \mathbb{R}^{2}$ such that $f$ is not constant on $D$. See [28] for details. We address this issue and other complications in the beginning of Section 6. It would be very interesting to see if something like this can happen for the radial Gauss Image map. That is, can one construct a measure $\lambda$ supported on a connected set $D$, such that $K^{*}$ is not a dilate of $L^{*}$ on $D$.

To conclude the introduction, let us quickly comment on the next chapters. Our main result of Section 3 is variational Lipschitz continuity of the radial Gauss Image, Proposition 3.7, which is the main ingredient in the mentioned mimic of the Hopf Theorem. In Section 4 we establish measure-theoretic notions for multivalued maps, and, in particular, talk about the different examples of possible definitions for almost everywhere equivalence of multivalued maps. We prove Theorem 1.1 in Section 5 . The proof for general bodies versus $C^{1}$ strictly convex bodies differs by usages of Lemma 5.7 instead of Lemma 5.6. The Lemma 5.6 uses Hopf Theorem and the Lemma 5.7 relies on the variational Lipschitz result, Proposition 3.7, from Section 3. In particular, the reader who is only interested in $C^{1}$ strictly convex result can skip the Sections 3 and 4 and address them only if needed. In Section 6, we turn to applications of Theorem 1.1 and obtain Theorem 1.2 and Theorem 1.3.

## 2. Preliminaries

By $S^{n-1}$ we denote the unit sphere centered at 0 in $\mathbb{R}^{n}$. We denote $\mathcal{K}^{n}$ to be the set of convex bodies in $\mathbb{R}^{n}$ (compact, convex subsets with nonempty interior in $\mathbb{R}^{n}$ ). We denote $\mathcal{K}_{o}^{n} \subset \mathcal{K}^{n}$ to be those convex bodies that contain the origin in their interiors. If $\partial$ stands next to the set (as $\partial K$ ) it denotes the topological boundary of the set. If $\partial$ stands next to a convex function (as $\partial f$ ) it denotes the subdifferential. Given two set $A, B$ By $A \triangle B$ we
denote their symmetric difference:

$$
\begin{equation*}
A \triangle B:=A \backslash B \cup B \backslash A \tag{2.1}
\end{equation*}
$$

Given $K \in \mathcal{K}_{o}^{n}$, let $x \in \partial K$ be a boundary point. The normal cone at $x$ is defined by

$$
\begin{equation*}
N(K, x)=\left\{v \in S^{n-1}:(y-x) \cdot v \leq 0 \text { for all } y \in K\right\} \tag{2.2}
\end{equation*}
$$

The radial map $r_{K}: S^{n-1} \rightarrow \partial K$ of $K$ is defined for $u \in S^{n-1}$ by $r_{K}(u)=r u \in \partial K$, where $r>0$. For $\omega \subset S^{n-1}$, the radial Gauss image of $\omega$ is defined by

$$
\begin{equation*}
\boldsymbol{\alpha}_{K}(\omega)=\bigcup_{x \in r_{K}(\omega)} N(K, x) \subset S^{n-1} \tag{2.3}
\end{equation*}
$$

The radial Gauss image $\boldsymbol{\alpha}_{K}$ maps sets of $S^{n-1}$ to sets of $S^{n-1}$. Outside of a spherical Lebesgue measure zero set, the multivalued map $\boldsymbol{\alpha}_{K}$ is singular valued. It is known that $\boldsymbol{\alpha}_{K}$ maps Borel measurable sets to Lebesgue measurable sets, closed sets into closed sets. See [24] for both of these results. We denote the restriction of $\boldsymbol{\alpha}_{K}$ to the corresponding singular valued map by $\alpha_{K}$. For more details, see [8].

Suppose $\lambda$ is a submeasure on $S^{n-1}$ (see Definition 4.1) defined on spherical Lebesgue measurable sets and $K \in \mathcal{K}_{o}^{n}$. Then $\lambda(K, \cdot)$, the Gauss image measure of $\lambda$ via $K$, is a submeasure defined as the pullback of $\lambda$ via the map $\boldsymbol{\alpha}_{K}$. That is, for each Borel $\omega \subset S^{n-1}$ we set

$$
\begin{equation*}
\lambda(K, \omega):=\lambda\left(\boldsymbol{\alpha}_{K}(\omega)\right) . \tag{2.4}
\end{equation*}
$$

We will say that $\mu$ is a Borel (Lebesgue) measure (or submeasure) if it is a measure (or submeasure) defined on Borel (Lebesgue) sets of $S^{n-1}$. In general, given a Lebesgue measure $\lambda$ and $K \in \mathcal{K}_{o}^{n}$ it might happen that $\lambda(K, \cdot)$ is not a measure. For example, see [26]. If $\lambda$ is absolutely continuous, $\lambda(K, \cdot)$ is always a Borel measure [8].

The radial function $\rho_{K}: S^{n-1} \rightarrow \mathbb{R}$ is defined by:

$$
\begin{equation*}
\rho_{K}(u)=\max \{a: a u \in K\} . \tag{2.5}
\end{equation*}
$$

In this case, $r_{K}(u)=\rho_{K}(u) u$. The support function is defined by

$$
\begin{equation*}
h_{K}(x)=\max \{x \cdot y: y \in K\} . \tag{2.6}
\end{equation*}
$$

For $K \in \mathcal{K}_{o}^{n}$, we define its polar body $K^{*}$ to be a convex body with support function $h_{K^{*}}:=$ $\frac{1}{\rho_{K}}$. We denote by $r_{K}$ the radius of the largest ball contained in $K$ centered at $o$. Similarly, denote $R_{K}$ to be the radius of the smallest ball containing $K$ centered at o. Clearly, $r_{K} \leq R_{K}$. The support hyperplane to $K$ with outer unit normal $v \in S^{n-1}$ is defined by

$$
\begin{equation*}
H_{K}(v)=\left\{x: x \cdot v=h_{K}(v)\right\} . \tag{2.7}
\end{equation*}
$$

We will use the following notation for hyperplanes and half-spaces

$$
\begin{align*}
H^{-}(\alpha, v) & :=\{x: x \cdot v \leq \alpha\} \\
H^{+}(\alpha, v) & :=\{x: x \cdot v \geq \alpha\}  \tag{2.8}\\
H(\alpha, v) & :=\{x: x \cdot v=\alpha\} .
\end{align*}
$$

By $F(K, v)$ we denote the facet of $K$ in the direction of $v$. That is,

$$
\begin{equation*}
F(K, v):=H_{K}(v) \cap K \tag{2.9}
\end{equation*}
$$

We define the the reverse radial Gauss Image Map of $\omega \subset S^{n-1}$ as

$$
\begin{equation*}
\boldsymbol{\alpha}_{K}^{*}(\omega)=\left\{r_{K}^{-1}(x) \mid x \in \partial K \text { and } x \in H_{K}(v) \text { for some } v \in \omega\right\} \tag{2.10}
\end{equation*}
$$

It is shown in [15], that if $K \in \mathcal{K}_{o}^{n}$ then for any $\omega \subset S^{n-1}, \boldsymbol{\alpha}_{K}^{*}(\omega)=\boldsymbol{\alpha}_{K^{*}}(\omega)$. We will use this fact without mentioning it.

For $\omega \subset S^{n-1}$, define cone $\omega$ as the cone that $\omega$ generates, as

$$
\begin{equation*}
\operatorname{cone} \omega=\{t u: t \geq 0 \text { and } u \in \omega\} \tag{2.11}
\end{equation*}
$$

and define $\hat{\omega}$ to be the restricted cone that $\omega$ generates, as

$$
\begin{equation*}
\hat{\omega}=\{t u: 0 \leq t \leq 1 \text { and } u \in \omega\} . \tag{2.12}
\end{equation*}
$$

We say that $\omega \subset S^{n-1}$ is spherically convex, if the cone that $\omega$ generates is a nonempty, proper, convex subset of $\mathbb{R}^{n}$. Therefore, a spherically convex set in $S^{n-1}$ is nonempty and always contained in a closed hemisphere of $S^{n-1}$. We say that $\omega \subset S^{n-1}$ is spherically convex body if it is spherically convex set with nonempty interior. Given $\omega \subset S^{n-1}$ contained in a closed hemisphere, the polar set $\omega^{*}$ is defined by:

$$
\begin{equation*}
\omega^{*}=\bigcap_{u \in \omega}\left\{v \in S^{n-1}: u \cdot v \leq 0\right\} \tag{2.13}
\end{equation*}
$$

We note that the polar set is always convex. If $\omega \subset S^{n-1}$ is a closed set, we define its outer parallel set $\omega_{\alpha}$ to be

$$
\begin{equation*}
\omega_{\alpha}=\bigcup_{u \in \omega}\left\{v \in S^{n-1}: u \cdot v>\cos \alpha\right\} . \tag{2.14}
\end{equation*}
$$

By $\bar{\omega}$ we denote the closure of $\omega$ and by $\stackrel{\circ}{\omega}$ its interior.
We define distance $d$ on $S^{n-1}$ to be arc-distance on a sphere. That is, given $u, v \in S^{n-1}$ :

$$
\begin{equation*}
d(u, v)=\|u-v\|_{S^{n-1}}:=\arccos (u v) \tag{2.15}
\end{equation*}
$$

Similarly we define distance between a set $\omega \subset S^{n-1}$ and a point $u \in S^{n-1}$ as:

$$
\begin{equation*}
d(u, \omega):=\inf \{d(u, v) \mid v \in \omega\} \tag{2.16}
\end{equation*}
$$

We define the Hausdorff distance between $\omega_{1}, \omega_{2} \subset S^{n-1}$ to be

$$
\begin{equation*}
d_{H}\left(\omega_{1}, \omega_{2}\right):=\max \left(\sup _{u \in \omega_{1}} d\left(u, \omega_{2}\right), \sup _{u \in \omega_{2}} d\left(\omega_{1}, u\right)\right) \tag{2.17}
\end{equation*}
$$

Any spherical Lebesgue submeasure $\mu$ on $S^{n-1}$ defines a symmetric difference pseudometric $d_{\mu}$ on a collection of Borel sets on a sphere, where the distance from set $A$ to $B$ is $\mu(A \triangle B)$. We denote this metric by:

$$
\begin{equation*}
d_{\mu}(A, B):=\mu(A, B) \tag{2.18}
\end{equation*}
$$

The next two definitions will appear in Section 3. Yet, for the reader's convenience, we copy them here. Given $t \in[0,1]$ we define the harmonic mean of $K, L \in \mathcal{K}_{o}^{n}$ as

$$
\begin{equation*}
K \hat{+}{ }_{t} L:=\left((1-t) K^{*}+t L^{*}\right)^{*} \tag{2.19}
\end{equation*}
$$

By $P: \mathbb{R}^{n} \rightarrow S^{n-1}$ we denote the projection of $\mathbb{R}^{n}$ onto $S^{n-1}$. Given $t \in[0,1]$ we define the mean of spherically convex sets $\omega_{1}, \omega_{2} \in S^{n-1}$ contained in same open hemisphere as:

$$
\begin{equation*}
\omega_{1} \tilde{+}_{t} \omega_{2}:=\left\{P((1-t) u+t v) \mid u \in \omega_{1}, v \in \omega_{2}\right\} \tag{2.20}
\end{equation*}
$$

We use books of Schneider [24], Gruber [12] and Gardner [11] as our references for classical results in convex geometry.

## 3. Properties of the Radial Gauss Image Map

As already mentioned in Section 1, given body $K \in \mathcal{K}_{o}^{n}$, the radial Gauss image $\boldsymbol{\alpha}_{K}$ maps sets of $S^{n-1}$ into sets of $S^{n-1}$ and might be not single-valued. Thus, we need some alternative statement for the continuity of such maps. Recall the continuity of subdifferentials for convex functions: If $f$ is a proper convex function, $x_{i} \rightarrow x$ and for $x_{i}^{\prime} \in \partial f\left(x_{i}\right), x_{i}^{\prime} \rightarrow x^{\prime}$, then $x^{\prime} \in \partial f(x)$. (See [23]). We establish similar continuity properties for the radial Gauss Image map.

Proposition 3.1 (Continuity of the radial Gauss Image Map). Given body $K \in \mathcal{K}_{o}^{n}$, let $u_{i}$ be a sequence of points on $S^{n-1}$ converging to $u \in S^{n-1}$. Let $n_{i}$ be a sequence of points on $S^{n-1}$ such that $n_{i} \in \boldsymbol{\alpha}_{K}\left(u_{i}\right)$. Then

$$
\begin{equation*}
d\left(n_{i}, \boldsymbol{\alpha}_{K}(u)\right) \rightarrow 0 \tag{3.1}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
d_{H}\left(\boldsymbol{\alpha}_{K}\left(u_{\varepsilon}\right), \boldsymbol{\alpha}_{K}(u)\right) \rightarrow 0 \text { as } \varepsilon \rightarrow 0 . \tag{3.2}
\end{equation*}
$$

Remark. This is not true if $d$ is substituted with Hausdorff distance.
Proof. Suppose (3.1) is not true. Then, there exist an $\varepsilon>0$ and a subsequence $n_{i_{j}}$ such that $d\left(n_{i_{j}}, \boldsymbol{\alpha}_{K}(u)\right)>\varepsilon$. For notation simplicity, let's assume that this is the original sequence $n_{i}$. We will obtain a contradiction by constructing a subsequence of $n_{i}$ which converges to $\boldsymbol{\alpha}_{K}(u)$.

First, we note that since $n_{i} \in \boldsymbol{\alpha}_{K}\left(u_{i}\right)$ we have $u_{i} \in \boldsymbol{\alpha}_{K^{*}}\left(n_{i}\right)$. Thus, $r_{K *}\left(n_{i}\right) \in F\left(K^{*}, u_{i}\right)=$ $\partial h\left(K^{*}, u_{i}\right)$, where $\partial h\left(K^{*}, u_{i}\right)$ is the subbdiffrential of $h_{K^{*}}$ at a point $u_{i}$. For the last equality see [24], Theorem 1.7.4. Let $x_{i}:=r_{K^{*}}\left(n_{i}\right) \in \partial K^{*}$. We have that $x_{i} \in \partial h\left(K^{*}, u_{i}\right)$.

Since $\partial K^{*}$ is compact, for $x_{i} \in \partial K^{*}$, there exist subsequence $x_{i_{j}}$ converging to some $x \in$ $\partial K^{*}$. Since $x_{i} \in \partial h\left(K^{*}, u_{i}\right)$ by continuity of subdiffrential we obtain that $x \in \partial h\left(K^{*}, u\right)=$ $F\left(K^{*}, u\right)$ and, thus, $u \in \boldsymbol{\alpha}_{K^{*}}\left(r_{K *}^{-1}(x)\right)$. Therefore, $r_{K *}^{-1}(x) \in \boldsymbol{\alpha}_{K}(u)$. Now, for subsequence $n_{i_{j}}=r_{K *}^{-1}\left(x_{i_{j}}\right)$ since $x_{i_{j}} \rightarrow x$, we obtain $n_{i_{j}} \rightarrow r_{K *}^{-1}(x)$ since the radial map is bi-lipschitz and, thus, we have $d\left(n_{i_{j}}, \boldsymbol{\alpha}_{K}(u)\right) \rightarrow 0$. Since for all $i, d\left(n_{i}, \boldsymbol{\alpha}_{K}(u)\right)>\varepsilon$ we obtain a contradiction.

We established (3.1). Now for the last part, suppose it is not true. Since $u \in u_{\varepsilon}$ there exist $\delta>0$ and a sequence of $\varepsilon_{i}$ such that there exist $n_{i} \in \boldsymbol{\alpha}_{K}\left(u_{\varepsilon_{i}}\right)$ for which $d\left(n_{i}, \boldsymbol{\alpha}_{K}(u)\right)>\delta$. Let $u_{i} \in u_{\varepsilon_{i}}$ be such that $n_{i} \in \boldsymbol{\alpha}_{K}\left(u_{i}\right)$. Since $u_{i} \rightarrow u$, from (3.1) we obtain $d\left(n_{i}, \boldsymbol{\alpha}_{K}(u)\right) \rightarrow 0$ which is contradiction.

Note that for $K \in \mathcal{K}_{o}^{n}$ and a Borel set $\omega \subset S^{n-1}$ we don't necessarily have that $\partial \boldsymbol{\alpha}_{K}(\omega)=$ $\boldsymbol{\alpha}_{K}(\partial \omega)$. For example, take $K$ to be a regular cube and $\omega=\{v\}$ to be a vector $v$ pointing at the vertex of the cube. Then $\partial \boldsymbol{\alpha}_{K}(\omega)=\partial \boldsymbol{\alpha}_{K}(v) \nsubseteq \boldsymbol{\alpha}_{K}(v)=\boldsymbol{\alpha}_{K}(\partial \omega)$. We obtain the following proposition:

Proposition 3.2. For any convex body $K \in \mathcal{K}_{o}^{n}$, and any Borel set $\omega \subset S^{n-1} \partial \boldsymbol{\alpha}_{K}(\omega) \subset$ $\boldsymbol{\alpha}_{K}(\partial \omega)$.

Proof. Suppose $\partial \boldsymbol{\alpha}_{K}(\omega)$ is not empty. Let $n \in \partial \boldsymbol{\alpha}_{K}(\omega)$. Then, there exists a sequence of vectors $n_{i} \in S^{n-1}$ with $n_{i} \notin \boldsymbol{\alpha}_{K}(\omega)$ converging to $n$. Let $u_{i}$ be any sequence such that
$u_{i} \in \boldsymbol{\alpha}_{K}^{-1}\left(n_{i}\right)$. Note $u_{i} \notin \omega$. By compactness, some subsequence of $u_{i}, u_{i_{j}}$ converge to some $u \in S^{n-1}$. Then by continuity of $\boldsymbol{\alpha}_{K}$, Proposition 3.1, we obtain that $n \in \boldsymbol{\alpha}_{K}(u)$, as $\boldsymbol{\alpha}_{K}(u)$ is a closed set. Since $u_{i} \notin \omega$ we have that $u \notin \dot{\omega}$.

Suppose $u \notin \partial \omega$ as otherwise we are done. Similarly, we obtain sequence $u_{i_{j}}^{\prime} \rightarrow u^{\prime}$, where $u_{i_{j}}^{\prime} \in \omega$ and $n \in \boldsymbol{\alpha}_{K}\left(u^{\prime}\right)$. Suppose as well that $u^{\prime} \notin \partial \omega$, as otherwise we are done. Now we have two points $u, u^{\prime}$ sharing the same normal vector $n$ such that $u \in S^{n-1} \backslash \bar{\omega}$ and $u^{\prime} \in \stackrel{\circ}{\omega}$. Since $F(K, n)$ is a convex subset, we obtain that $r_{K}^{-1}(F(K, n))$ is a spherically convex set containing vectors $u, u^{\prime}$. Thus, $n$ is normal to any spherical convex combination of $u$ and $u^{\prime}$. Since $u \in S^{n-1} \backslash \bar{\omega}$ and $u^{\prime} \in \stackrel{\circ}{\omega}$, arc from $u$ to $u^{\prime}$ passes through $\partial \omega$ and, thus, $n \in \boldsymbol{\alpha}_{K}(\partial \omega)$.

We recall the definition of the harmonic mean of two bodies. The definition can be seen
 same open hemisphere for all $t$.

Definition 3.3. Given $t \in[0,1]$ we define the harmonic mean of $K, L \in \mathcal{K}_{o}^{n}$ as

$$
\begin{equation*}
K \hat{+}_{t} L:=\left((1-t) K^{*}+t L^{*}\right)^{*} . \tag{3.3}
\end{equation*}
$$

It turns out that the radial Gauss Image map behaves in a particularly nice way under the harmonic mean variation. In Proposition 3.7 we are going to establish the Lipschitz properties of this variation. Yet, let us mention that these properties are non needed for the proof of Theorem 1.1 if one is willing to restrict the theorem to $C^{1}$ convex bodies with strictly convex duals. If the reader only cares about this case, they can move to the next section immediately.

We define the mean of convex sets contained in the same open hemisphere as follows:
Definition 3.4. Given $t \in[0,1]$ we define the mean of spherically convex sets $\omega_{1}, \omega_{2} \in S^{n-1}$ contained in same open hemisphere as:

$$
\begin{equation*}
\omega_{1} \tilde{+}_{t} \omega_{2}:=\left\{P((1-t) u+t v) \mid u \in \omega_{1}, v \in \omega_{2}\right\} \tag{3.4}
\end{equation*}
$$

where $P: \mathbb{R}^{n} \rightarrow S^{n-1}$ is a projection.
In general for two points $u_{1}, u_{2} \in S^{n-1}$ contained in open hemisphere, $u_{1} \tilde{+}_{t} u_{2}$ is the parametrization of the geodesic segment through $u_{1}$ and $u_{2}$. Note, that this is not arc-length parametrization.

Next, we establish several identities which show that you can think about $\boldsymbol{\alpha}_{K \hat{q}_{t} L}(\omega)$ as a variation from $\boldsymbol{\alpha}_{K}(\omega)$ to $\boldsymbol{\alpha}_{L}(\omega)$ along geodesic segments.

Proposition 3.5. Suppose $K, L \in \mathcal{K}_{o}^{n}$. Let $\omega \subset S^{n-1}$ be a spherically convex set contained in an open hemisphere and let $u$ be a unit vector. Then the following identities hold:
(1) $\left.\boldsymbol{\alpha}_{K \hat{f}_{t} L}(u)=\left\{P\left((1-t) v_{1}+t v_{2}\right)\right) \mid v_{1} \in F\left(K^{*}, u\right), v_{2} \in F\left(L^{*}, u\right)\right\}$
(2) $\boldsymbol{\alpha}_{K \hat{f}_{0} L}(\omega)=\boldsymbol{\alpha}_{K}(\omega) \tilde{+}_{0} \boldsymbol{\alpha}_{L}(\omega)=\boldsymbol{\alpha}_{K}(\omega)$
(3) $\boldsymbol{\alpha}_{K \hat{+}_{1} L}(\omega)=\boldsymbol{\alpha}_{K}(\omega) \tilde{+}_{1} \boldsymbol{\alpha}_{L}(\omega)=\boldsymbol{\alpha}_{L}(\omega)$
(4) $\bigcup_{t \in(0,1)} \boldsymbol{\alpha}_{K \hat{+}_{t} L}(\omega)=\bigcup_{u \in \omega} \bigcup_{t \in(0,1)} \boldsymbol{\alpha}_{K}(u) \tilde{+}_{t} \boldsymbol{\alpha}_{L}(u)$

Remark. While it is tempting to say $\boldsymbol{\alpha}_{K \hat{+}}^{t}$ $(u)=\boldsymbol{\alpha}_{K}(u) \tilde{+}_{t} \boldsymbol{\alpha}_{L}(u)$ for any $t \in[0,1]$, it doesn't hold in general. See (3.7).

Proof. The second and the third identities are immediate from the definitions. Since for any convex bodies $C, D: F(C+D, u)=F(C, u)+F(D, u)$, we obtain the first identity:

$$
\begin{align*}
\boldsymbol{\alpha}_{K \hat{+}_{t} L}(u)=\boldsymbol{\alpha}_{\left(K \hat{+}_{t} L\right)^{*}}^{*}(u) & =\boldsymbol{\alpha}_{(1-t) K^{*}+t L^{*}}^{*}(u) \\
& =P \circ F\left((1-t) K^{*}+t L^{*}, u\right) \\
& =P\left((1-t) F\left(K^{*}, u\right)+t F\left(L^{*}, u\right)\right)  \tag{3.5}\\
& \left.=\left\{P\left((1-t) v_{1}+t v_{2}\right)\right) \mid v_{1} \in F\left(K^{*}, u\right), v_{2} \in F\left(L^{*}, u\right)\right\} .
\end{align*}
$$

For the last one, we note that $\tilde{+}$ and $\hat{+}$ just define different arc-length parameterizations, and therefore images might disagree for some $t$, but they will agree for the union of all $t \in(0,1)$. More formally, from (3.5) we obtain that:

$$
\begin{align*}
\bigcup_{t \in(0,1)} \boldsymbol{\alpha}_{K \hat{+}{ }_{t} L}(\omega) & \left.=\bigcup_{u \in \omega} \bigcup_{t \in(0,1)}\left\{P\left((1-t) v_{1}+t v_{2}\right)\right) \mid v_{1} \in F\left(K^{*}, u\right), v_{2} \in F\left(L^{*}, u\right)\right\} \\
& =\bigcup_{\substack{u \in \omega}} \bigcup_{\substack{v_{1} \in F\left(K^{*}, u\right) \\
v_{2} \in F\left(L^{*}, u\right)}} \bigcup_{t \in(0,1)} P\left((1-t) v_{1}+t v_{2}\right) \tag{3.6}
\end{align*}
$$

Yet, since $\frac{v_{1}}{\left\|v_{1}\right\|}$ and $\frac{v_{1}}{\left\|v_{1}\right\|}$ are contained in the same open hemisphere we have:

$$
\begin{equation*}
\bigcup_{t \in(0,1)} P\left((1-t) v_{1}+t v_{2}\right)=\bigcup_{t \in(0,1)} P\left((1-t) \frac{v_{1}}{\left\|v_{1}\right\|}+t \frac{v_{2}}{\left\|v_{2}\right\|}\right) \tag{3.7}
\end{equation*}
$$

Again, we note that the above is not necessarily true for specific $t$ but it is true for the union of $t \in(0,1)$. Therefore, (3.6) implies that

$$
\begin{equation*}
\bigcup_{t \in(0,1)} \boldsymbol{\alpha}_{K \hat{+}_{t} L}(\omega)=\bigcup_{\substack{u \in \omega \\
v_{\begin{subarray}{c}{\prime} }} \in \boldsymbol{\alpha}_{K^{*}}^{*}(u)} \\
{v_{2}^{\prime} \in \boldsymbol{\alpha}_{L^{*}}(u)}\end{subarray}} \bigcup_{\substack{ \\
\hline}} P\left((0,1)<t(1-t) v_{1}^{\prime}+t v_{2}^{\prime}\right) \tag{3.8}
\end{equation*}
$$

where $v_{1}^{\prime}=\frac{v_{1}}{\left\|v_{1}\right\|}$ and $v_{2}^{\prime}=\frac{v_{2}}{\left\|v_{2}\right\|}$. From the last equation by recalling the definition of $\tilde{+}$ we obtain the third statement.

We are now going to establish Lipschitz properties for $\tilde{+}$ and $\hat{+}$.
Lemma 3.6. Given $v \in S^{n-1}$ and $\alpha>0$, suppose we are given $u_{1}, u_{2}$ not equal to zero such that $\frac{u_{1}}{\left\|u_{1}\right\|}, \frac{u_{2}}{\left\|u_{2}\right\|} \in v_{\frac{\pi}{2}-\alpha}$. Then $g(t):[0,1] \rightarrow P\left((1-t) u_{1}+t u_{2}\right)$ is Lipschitz continuous with respect to distance on the sphere with constant $L=\frac{2}{\sin (\alpha)} \max \left(\frac{\left\|u_{1}\right\|}{\left\|u_{2}\right\|} \|, \frac{\left\|u_{2}\right\|}{\left\|u_{1}\right\|}\right)$. That is,

$$
\begin{equation*}
d\left(g\left(t_{1}\right), g\left(t_{2}\right)\right) \leq L\left\|t_{1}-t_{2}\right\| \tag{3.9}
\end{equation*}
$$

Proof. If $\frac{u_{1}}{\left\|u_{1}\right\|}=\frac{u_{2}}{\left\|u_{2}\right\|}$ then the statement trivially holds as $g(t)$ is constant. Suppose not. Without loss of generality assume that $\left\|u_{1}\right\| \leq\left\|u_{2}\right\|$. Let $O$ be center of coordinates and $v(t):=(1-t) u_{1}+t u_{2}$. Note that $g(t)=P(v(t))$. We consider triangle in $\mathbb{R}^{n}$ with vertices $O$, $u_{1}$ and $v(t)$. Let $\theta$ be an angle opposite to side $[\mathrm{O}, v(t)]$ an $\gamma(t)$ be an angle in this triangle opposite to the side $\left[u_{1}, v(t)\right]$.

Since $u_{1}, u_{2} \in v_{\frac{\pi}{2}-\alpha}$ we have that as $t$ increases from 0 to $1, \gamma$ increases from 0 to some angle $\gamma(1)$ which is less than $\pi-2 \alpha$. Since $\left\|u_{1}\right\| \leq\left\|u_{2}\right\|$ and $\gamma(1)<\pi-2 \alpha$ we obtain that $\theta>\alpha$. Clearly, $\theta<\pi$. We note that $\gamma(t)=d(g(0), g(t))$. We also note that $\left\|u_{1}-v(t)\right\|=t\left\|u_{1}-u_{2}\right\|$.

Now, from the law of sines for the triangle $\left[O, u_{1}, v(t)\right]$ with $0<t \leq 1$ we obtain:

$$
\begin{align*}
\frac{\left\|u_{1}-v(t)\right\|}{\sin (\gamma(t))} & =\frac{\left\|u_{1}\right\|}{\sin (\pi-\theta-\gamma(t))} \Leftrightarrow \\
t\left\|u_{1}-u_{2}\right\| & =\left\|u_{1}\right\| \frac{\sin (\gamma(t))}{\sin (\pi-\theta-\gamma(t))} \Leftrightarrow  \tag{3.10}\\
t\left\|u_{1}-u_{2}\right\| & =\left\|u_{1}\right\| \frac{\sin (\gamma(t))}{\sin (\theta+\gamma(t))}
\end{align*}
$$

Note that the last equation trivially holds for $t=0$, so it holds for all $t \in[0,1]$.
Let $f(t, \gamma):=t\left\|u_{1}-u_{2}\right\|_{\mathbb{R}^{n}}-\left\|u_{1}\right\| \frac{\sin (\gamma)}{\sin (\theta+\gamma)}$. Since $\theta$ and $\gamma(1)$ are two angles in nondegenerate triangle, $0<\gamma(t)+\theta<\pi$ for $t \in[0,1]$, and, hence, $f(t, \gamma)$ is continuously differentiable around $(t, \gamma(t))$ for any $t \in[0,1]$. Moreover for $(t, \gamma(t))$ with $t \in[0,1]$ :

$$
\begin{align*}
\frac{\partial f}{\partial \gamma} & =-\left\|u_{1}\right\| \frac{\cos (\gamma) \sin (\theta+\gamma)+\sin (\gamma) \cos (\theta+\gamma)}{\sin ^{2}(\theta+\gamma)} \\
& =-\left\|u_{1}\right\| \frac{\sin (\theta+\gamma-\gamma)}{\sin ^{2}(\theta+\gamma)}  \tag{3.11}\\
& =-\left\|u_{1}\right\| \frac{\sin (\theta)}{\sin ^{2}(\theta+\gamma)} \neq 0 \\
\frac{\partial f}{\partial t} & =\left\|u_{1}-u_{2}\right\|_{\mathbb{R}^{n}}
\end{align*}
$$

Therefore, using implicit function theorem and $\left\|u_{1}\right\| \leq\left\|u_{2}\right\|$ we obtain:

$$
\begin{align*}
& \gamma^{\prime}(t)=\frac{\left\|u_{1}-u_{2}\right\|_{\mathbb{R}^{n}}}{\left\|u_{1}\right\|} \frac{\sin ^{2}(\theta+\gamma(t))}{\sin (\theta)} \leq \frac{2\left\|u_{2}\right\| \sin ^{2}(\theta+\gamma(t))}{\left\|u_{1}\right\|} \frac{\sin (\theta)}{\theta} \\
& \gamma^{\prime}(t) \leq \frac{2 \sin ^{2}(\theta+\gamma(t))}{\sin (\theta)} \max \left(\frac{\left\|u_{1}\right\|}{\left\|u_{2}\right\|}, \frac{\left\|u_{2}\right\|}{\left\|u_{1}\right\|}\right) \tag{3.12}
\end{align*}
$$

Note that the last equation similarly holds for $\left\|u_{1}\right\| \geq\left\|u_{2}\right\|$.
We recall that $\alpha<\theta<\pi$ and $0 \leq \gamma<\pi-2 \alpha$. Now we analyze two cases. First, assume that $\theta \leq \pi-\alpha$. Then we get that

$$
\begin{equation*}
\frac{2 \sin ^{2}(\theta+\gamma(t))}{\sin (\theta)} \leq \frac{2}{\sin (\alpha)} \tag{3.13}
\end{equation*}
$$

and the statement follows from (3.12) and (3.13) combined. Suppose now, that $\theta>\pi-\alpha$. In particular, $\theta>\frac{\pi}{2}$. This, combined with $0<\gamma(t)+\theta<\pi$ implies that

$$
\begin{equation*}
\frac{\sin (\theta+\gamma)}{\sin (\theta)} \leq 1 \tag{3.14}
\end{equation*}
$$

Therefore, (3.12) for this case implies the the following:

$$
\begin{equation*}
\gamma^{\prime}=\frac{2 \sin ^{2}(\theta+\gamma(t))}{\sin (\theta)} \max \left(\frac{\left\|u_{1}\right\|}{\left\|u_{2}\right\|}, \frac{\left\|u_{2}\right\|}{\left\|u_{1}\right\|}\right) \leq 2 \max \left(\frac{\left\|u_{1}\right\|}{\left\|u_{2}\right\|}, \frac{\left\|u_{2}\right\|}{\left\|u_{1}\right\|}\right)<\frac{2}{\sin (\alpha)} \max \left(\frac{\left\|u_{1}\right\|}{\left\|u_{2}\right\|}, \frac{\left\|u_{2}\right\|}{\left\|u_{1}\right\|}\right) \tag{3.15}
\end{equation*}
$$

The next proposition is essential.

Proposition 3.7. Given any $\omega \subset S^{n-1}, \boldsymbol{\alpha}_{K \hat{+}_{t} L}(\omega):[0,1] \rightarrow S^{n-1}$ is Lipschitz continuous map from $t$ to sets on sphere equipped with Hausdorff distance $d_{H}$ :

$$
\begin{equation*}
d_{H}\left(\boldsymbol{\alpha}_{K \hat{t}_{1} L}(\omega), \boldsymbol{\alpha}_{K \hat{+}_{t_{2}} L}(\omega)\right) \leq 2 \max \left(\frac{R_{K}}{r_{K}}, \frac{R_{L}}{r_{L}}\right) \max \left(\frac{R_{K}}{r_{L}}, \frac{R_{L}}{r_{K}}\right)\left|t_{1}-t_{2}\right| . \tag{3.16}
\end{equation*}
$$

Proof. Suppose $0 \leq t_{1} \leq t_{2} \leq 1$. Let $b$ be constants satisfying:

$$
\begin{equation*}
0<b<\min \left\{\frac{r_{K}}{R_{K}}, \frac{r_{L}}{R_{L}}\right\} \tag{3.17}
\end{equation*}
$$

By properties of Hausdorff distance:

$$
\begin{align*}
& d_{H}\left(\boldsymbol{\alpha}_{K \hat{+}_{t_{1}} L}(\omega), \boldsymbol{\alpha}_{K \hat{+}_{t_{2}} L}(\omega)\right) \leq \\
& d_{H}\left(\bigcup_{u \in \omega} \boldsymbol{\alpha}_{K \hat{+}_{t_{1}} L}(u), \bigcup_{u \in \omega} \boldsymbol{\alpha}_{K \hat{+}_{t_{2}} L}(u)\right) \leq  \tag{3.18}\\
& \sup _{u \in \omega} d_{H}\left(\boldsymbol{\alpha}_{K \hat{t}_{t_{1}} L}(u), \boldsymbol{\alpha}_{K \hat{t_{2}}} L(u)\right)
\end{align*}
$$

Fix $u \in S^{n-1}$ we are going to show that $\boldsymbol{\alpha}_{K \hat{+}}^{t}$ L $(u)$ is Lipschitz with same constant as in equation (3.16). Then the above equation (3.18) will imply the claim. From Proposition 3.5 we have:

$$
\begin{equation*}
\boldsymbol{\alpha}_{K \hat{+} \hat{H}_{t} L}(u)=\bigcup_{\substack{v_{1} \in F\left(K^{*}, u\right) \\ v_{2} \in F\left(L^{*}, u\right)}} P\left((1-t) v_{1}+t v_{2}\right) \tag{3.19}
\end{equation*}
$$

Using Lemma 3.5 in [26] for $u \in \omega$ :

$$
\begin{equation*}
\boldsymbol{\alpha}_{K}(u) \subset u_{\arccos b}=u_{\frac{\pi}{2}-\left(\frac{\pi}{2}-\arccos b\right)} \tag{3.20}
\end{equation*}
$$

Therefore, for all $v_{1} \in F\left(K^{*}, u\right)$ we have that $v_{1} \in u_{\frac{\pi}{2}-\left(\frac{\pi}{2}-\arccos b\right)}$. Similarly, $v_{2} \in u_{\frac{\pi}{2}-\left(\frac{\pi}{2}-\arccos b\right)}$ for all $v_{2} \in F\left(L^{*}, u\right)$. Therefore we can invoke Proposition 3.6, and combining it with (3.19) we obtain that the following holds for equation (3.18):

$$
\begin{align*}
& \sup _{u \in \omega} d_{H}\left(\boldsymbol{\alpha}_{K \hat{+}_{t_{1}} L}(u), \boldsymbol{\alpha}_{K \hat{+}_{t_{2}} L}(u)\right) \leq \\
& \sup _{\substack{u \in \omega \\
v_{1} \in F\left(K^{*}, u\right) \\
v_{2} \in F\left(L^{*}, u\right)}} d_{H}\left(P\left(\left(1-t_{1}\right) v_{1}+t_{1} v_{2}\right), P\left(\left(1-t_{2}\right) v_{1}+t_{2} v_{2}\right)\right) \leq \\
& \sup _{\substack{u \in \omega \\
v_{1} \in F\left(K^{*}, u\right) \\
v_{2} \in F\left(L^{*}, u\right)}} \frac{2}{\sin \left(\frac{\pi}{2}-\arccos b\right)} \max \left(\frac{\left\|v_{1}\right\|}{\left\|v_{2}\right\|}, \frac{\left\|v_{2}\right\|}{\left\|v_{1}\right\|}\right)\left|t_{2}-t_{1}\right| \leq  \tag{3.21}\\
& \quad \frac{2}{b} \max \left(\frac{R_{K}}{r_{L}}, \frac{R_{L}}{r_{K}}\right)\left|t_{2}-t_{1}\right| \leq \\
& \quad 2 \max \left(\frac{R_{K}}{r_{K}}, \frac{R_{L}}{r_{L}}\right) \max \left(\frac{R_{K}}{r_{L}}, \frac{R_{L}}{r_{K}}\right)\left|t_{2}-t_{1}\right|
\end{align*}
$$

## 4. Multivalued Maps and Related Measure Theory

In this section, we are going to elaborate on measure-theoretic statements with regard to the Theorem 1.1. First, let us address the almost everywhere equality condition for the multi-valued maps. If we are given two measurable functions $f, g: \mathbb{R} \rightarrow \mathbb{R}$, then the usual definition of $f$ being equal to $g$ almost everywhere with respect to, say, Lebesgue measure $\lambda$ is given by

$$
\begin{equation*}
\lambda(\{x \mid f(x) \neq g(x)\})=0 \tag{4.1}
\end{equation*}
$$

We claim that this is the same as a saying

$$
\begin{equation*}
\forall \omega \text { Borel } \lambda\left(f^{-1}(\omega) \triangle g^{-1}(\omega)\right)=0 \tag{4.2}
\end{equation*}
$$

where $\triangle$ denotes the symmetric difference between two sets. Clearly (4.1) implies (4.2) as

$$
\begin{equation*}
f^{-1}(\omega) \triangle g^{-1}(\omega) \subset\{x \mid f(x) \neq g(x)\} \tag{4.3}
\end{equation*}
$$

For the reverse direction given $\varepsilon>0$ write $\mathbb{R}$ as the union of intervals $I_{j}$ with length $\varepsilon$. Then

$$
\begin{align*}
& \lambda(\{x||f(x)-g(x)|>\varepsilon\})= \\
& \lambda\left(\bigcup_{j}\left(\{x| | f(x)-g(x) \mid>\varepsilon\} \cap f^{-1}\left(I_{j}\right)\right)\right)= \\
& \lambda\left(\bigcup_{j}\left\{x| | f(x)-g(x) \mid>\varepsilon, f(x) \in I_{j}\right\}\right) \leq  \tag{4.4}\\
& \lambda\left(\bigcup_{j}\left\{x \mid f(x) \in I_{j}, g(x) \notin I_{j}\right\}\right) \leq \\
& \sum_{i} \lambda\left(f^{-1}\left(I_{j}\right) \triangle g^{-1}\left(I_{j}\right)\right)=0
\end{align*}
$$

Since this is true for arbitrary $\varepsilon$ we obtain (4.1).
However, when $f$ and $g$ are multivalued functions, such as, for example, radial Gauss Image maps, equation (4.1) turns out to be much stronger than (4.2). To see this, consider two functions

$$
\begin{align*}
f(x) & =(x-1, x+1) \\
g(x) & =[x-1, x+1] \tag{4.5}
\end{align*}
$$

Then, $\{x \mid f(x) \neq g(x)\}=\mathbb{R}$, so (4.1) clearly doesn't hold. Let's show that these two functions satisfy (4.2). Given a set $\omega$ :

$$
\begin{equation*}
f^{-1}(\omega) \triangle g^{-1}(\omega)=\left(\bigcup_{x \in \omega}[x-1, x+1]\right) \backslash\left(\bigcup_{x \in \omega}(x-1, x+1)\right) \tag{4.6}
\end{equation*}
$$

Define a set

$$
\begin{equation*}
I=\bigcup_{x \in \omega}[x-1, x+1] \tag{4.7}
\end{equation*}
$$

Let $n \in \mathbb{Z}$, then either $I \cap[n, n+1]=[n, n+1]$ or $I \cap[n, n+1]=I_{1} \cup I_{2}$ where $I_{1}$ is an interval which is either empty or it contains $n$ and $I_{2}$ is an interval which is either empty or it contains $n+1$. Both of these intervals might be independently half-open or closed. In any of these cases, it is easy to see that one can choose at most countable subset $\omega_{n}$ from $\omega$ so that

$$
\begin{equation*}
I \cap[n, n+1] \subset \bigcup_{x \in \omega_{n}}[x-1, x+1] . \tag{4.8}
\end{equation*}
$$

Let $\omega_{c}=\bigcup_{n \in \mathbb{Z}} \omega_{n}$. We obtain

$$
\begin{equation*}
I=\bigcup_{x \in w_{c}}[x-1, x+1] . \tag{4.9}
\end{equation*}
$$

Therefore, returning to (4.6) we obtain:

$$
\begin{array}{r}
\left(\bigcup_{x \in \omega_{c}}[x-1, x+1]\right) \backslash\left(\bigcup_{x \in \omega}^{f^{-1}(\omega) \Delta g^{-1}(\omega)}(x-1, x+1)\right) \subset \\
\bigcup_{x \in \omega_{c}}\{x-1, x+1\} \tag{4.10}
\end{array}
$$

which is at the most countable set. Therefore, for any set $\omega$,

$$
\begin{equation*}
\lambda\left(f^{-1}(\omega) \triangle g^{-1}(\omega)\right)=0, \tag{4.11}
\end{equation*}
$$

thus satisfying (4.2) for any Borel set $\omega$.
Guided by this example we are going to introduce the Definition ??, which seems to be a proper generalization for the concept of equivalence of almost everywhere when instead of single-valued functions we consider multivalued functions. First, we start with some basic definitions.

Definition 4.1. A spherical submeasure $\mu: \mathcal{B} \rightarrow[0,+\infty)$ defined on a $\sigma$-algebra $\mathcal{B}$ of subsets of $S^{n-1}$ is a function which satisfies the following:

- $\mu(\varnothing)=0$
- If $A, B \in \mathcal{B}$ and $A \subset B$, then $\mu(A) \leq \mu(B)$
- If $A_{1}, A_{2}, \ldots \in \mathcal{B}$ then $\mu\left(\bigcup_{i} A_{i}\right) \leq \sum_{i} \mu\left(A_{i}\right)$.

We say that a multi-valued map $f: S^{n-1} \rightarrow S^{n-1}$ is measurable with respect to spherical submeasure $\lambda$ defined on $\mathcal{B}$ if for any Borel $\omega \subset S^{n-1}$ we have that set $f^{-1}(\omega):=\{x \mid$ $f(x) \cap \omega \neq \varnothing\} \in \mathcal{B}$. With this setting given $K \in \mathcal{K}_{o}^{n}$, the map $\boldsymbol{\alpha}_{K^{*}}$ is measurable with respect to any $\lambda$ defined on the Lebesgue measurable sets, as $\boldsymbol{\alpha}_{K^{*}}^{-1}(\cdot)=\boldsymbol{\alpha}_{K}(\cdot)$ maps Borel measurable sets to Lebesgue measurable sets.
Definition 4.2. Given spherical submeasure $\lambda$ defined on $\sigma$-algebra $\mathcal{B}$, multivalued measurable maps $f$ and $g$ from $S^{n-1}$ into $S^{n-1}$ are equal almost everywhere if for any $\omega$ Borel,

$$
\begin{equation*}
\lambda\left(f^{-1}(\omega) \triangle g^{-1}(\omega)\right)=0 \tag{4.12}
\end{equation*}
$$

The equation (4.12) is precisely the statement we are going to prove for Theorem 1.1:
Theorem 4.3. Let $K, L \in \mathcal{K}_{o}^{n}$. Suppose $\lambda(K, \cdot)=\lambda(L, \cdot)$ are finite Borel measures for a spherical Lebesgue submeasure $\lambda$. Then for any Borel set $\omega \subset S^{n-1}$,

$$
\begin{equation*}
\lambda\left(\boldsymbol{\alpha}_{K}(\omega) \triangle \boldsymbol{\alpha}_{L}(\omega)\right)=0 \tag{4.13}
\end{equation*}
$$

It turns out that one can other versions of (4.13) when combined with the continuity of the radial Gauss Image maps, Proposition 3.1. For this, see Lemma 6.5 and Proposition 6.8.

To conclude the measure-theoretic discussion let us now address the measure theory assumptions in Theorem 1.1. Given a spherical submeasure $\lambda$ defined on Lebesgue measurable sets and the body $K \in \mathcal{K}_{o}^{n}$, the radial Gauss Image measure of $\lambda$ via $K, \lambda(K, \cdot)$ is a spherical Borel submeasure, see [8]. If $\lambda$ is assumed to be measure instead of submeasure, then $\lambda(K, \cdot)$ becomes a Borel measure as well. This follows from countable additivity of $\lambda$ and the following equality for any countable collection $\omega_{i}$ of Borel sets :

$$
\begin{equation*}
\bigcup_{i} \boldsymbol{\alpha}_{K}\left(\omega_{i}\right)=\boldsymbol{\alpha}_{K}\left(\bigcup_{i} \omega_{i}\right) . \tag{4.14}
\end{equation*}
$$

As one will soon see in the proof of Theorem 1.1, there are several places where we use different properties of $\lambda$ and $\lambda(K, \cdot)$. For example, the regularity of measure $\lambda(K, \cdot)$ is used in Lemma 5.1 and the continuity of measure $\lambda(K, \cdot)$ is used in Lemma 5.3. One can also ask the question whether Theorem 1.1 holds for submeasure $\lambda(K, \cdot)$. We use the assumption that $\lambda(K, \cdot)$ is a measure when we invoke Lemma 6.3 from [8]. Finiteness of measure $\lambda(K, \cdot)$ is never used, other than that finite Borel measures on $S^{n-1}$ are automatically regular.

In general, we didn't try to make the assumption in Theorem 1.1 as weak as possible and we kept them the way they are stated right now, as all of the convex geometric measures or submeasures (Aleksandrov's integral curvature [3], Surface area measure of Aleksandrov-Fenchel-Jessen [2], Dual curvature measures [15]) associated with the Gauss Image Problem, work with Theorem 1.1 assumptions.

## 5. Proof of the Main Theorem

Any spherical Lebesgue submeasure $\mu$ defines symmetric difference pseudometric $d_{\mu}$ on a collection of Borel sets on a sphere, where the distance from set $A$ to $B$ is $\mu(A \triangle B)$. In this notation Theorem 1.1 now becomes a statement about maps $\boldsymbol{\alpha}_{K}, \boldsymbol{\alpha}_{L}$ being equal as maps to symmetric difference pseudometric spaces. We obtain the following:

Lemma 5.1. Let $K, L \in \mathcal{K}_{o}^{n}$. Suppose $\lambda(K, \cdot)=\lambda(L, \cdot)$ are finite Borel measures for a spherical Lebesgue submeasure $\lambda$. If for some $\omega$ Borel $\lambda\left(\boldsymbol{\alpha}_{K}(\omega) \triangle \boldsymbol{\alpha}_{L}(\omega)\right)>0$, then there exist an open set $\omega^{\prime}$ such that $\lambda\left(\boldsymbol{\alpha}_{K}\left(\omega^{\prime}\right) \triangle \boldsymbol{\alpha}_{L}\left(\omega^{\prime}\right)\right)>0$

Proof. Suppose for some $\omega$ Borel $d_{\lambda}\left(\boldsymbol{\alpha}_{K}(\omega), \boldsymbol{\alpha}_{L}(\omega)\right)=\lambda\left(\boldsymbol{\alpha}_{K}(\omega) \triangle \boldsymbol{\alpha}_{L}(\omega)\right)=\varepsilon>0$. Note that any finite Borel measure on sphere is automatically a regular Borel measure, because, for example, a sphere is locally compact, separable metric space. Since $\lambda(K, \cdot)$ is a regular Borel measure there exist $\omega_{K}^{\prime}$ open set such that $\omega \subset \omega_{K}^{\prime}$ and $\lambda\left(K, \omega_{K}^{\prime} \backslash \omega\right)$ is less than $\varepsilon / 4$. Similarly, define $\omega_{L}^{\prime}$. Let $\omega^{\prime}=\omega_{K}^{\prime} \cap \omega_{L}^{\prime}$. Therefore,

$$
\begin{align*}
& d_{\lambda}\left(\boldsymbol{\alpha}_{K}\left(\omega^{\prime}\right), \boldsymbol{\alpha}_{K}(\omega)\right)= \\
& \lambda\left(\boldsymbol{\alpha}_{K}\left(\omega^{\prime}\right) \triangle \boldsymbol{\alpha}_{K}(\omega)\right)= \\
& \lambda\left(\boldsymbol{\alpha}_{K}\left(\omega^{\prime}\right) \backslash \boldsymbol{\alpha}_{K}(\omega)\right) \leq \\
& \lambda\left(\boldsymbol{\alpha}_{K}\left(\omega^{\prime} \backslash \omega\right)\right) \leq  \tag{5.1}\\
& \lambda\left(\boldsymbol{\alpha}_{K}\left(\omega_{K}^{\prime} \backslash \omega\right)\right)< \\
& \varepsilon / 4 .
\end{align*}
$$

Similarly, $d_{\lambda}\left(\boldsymbol{\alpha}_{L}\left(\omega^{\prime}\right), \boldsymbol{\alpha}_{L}(\omega)\right)<\varepsilon / 4$. Then, by triangle inequality, we get $d_{\lambda}\left(\boldsymbol{\alpha}_{K}\left(\omega^{\prime}\right), \boldsymbol{\alpha}_{L}\left(\omega^{\prime}\right)\right)>$ $\varepsilon / 4$, where $\omega^{\prime}$ is some open Borel set.

Lemma 6.3 in [8] essentially states that given any measure $\mu$ defined on a sphere almost every, in Haar sense, spherical rectangle has $\mu$ zero measure boundary. So in particular there should exist semiring of rectangles with $\mu$ zero measure boundary which defines Borel sets as ring closure. We are not going to prove this or make this more precise but instead stick with the statement of Lemma 6.3 in [8]. Noticing that the proof of the Lemma 6.3 in [8] goes through when considering two measures at the same time we obtain the following statement.
Lemma 5.2. Let $K, L \in \mathcal{K}_{o}^{n}$. Suppose $\lambda(K, \cdot)=\lambda(L, \cdot)$ are finite Borel measures. For any $\varepsilon>0$ there exist a constant $m(\lambda(K, \cdot), \lambda(L, \cdot), \varepsilon)$ and a collection of compact spherically convex bodies $\Omega_{\varepsilon}:=\left\{\omega_{1}^{\varepsilon}, \ldots, \omega_{m}^{\varepsilon}\right\}$ satisfying:
(1) their union is $S^{n-1}$
(2) diameter of each set is less than $\varepsilon$, that is for any $x, y \in \omega_{j}^{\varepsilon}$ we have $d(x, y)<\varepsilon$.
(3) any of their pairwise intersection have zero $\lambda(K, \cdot)$ and zero $\lambda(L, \cdot)$ measure.
(4) $\lambda\left(K, \partial \omega_{j}^{\varepsilon}\right)=\lambda\left(L, \partial \omega_{j}^{\varepsilon}\right)=0$.

Using Lemma 5.2, we obtain the following proposition:
Lemma 5.3. Let $K, L \in \mathcal{K}_{o}^{n}$. Suppose $\lambda(K, \cdot)=\lambda(L, \cdot)$ are finite Borel measures for a spherical Lebesgue submeasure $\lambda$. If for some Borel set $\omega, \lambda\left(\boldsymbol{\alpha}_{K}(\omega) \triangle \boldsymbol{\alpha}_{L}(\omega)\right)>0$, then there exist a compact spherically convex body $\gamma$, such that
(1) Set $\boldsymbol{\alpha}_{K}(\gamma) \cup \boldsymbol{\alpha}_{L}(\gamma)$ is contained in open hemisphere.
(2) $\lambda\left(\boldsymbol{\alpha}_{K}(\gamma) \triangle \boldsymbol{\alpha}_{L}(\gamma)\right)>0$
(3) $\lambda\left(\boldsymbol{\alpha}_{K}(\partial \gamma)\right)=\lambda\left(\boldsymbol{\alpha}_{L}(\partial \gamma)\right)=0$
(4) $\lambda\left(\boldsymbol{\alpha}_{K}(\gamma) \triangle \boldsymbol{\alpha}_{L}(\gamma) \backslash\left(\boldsymbol{\alpha}_{K}(\partial \gamma) \cup \boldsymbol{\alpha}_{L}(\partial \gamma)\right)\right)>0$

Proof. By Lemma 5.1 we may assume that $\omega$ is an open set. Suppose $d_{\lambda}\left(\boldsymbol{\alpha}_{K}(\omega), \boldsymbol{\alpha}_{L}(\omega)\right)=$ $\lambda\left(\boldsymbol{\alpha}_{K}(\omega) \triangle \boldsymbol{\alpha}_{L}(\omega)\right)=\varepsilon>0$. Given $\delta>0$, let $\omega_{\delta}$ be defined as union of all sets from $\Omega_{\delta}$ which are contained in $\omega$. Clearly, $\omega_{\delta}$ is closed and $\omega_{\delta} \subset \omega$. Define,

$$
\begin{equation*}
\gamma_{n}:=\bigcup_{k=1}^{n} \omega_{\frac{1}{k}} . \tag{5.2}
\end{equation*}
$$

Note that $\gamma_{n}$ is a closed set. Construct a sequence of sets $\theta_{n}=\omega \backslash \gamma_{n}$, which is a sequence of nested open sets. First, we claim that $\theta_{n}$ is a a sequence of nested sets such that

$$
\begin{equation*}
\bigcap_{n=1}^{\infty} \theta_{n}=\varnothing . \tag{5.3}
\end{equation*}
$$

Suppose not, that is suppose some $u \in \bigcap_{n=1}^{\infty} \theta_{n}$. Since $\omega$ is an open set, there exist an $r>0$ such that $u \in B_{r}(u) \subset \omega$. But then, for any natural $k>\frac{2}{r}$ there exists a set in $\Omega_{\frac{1}{k}}$ covering point $u$ and contained in $B_{r}(u)$ by first two properties from Lemma 5.2. This, combined with $B_{r}(u) \subset \omega$ implies that $u \in \omega_{\frac{1}{k}} \in \gamma_{k}$. Therefore, $u \notin \theta_{k}$ contradicting $u \in \bigcap_{n=1}^{\infty} \theta_{n}$.

Since $\theta_{n}=\omega \backslash \gamma_{n}$ is a sequence of nested sets converging to zero by continuity of measure

$$
\begin{align*}
& \lambda\left(K, \omega \backslash \gamma_{n}\right) \longrightarrow 0 \\
& \lambda\left(L, \omega \backslash \gamma_{n}\right) \longrightarrow 0 . \tag{5.4}
\end{align*}
$$

By argument identical to Equation (5.1) We obtain that there exists $n$ such that

$$
\begin{align*}
d_{\lambda}\left(\boldsymbol{\alpha}_{K}(\omega), \boldsymbol{\alpha}_{K}\left(\gamma_{n}\right)\right) & <\frac{\varepsilon}{4} \\
d_{\lambda}\left(\boldsymbol{\alpha}_{L}(\omega), \boldsymbol{\alpha}_{L}\left(\gamma_{n}\right)\right) & <\frac{\varepsilon}{4} \tag{5.5}
\end{align*}
$$

Therefore, combining this with $d_{\lambda}\left(\boldsymbol{\alpha}_{K}(\omega), \boldsymbol{\alpha}_{L}(\omega)\right)=\varepsilon$ and using triangle inequality we obtain:

$$
\begin{equation*}
d_{\lambda}\left(\boldsymbol{\alpha}_{K}\left(\gamma_{n}\right), \boldsymbol{\alpha}_{L}\left(\gamma_{n}\right)\right)>\varepsilon / 4 . \tag{5.6}
\end{equation*}
$$

Note that, for any $\mathcal{I}$, an arbitrary non-empty index set, and any collections of sets $A_{\alpha}, B_{\alpha}$ with this indexing set we have:

$$
\begin{equation*}
\left(\bigcup_{\alpha \in \mathcal{I}} A_{\alpha}\right) \triangle\left(\bigcup_{\alpha \in \mathcal{I}} B_{\alpha}\right) \subseteq \bigcup_{\alpha \in \mathcal{I}}\left(A_{\alpha} \triangle B_{\alpha}\right) . \tag{5.7}
\end{equation*}
$$

We also note that for $C=K$ or $C=L$,

$$
\begin{equation*}
\boldsymbol{\alpha}_{C}\left(\bigcup_{\alpha \in \mathcal{I}} A_{\alpha}\right)=\bigcup_{\alpha \in \mathcal{I}} \boldsymbol{\alpha}_{C}\left(A_{\alpha}\right) \tag{5.8}
\end{equation*}
$$

Therefore, combining equations (5.6), (5.7), (5.8) and recalling definition of $\gamma_{n}$ we obtain that there exist some $\omega_{j}^{\delta}$ for which $d_{\lambda}\left(\boldsymbol{\alpha}_{K}\left(\omega_{j}^{\delta}\right), \boldsymbol{\alpha}_{L}\left(\omega_{j}^{\delta}\right)\right)>0$.

Let $\gamma:=\omega_{j}^{\delta}$. Since $d_{\lambda}\left(\boldsymbol{\alpha}_{K}\left(\omega_{j}^{\delta}\right), \boldsymbol{\alpha}_{L}\left(\omega_{j}^{\delta}\right)\right)>0$ we obtain that the required second property for $\gamma$ is satisfied. Since $\gamma=\omega_{j}^{\delta}$, the third property follows from Lemma 5.2. The last property follows from the second and the third statement. We are only left to show the first statement. Notice that the proof goes unchanged if we redefine $\gamma_{n}$ in 5.2 to start from any $k=v \in \mathbb{N}$,

$$
\begin{equation*}
\gamma_{n}:=\bigcup_{k=v}^{n} \omega_{\frac{1}{k}} . \tag{5.9}
\end{equation*}
$$

Thus, we can insure the diameter of $\gamma$ is smaller than any given $\varepsilon$. Combining this with Lemma 3.5 from [26] it is not hard to see that one can find $\varepsilon$, so that $\boldsymbol{\alpha}_{K}(\gamma) \cup \boldsymbol{\alpha}_{L}(\gamma)$ is contained in an open hemisphere which completes the proof.

We now would like to show that for set $\gamma$ in Lemma 5.3 the following equation holds:

$$
\begin{equation*}
\boldsymbol{\alpha}_{K}(\gamma) \triangle \boldsymbol{\alpha}_{L}(\gamma) \backslash\left(\boldsymbol{\alpha}_{K}(\partial \gamma) \cup \boldsymbol{\alpha}_{L}(\partial \gamma)\right) \subset \bigcup_{0<t<1} \boldsymbol{\alpha}_{K \hat{+}_{t} L}(\partial \gamma) \tag{5.10}
\end{equation*}
$$

This equation is the core element for the proof of Theorem 1.1. While this may be complicated notationally, this essentially means that as we change $K$ to $L$ by $K \hat{+}_{t} L$, normals cones at $\partial \gamma$ change continuously, and swipe out through symmetric differences of $\boldsymbol{\alpha}_{K}(\gamma)$ and $\boldsymbol{\alpha}_{L}(\gamma)$.

We establish two different proofs for Equation (5.10). The first proof is for $C^{1}$ strictly convex bodies which beautifully follows from Hopf's Theorem and doesn't use Proposition 3.7 about Lipschitz continuity of $\boldsymbol{\alpha}_{K \hat{+}}^{t} L(\omega)$. Unfortunately, we were not able to naturally extend this proof to $\mathcal{K}_{o}^{n}$ because of the complicated structure of the radial Gauss image map. When $K, L$ are $C^{1}$ strictly convex bodies, $\boldsymbol{\alpha}_{K \hat{q}_{t} L}: S^{n-1} \rightarrow S^{n-1}$ defines a homotopy of homeomorphisms $\boldsymbol{\alpha}_{K}$ and $\boldsymbol{\alpha}_{L}$. This fails for more general $K, L$ since maps $\boldsymbol{\alpha}_{K}$ and $\boldsymbol{\alpha}_{L}$ become multivalued, and not, necessarily injective, thus, making standard topological machinery inapplicable in the most general case. We find a different proof for the most general case
mimicking the Hopf Theorem and using Proposition 3.7. Yet, we still include the proof for the $C^{1}$ strictly convex case as it contains the main ideas, intuition and motivation. Let us note that it would be very interesting to see if somebody can obtain (5.10) just from topological ideas without using notion of distance, as it was done here for $C^{1}$ strictly convex bodies.

We start with a preliminary proposition for $C^{1}$ strictly convex bodies.
Proposition 5.4. Suppose $K \in \mathcal{K}_{o}^{n}$ is $C^{1}$ strictly convex body. Then $\boldsymbol{\alpha}_{K}: S^{n-1} \rightarrow S^{n-1}$ is a homeomorphism.
Proof. Since $K$ is $C^{1}$ strictly convex body, $\boldsymbol{\alpha}_{K}$ is a continuous bijective map. Therefore, by invariance of the domain $\boldsymbol{\alpha}_{K}$ is a homeomorphism.

When $K \in \mathcal{K}_{o}^{n}$ is $C^{1}$ strictly convex body we have an improvement for Proposition 3.2.
Proposition 5.5. Suppose $K \in \mathcal{K}_{o}^{n}$ is $C^{1}$ strictly convex body. Then for any $\omega \subset S^{n-1}$,

$$
\begin{equation*}
\boldsymbol{\alpha}_{K}(\gamma) \backslash \boldsymbol{\alpha}_{K}(\partial \gamma)=\boldsymbol{\alpha}_{K}(\dot{\gamma}) \tag{5.11}
\end{equation*}
$$

Proof. This immediately follows from Proposition 5.4.
We are ready to show Equation (5.10) for $C^{1}$ strictly convex bodies.
Proposition 5.6. Let $K, L \in \mathcal{K}_{o}^{n}$ be $C^{1}$ strictly convex bodies. Suppose $\gamma \in S^{n-1}$ is a compact spherically convex body such that set $\boldsymbol{\alpha}_{K}(\gamma) \cup \boldsymbol{\alpha}_{K}(\gamma)$ is contained in open hemisphere $\Omega$. Then,

$$
\begin{gather*}
\boldsymbol{\alpha}_{K}(\gamma) \triangle \boldsymbol{\alpha}_{L}(\gamma) \subset \bigcup_{0 \leq t \leq 1} \boldsymbol{\alpha}_{K \hat{f}_{t} L}(\partial \gamma)  \tag{5.12}\\
\boldsymbol{\alpha}_{K}(\gamma) \triangle \boldsymbol{\alpha}_{L}(\gamma) \backslash\left(\boldsymbol{\alpha}_{K}(\partial \gamma) \cup \boldsymbol{\alpha}_{L}(\partial \gamma)\right) \subset \bigcup_{0<t<1} \boldsymbol{\alpha}_{K \hat{+}_{t} L}(\partial \gamma) \tag{5.13}
\end{gather*}
$$

Proof. By taking (5.12) and subtracting $\left(\boldsymbol{\alpha}_{K}(\partial \gamma) \cup \boldsymbol{\alpha}_{L}(\partial \gamma)\right)$ from both sides we obtain (5.13). We have to show (5.12).

Since $\boldsymbol{\alpha}_{K}$ and $\boldsymbol{\alpha}_{L}$ are homeomorphisms we obtain from Proposition 3.5 that

$$
\begin{equation*}
\boldsymbol{\alpha}_{K \hat{+}_{t} L}(u)=P\left((1-t) \boldsymbol{\alpha}_{K}(u)+t \boldsymbol{\alpha}_{L}(u)\right) \tag{5.14}
\end{equation*}
$$

From Lemma 3.5 in [26] there exist $\beta>0$ such that for any $u \in S^{n-1}$,

$$
\begin{equation*}
\boldsymbol{\alpha}_{K}(u), \boldsymbol{\alpha}_{L}(u) \subset u_{\frac{\pi}{2}-\beta} . \tag{5.15}
\end{equation*}
$$

Thus, given any $u \in S^{n-1}$ there exist a $\delta>0$ such that $\boldsymbol{\alpha}_{K}\left(u_{\delta}\right), \boldsymbol{\alpha}_{K}\left(u_{\delta}\right) \subset u_{\frac{\pi}{2}-\beta+\delta}$ with $\frac{\pi}{2}-\beta+\delta<\frac{\pi}{2}$. Let $\Omega$ be a an open hemisphere containing both $\boldsymbol{\alpha}_{K}\left(u_{\delta}\right), \boldsymbol{\alpha}_{K}\left(u_{\delta}\right)$. Therefore, for any $t \in[0,1]$ and $v \in u_{\delta}$ we have that $(1-t) \boldsymbol{\alpha}_{K}(v)+t \boldsymbol{\alpha}_{L}(v)$ has a lower bound on a distance to the center which makes $P\left((1-t) \boldsymbol{\alpha}_{K}(v)+t \boldsymbol{\alpha}_{L}(v)\right)$ a continuous map in variables $(t, u)$ for the region $[0,1] \times u_{\delta}$. Therefore $\boldsymbol{\alpha}_{K \hat{+} . L}(\cdot)$ is continuous in $(t, u)$ on $[0,1] \times S^{n-1}$. Thus, $\boldsymbol{\alpha}_{K \hat{+} . L}(\cdot)$ defines a homotopy of maps $\boldsymbol{\alpha}_{K}(\cdot), \boldsymbol{\alpha}_{L}(\cdot): S^{n-1} \rightarrow S^{n-1}$. Note that since $\gamma$ is a compact spherically convex body it is homeomorphic to $D^{n-1}$. Now, suppose (5.12) doesn't hold. Then, without loss of generality there exist an $x \in S^{n-1}$ such that

$$
\begin{equation*}
x \in \boldsymbol{\alpha}_{K}(\gamma) \backslash\left(\boldsymbol{\alpha}_{L}(\gamma) \cup \bigcup_{0 \leq t \leq 1} \boldsymbol{\alpha}_{K \hat{+}{ }_{t} L}(\partial \gamma)\right) \tag{5.16}
\end{equation*}
$$

Therefore, from Proposition 5.5, $x \in \boldsymbol{\alpha}_{K}(\hat{\gamma})$. Let $p$ be a continuous map from $\Omega \backslash\{x\} \rightarrow \partial \Omega$. Then $p \circ \boldsymbol{\alpha}_{K \hat{+} . L}(\cdot):[0,1] \times \partial \gamma \rightarrow \partial \Omega$ is a homotopy of maps $p \circ \boldsymbol{\alpha}_{K}$ and $p \circ \boldsymbol{\alpha}_{L}$ from $\partial \gamma \cong \mathbb{S}^{n-2}$ into $\partial \Omega \cong \mathbb{S}^{n-2}$. Since $x \in \boldsymbol{\alpha}_{K}^{\circ}(\gamma)$, the set $p \circ \boldsymbol{\alpha}_{K}(\partial \gamma)=\partial \Omega$ and, thus, $\operatorname{deg}\left(p \circ \boldsymbol{\alpha}_{K}\right) \neq 0$. Now, $p \circ \boldsymbol{\alpha}_{L}: \partial \gamma \rightarrow \partial \Omega$ is a continuous map from $\mathbb{S}^{n-2}$ to $\mathbb{S}^{n-2}$ which extends to a continuous map from $p \circ \boldsymbol{\alpha}_{L}: \gamma \cong D^{n-1} \rightarrow \partial \Omega \cong \mathbb{S}^{n-1}$ since $x \notin \boldsymbol{\alpha}_{L}(\gamma)$, which forces $\operatorname{deg}\left(p \circ \boldsymbol{\alpha}_{L}\right)=0$. This contradicts Hopf Theorem as homotopic maps $p \circ \boldsymbol{\alpha}_{K}$ and $p \circ \boldsymbol{\alpha}_{L}$ have different degrees. This completes the proof of (5.12).

Now we are going to prove the same statement without $C^{1}$ strict convexity assumption using Lipschitz properties of $\boldsymbol{\alpha}_{K \hat{+}}^{t} L$.

Lemma 5.7. Let $K, L \in \mathcal{K}_{o}^{n}$. Suppose $\gamma \in S^{n-1}$ is a compact spherically convex body, then the following holds:

$$
\begin{equation*}
\boldsymbol{\alpha}_{K}(\gamma) \triangle \boldsymbol{\alpha}_{L}(\gamma) \backslash\left(\boldsymbol{\alpha}_{K}(\partial \gamma) \cup \boldsymbol{\alpha}_{L}(\partial \gamma)\right) \subset \bigcup_{0<t<1} \boldsymbol{\alpha}_{K \hat{+}{ }_{t} L}(\partial \gamma) \tag{5.17}
\end{equation*}
$$

Proof. Notice that by symmetry it is enough to show that

$$
\begin{equation*}
\boldsymbol{\alpha}_{K}(\gamma) \backslash\left(\boldsymbol{\alpha}_{L}(\gamma) \cup \boldsymbol{\alpha}_{K}(\partial \gamma)\right) \subset \bigcup_{0<t<1} \boldsymbol{\alpha}_{K \hat{+}_{t} L}(\partial \gamma) \tag{5.18}
\end{equation*}
$$

Suppose the set on the left side of this equation is nonempty.
First, assume that there exist $x_{\varepsilon} \subset \boldsymbol{\alpha}_{K}(\gamma) \backslash\left(\boldsymbol{\alpha}_{L}(\gamma) \bigcup \boldsymbol{\alpha}_{K}(\partial \gamma)\right)$ for some $\varepsilon>0$ which doesn't intersect $\bigcup_{0<t<1} \boldsymbol{\alpha}_{K \hat{+}}^{t}$ L $(\partial \gamma)$. Any two sets $A$ and $B$ such that $x_{\varepsilon} \subset A$ and $x_{\varepsilon} \subset B^{c}$ are at least $\varepsilon$ Hausdorff distance from each other. Note that, $\boldsymbol{\alpha}_{K \hat{H}_{0} L}(\gamma)=\boldsymbol{\alpha}_{K}(\gamma)$ contains $x_{\varepsilon}$ and $\boldsymbol{\alpha}_{K \hat{\mathrm{f}}_{1} L}(\gamma)=\boldsymbol{\alpha}_{L}(\gamma)$ doesn't. Note that $\partial \boldsymbol{\alpha}_{K \hat{\mathrm{f}}_{t} L}(\gamma) \subset \boldsymbol{\alpha}_{K \hat{\mathrm{f}}_{t} L}(\partial \gamma)$ from Proposition 3.2. Since for all $t, \boldsymbol{\alpha}_{K \hat{f}_{t} L}(\partial \gamma)$ doesn't intersect a ball, we have that for all $t, \boldsymbol{\alpha}_{K \hat{+}_{t} L}(\gamma)$ either contains the ball or not. From Proposition 3.7 we know that $\boldsymbol{\alpha}_{K \hat{+}}^{t} L(\gamma)$ is continuous but above argument shows that $\boldsymbol{\alpha}_{K \hat{\gamma}_{+} L}(\gamma)$ has at least one $\varepsilon$-jump discontinuity. Contradiction.

Note that from Proposition 3.2, $\partial \boldsymbol{\alpha}_{K}(\gamma) \subset \boldsymbol{\alpha}_{K}(\partial \gamma)$. Therefore,

$$
\begin{equation*}
\boldsymbol{\alpha}_{K}(\gamma) \backslash\left(\boldsymbol{\alpha}_{L}(\gamma) \cup \boldsymbol{\alpha}_{K}(\partial \gamma)\right)=\boldsymbol{\alpha}_{K}^{\circ}(\gamma) \backslash\left(\boldsymbol{\alpha}_{L}(\gamma) \cup \boldsymbol{\alpha}_{K}(\partial \gamma)\right) \tag{5.19}
\end{equation*}
$$

Since, $\gamma$ and $\partial \gamma$ are closed sets, from previous equation we obtain that $\boldsymbol{\alpha}_{K}(\gamma) \backslash\left(\boldsymbol{\alpha}_{L}(\gamma) \bigcup \boldsymbol{\alpha}_{K}(\partial \gamma)\right)$ is an open set. Now, let $x \in \boldsymbol{\alpha}_{K}(\gamma) \backslash\left(\boldsymbol{\alpha}_{L}(\gamma) \bigcup \boldsymbol{\alpha}_{K}(\partial \gamma)\right)$. We can define $f(t):=d\left(x, \boldsymbol{\alpha}_{K \hat{+}{ }_{t} L}(\partial \gamma)\right)$ on compact set $[0,1]$. Proposition 3.7 guarantees us that $f$ is continuous. Notice that $f(0)>1$ as $\boldsymbol{\alpha}_{K}(\gamma) \backslash\left(\boldsymbol{\alpha}_{L}(\gamma) \bigcup \boldsymbol{\alpha}_{K}(\partial \gamma)\right)$ is an open set and $\boldsymbol{\alpha}_{K \hat{+}_{0} L}(\partial \gamma)=\boldsymbol{\alpha}_{K}(\partial \gamma)$. Similarly, $f(1)>0$ as $\boldsymbol{\alpha}_{K \hat{+}} L L(\partial \gamma)=\boldsymbol{\alpha}_{L}(\partial \gamma) \subset \boldsymbol{\alpha}_{L}(\gamma)$. Suppose $c$ is minimum of $f$ on $[0,1]$. If $c>0$ we have a contradiction from the previous argument by setting $r=\frac{c}{2}$. If $c=0$ this means that for some $t^{\prime}$ we have $d\left(x, \boldsymbol{\alpha}_{K \hat{t_{t}} L}(\partial \gamma)\right)=0$, and thus $x \in \boldsymbol{\alpha}_{K \hat{t_{t}} L}(\partial \gamma)$ as $\boldsymbol{\alpha}_{K \hat{+}_{t^{\prime}} L}(\partial \gamma)$ is a closed set.

The proof of the next Lemma is very similar to a proof of Lemma 3.8 in [8] and can be considered its natural extension.

Lemma 5.8. Suppose $K, L \in \mathcal{K}_{o}^{n}$ and we are given $u \in S^{n-1}$. Define,

$$
\begin{equation*}
\eta(u):=\bigcup_{0<t<1} \boldsymbol{\alpha}_{K \hat{+}_{t} L}(u) \backslash\left(\boldsymbol{\alpha}_{K}(u) \cup \boldsymbol{\alpha}_{L}(u)\right) . \tag{5.20}
\end{equation*}
$$

If $\eta(u) \neq \varnothing$ then there exist an open set $\eta_{o}(u)$ containing $\eta(u)$ such that if $\lambda\left(\eta_{o}(u)\right)>0$ then $\lambda(K, \cdot) \neq \lambda(L, \cdot)$.
Proof. Let $K^{\prime}$ be rescaling of $K$ such that $r_{K^{\prime}}(u)=r_{L}(u)$. First notice that $\boldsymbol{\alpha}_{K}=\boldsymbol{\alpha}_{K^{\prime}}$. Moreover, since for any $v_{1}, v_{2} \in S^{n-1}$ contained in same open hemisphere and any constant $c>0$ :

$$
\begin{equation*}
\bigcup_{0<t<1} P\left((1-t) v_{1}+t v_{2}\right)=\bigcup_{0<t<1} P\left((1-t) c v_{1}+t v_{2}\right), \tag{5.21}
\end{equation*}
$$

using Proposition 3.5, we obtain:

$$
\begin{equation*}
\bigcup_{0<t<1} \boldsymbol{\alpha}_{K \hat{+}_{t} L}(u)=\bigcup_{0<t<1} \boldsymbol{\alpha}_{K^{\prime} \hat{+}_{t} L}(u) . \tag{5.22}
\end{equation*}
$$

Thus, we can substitute $K$ with $K^{\prime}$ in (5.20). Moreover, $\lambda(K, \cdot)=\lambda\left(K^{\prime}, \cdot\right)$. Therefore, to prove this proposition we can safely assume that $K=K^{\prime}$ for simplicity. In other words, we can assume $r_{K}(u)=r_{L}(u)$.

Define $\omega^{\prime}, \omega, \omega_{0}, \eta_{o}(u)$ to be the following sets:

$$
\begin{align*}
\omega^{\prime} & :=\left\{\rho_{K}>\rho_{L}\right\} \\
\omega & :=\left\{v \in S^{n-1} \mid \rho_{K}(v)>\rho_{L}(v)\right\} \\
\omega_{o} & :=\left\{\rho_{K}=\rho_{L}\right\}  \tag{5.23}\\
:=\left\{v \in S_{L}\right\} & :=\left\{v \in S^{n-1} \mid \rho_{K}(v)<\rho_{L}(v)\right\} \\
\eta_{o}(u) & :=\left(S^{n-1} \backslash \boldsymbol{\alpha}_{K}\left(\omega \cup \omega_{0}\right)\right) \cap\left(S^{n-1} \backslash \boldsymbol{\alpha}_{L}\left(\omega^{\prime} \cup \omega_{0}\right)\right)
\end{align*}
$$

Clearly $\omega^{\prime}, \omega, \omega_{0}$ are Borel sets. Let's show that $\eta_{0}(u)$ is an open set. Since the radial function is continuous, sets $\omega \cup \omega_{0}$ and $\omega^{\prime} \cup \omega_{0}$ are closed. Since radial Gauss image map maps closed sets to closed sets, $\boldsymbol{\alpha}_{K}\left(\omega \cup \omega_{0}\right)$ and $\boldsymbol{\alpha}_{L}\left(\omega^{\prime} \cup \omega_{0}\right)$ are closed sets. Now, invoking the definition of $\eta_{o}(u)$ we immediately get that $\eta_{0}(u)$ is an open set.

Now, we are going to show three statements which together with $\lambda\left(\eta_{o}(u)\right)>0$ guarantee $\lambda\left(K, \omega^{\prime}\right) \neq \lambda\left(L, \omega^{\prime}\right)$, which, in turn, implies desired $\lambda(K, \cdot) \neq \lambda(L, \cdot)$. The statements are the following:

$$
\begin{gather*}
\boldsymbol{\alpha}_{L}\left(\omega^{\prime}\right) \subset \boldsymbol{\alpha}_{K}\left(\omega^{\prime}\right)  \tag{5.24}\\
\eta_{o}(u) \subset \boldsymbol{\alpha}_{K}\left(\omega^{\prime}\right)  \tag{5.25}\\
\boldsymbol{\alpha}_{L}\left(\omega^{\prime}\right) \subset \boldsymbol{\alpha}_{K}\left(\omega^{\prime}\right) \backslash \eta_{o}(u) \tag{5.26}
\end{gather*}
$$

Let's start with (5.24). Pick any $v \in \boldsymbol{\alpha}_{L}\left(\omega^{\prime}\right)$. Let $w \in \omega^{\prime}$ be such that $v \in \boldsymbol{\alpha}_{L}(w)$. Since $\rho_{K}(w)>\rho_{L}(w)$ we obtain:

$$
\begin{equation*}
h_{K}(v) \geq v r_{K}(w)>v r_{L}(w)=h_{L}(v) \tag{5.27}
\end{equation*}
$$

Thus, $H_{K}(v)$ is further away from center than $H_{L}(v)$. Let $x \in \boldsymbol{\alpha}_{K}^{*}(v)$. Since $r_{K}(x) \in$ $H_{K}(v)$, we obtain that $x \in \omega^{\prime}$, and, thus, $v \in \boldsymbol{\alpha}_{K}\left(\omega^{\prime}\right)$, which shows (5.24). Equation (5.25) immediately follows from definitions (5.23) since $\left\{\omega^{\prime}, \omega, \omega_{0}\right\}$ is a partition of $S^{n-1}$. Notice that (5.25) also shows that $\eta_{o}(u) \cap \boldsymbol{\alpha}_{L}\left(\omega^{\prime}\right)=\varnothing$. This combined with (5.24) implies (5.26) which completes the proof of all three equations. Now, if $\lambda\left(\eta_{o}(u)\right)>0$ then (5.24), (5.25) and (5.26) combined imply that $\lambda\left(K, \omega^{\prime}\right) \neq \lambda\left(L, \omega^{\prime}\right)$, and, hence, $\lambda(K, \cdot) \neq \lambda(L, \cdot)$.

We are left to show that $\eta(u) \subset \eta_{o}(u)$. Pick any $v \in \eta(u)$. Using definition of $\eta(u)$ and Proposition 3.5 we obtain that $v=P\left((1-t) v_{1}+t v_{2}\right)$ for some $t \in(0,1), v_{1} \in F\left(K^{*}, u\right), v_{2} \in$ $F\left(L^{*}, u\right)$ and $v \notin\left(\boldsymbol{\alpha}_{K}(u) \cup \boldsymbol{\alpha}_{L}(u)\right)$. Let $x_{0}:=r_{K}(u)=r_{L}(u)$ and $P=\left\{x \in \mathbb{R}^{n} \mid x v=x_{0} v\right\}$.

We want to show that if for some $w \in S^{n-1}, r_{K}(w) \in H_{K}(v)$, then $w \in \omega^{\prime}$. Let $x^{\prime}$ be orthogonal projection of $r_{K}(w)$ onto $P$. Let

$$
\begin{equation*}
r_{K}(w)=x^{\prime}+c v \tag{5.28}
\end{equation*}
$$

for some constant $c$. Since $v \notin \boldsymbol{\alpha}_{K}(u)$ we have that

$$
\begin{align*}
x^{\prime} v+c & =\left(x^{\prime}+c v\right) v=r_{K}(w) v=h_{K}(v)>r_{K}(u) v=x_{0} v \Leftrightarrow \\
c & >x^{\prime} v-x_{0} v=0 \tag{5.29}
\end{align*}
$$

where the last equality holds since $x^{\prime} \in P$. Now, since $v_{1} \in F\left(K^{*}, u\right)$ and $x_{0}=r_{K}(u)$ we write

$$
\begin{equation*}
x_{0} v_{1}=h_{K}\left(v_{1}\right) \geq r_{K}(w) v_{1}=x^{\prime} v_{1}+c v v_{1}=x^{\prime} v_{1}+c \frac{(1-t) v_{1}+t v_{2}}{\left\|(1-t) v_{1}+t v_{2}\right\|} v_{1}>x^{\prime} v_{1} \tag{5.30}
\end{equation*}
$$

where the last step we used $c>0$ and the fact that $v, v_{1}, v_{2}$ are contained in some $u_{\frac{\pi}{2}-\varepsilon}$ for some epsilon from Lemma 3.8 in [26], which forces $v v_{1}$ and $v v_{2}$ to be positive.

We obtain

$$
\begin{equation*}
x_{0} v_{1}>x^{\prime} v_{1} . \tag{5.31}
\end{equation*}
$$

Now,

$$
\begin{align*}
x^{\prime} v & =x_{0} v \Leftrightarrow \\
x^{\prime} \frac{(1-t) v_{1}+t v_{2}}{\left\|(1-t) v_{1}+t v_{2}\right\|} & =x_{0} \frac{(1-t) v_{1}+t v_{2}}{\left\|(1-t) v_{1}+t v_{2}\right\|} \tag{5.32}
\end{align*}
$$

Using (5.31) and recalling that $0<t<1$ we obtain that (5.32) implies

$$
\begin{equation*}
x_{0} v_{2}<x^{\prime} v_{2} \tag{5.33}
\end{equation*}
$$

Therefore, using previous proposition and the fact that $v_{2} \in F\left(L^{*}, u\right)$ and $x_{0}=r_{L}(u)$, we obtain

$$
\begin{equation*}
r_{K}(w) v_{2}=x^{\prime} v_{2}+c v v_{2}>x_{0} v_{2}=h_{L}\left(v_{2}\right) \tag{5.34}
\end{equation*}
$$

Thus, $r_{K}(w) \notin L$, and, hence, $r_{K}(w)>r_{L}(w)$ which implies that $w \in \omega^{\prime}$ which is what we wanted to show.

Now, since in the last paragraph we showed that there doesn't exist $w \in \omega \cup \omega_{0}$ such that $r_{K}(w) \in H_{K}(v)$, we have that $v \notin \boldsymbol{\alpha}_{K}\left(\omega \cup \omega_{0}\right)$. In the same way, we obtain that $v \notin \boldsymbol{\alpha}_{L}\left(\omega^{\prime} \cup \omega_{0}\right)$ and, thus, $v \in \eta_{o}(u)$. We established that $\eta(u) \subset \eta_{o}(u)$ and this completes the proof.

We are ready to show Theorem 1.1.
Theorem 5.9. Let $K, L \in \mathcal{K}_{o}^{n}$. Suppose $\lambda(K, \cdot)=\lambda(L, \cdot)$ are finite Borel measures for a spherical Lebesgue submeasure $\lambda$. Then $\forall \omega \subset S^{n-1}$ Borel sets $\lambda\left(\boldsymbol{\alpha}_{K}(\omega) \triangle \boldsymbol{\alpha}_{L}(\omega)\right)=0$, where $\triangle$ denotes the symmetric difference between two sets.

Proof. Suppose there exist $\omega$ Borel such that $\lambda\left(\boldsymbol{\alpha}_{K}(\omega) \triangle \boldsymbol{\alpha}_{L}(\omega)\right)>0$. Then, using Lemma 5.3 there exist a compact spherically convex body $\gamma$ such that

$$
\begin{equation*}
\lambda\left(\boldsymbol{\alpha}_{K}(\gamma) \triangle \boldsymbol{\alpha}_{L}(\gamma) \backslash\left(\boldsymbol{\alpha}_{K}(\partial \gamma) \cup \boldsymbol{\alpha}_{L}(\partial \gamma)\right)\right)>0 \tag{5.35}
\end{equation*}
$$

Recall that we proved in Lemma 5.7 (or Lemma 5.6 instead if we assume $K, L$ are $C^{1}$ strictly convex bodies) that for $\gamma$ compact spherically convex body:

$$
\begin{equation*}
\boldsymbol{\alpha}_{K}(\gamma) \triangle \boldsymbol{\alpha}_{L}(\gamma) \backslash\left(\boldsymbol{\alpha}_{K}(\partial \gamma) \cup \boldsymbol{\alpha}_{L}(\partial \gamma)\right) \subset \bigcup_{0<t<1} \boldsymbol{\alpha}_{K \hat{+}_{t} L}(\partial \gamma) \tag{5.36}
\end{equation*}
$$

This implies

$$
\begin{align*}
& \boldsymbol{\alpha}_{K}(\gamma) \triangle \boldsymbol{\alpha}_{L}(\gamma) \backslash\left(\boldsymbol{\alpha}_{K}(\partial \gamma) \cup \boldsymbol{\alpha}_{L}(\partial \gamma)\right) \subset \bigcup_{0<t<1} \boldsymbol{\alpha}_{K \hat{+}_{t} L}(\partial \gamma) \backslash\left(\boldsymbol{\alpha}_{K}(\partial \gamma) \cup \boldsymbol{\alpha}_{L}(\partial \gamma)\right) \subset \\
& \bigcup_{u \in \partial \gamma} \bigcup_{0<t<1} \boldsymbol{\alpha}_{K \hat{+}_{t} L}(u) \backslash\left(\boldsymbol{\alpha}_{K}(\partial \gamma) \cup \boldsymbol{\alpha}_{L}(\partial \gamma)\right) \subset \\
& \bigcup_{u \in \partial \gamma}\left(\bigcup_{0<t<1} \boldsymbol{\alpha}_{K \hat{+}_{t} L}(u) \backslash\left(\boldsymbol{\alpha}_{K}(u) \cup \boldsymbol{\alpha}_{L}(u)\right)\right)=  \tag{5.37}\\
& \bigcup_{u \in \partial \gamma} \eta(u) \subset \\
& \bigcup_{\substack{u \in \partial \gamma \\
\eta(u) \neq \varnothing}} \eta_{o}(u)
\end{align*}
$$

where in the last line we used notation from Lemma 5.8. As $S^{n-1}$ is a second countable space every subspace of it is also second countable and, in particular, Lindelöf. From (5.37) the set $\left\{\eta_{o}(u) \mid u \in \partial \gamma\right.$ and $\left.\eta(u) \neq \varnothing\right\}$ provided an open cover for the set in (5.35), and, hence, there is a countable (not necessarily finite) subcover $\left\{\eta_{0}\left(u_{i}\right) \mid u_{i} \in \partial \gamma\right.$ and $\left.i \in \mathbb{N}\right\}$ covering the set from (5.35). Therefore, from equation (5.35) we obtain

$$
\begin{equation*}
\lambda\left(\bigcup_{i \in \mathbb{N}} \eta_{o}\left(u_{i}\right)\right)>0 \tag{5.38}
\end{equation*}
$$

Therefore, since $\lambda$ is subadditive at least one of the sets $\eta_{o}\left(u_{i}\right)$ has a positive measure. Invoking Lemma 5.8 for this set we obtain that $\lambda(K, \cdot) \neq \lambda(L, \cdot)$.

## 6. Applications

We now turn to applications of the main theorem and machinery established. We will show that the measure-theoretic relation between $\boldsymbol{\alpha}_{K}$ and $\boldsymbol{\alpha}_{L}$ implies geometric relation between bodies $K^{*}$ and $L^{*}$. If we consider submeasure $\lambda$ supported on a very small set it is clear that bodies $K$ and $L$ can be very different at those radial directions $\omega$ for which $\lambda(K, \omega)=\lambda(L, \omega)=0$. Yet, we are going to show that the bodies are scalings of each other when we restrict our attention to support of submeasure $\lambda$.

Recall that the support of submeasure $\lambda$ is defined as

$$
\begin{equation*}
\operatorname{spt} \lambda=\left\{v \in S^{n-1} \mid \text { for every open neighborhood } N_{v} \text { of } \mathrm{v}, \lambda\left(N_{v}\right)>0\right\} \tag{6.1}
\end{equation*}
$$

The support of submeasure is known to be a closed set. Consider the following Lemma:
Lemma 6.1. Given $K, L \in \mathcal{K}_{o}^{n}$ and $u \in S^{n-1}$. Suppose $\boldsymbol{\alpha}_{K}^{*}(u)=\boldsymbol{\alpha}_{L}^{*}(u)=v$. Then

$$
\begin{equation*}
\nabla \frac{\rho_{K^{*}}}{\rho_{L^{*}}}(u)=0 \tag{6.2}
\end{equation*}
$$

Proof. We omit the proof of this result and it naturally follows from differentiation of radial functions of bodies $K$ and $L$ and is not needed for any result of this work.

The Lemma 6.1 was used in [8] to show that if $\lambda$ is absolutely continuous, strictly positive on open sets and $\lambda(K, \cdot)=\lambda(L, \cdot)$ then $K$ is scaling of $L$. Using similar ideas one possible relaxation would be to establish (6.2) on spt $\lambda$ from Theorem 1.1. Then, using equation (6.2) prove that $K^{*}$ and $L^{*}$ are dilates on any connected component $D$ of $\operatorname{spt} \lambda$. However, this approach doesn't work for the full generality of the problem.

First of all, if submeasure $\lambda$ is supported on a small set there might be no $u \in \operatorname{spt} \lambda$ such that $\boldsymbol{\alpha}_{K}(u)$ and $\boldsymbol{\alpha}_{L}(u)$ are vectors. But even then, one can construct an example of $K, L \in \mathcal{K}_{o}^{n}$ such that $\lambda(K, \cdot)=\lambda(L, \cdot)$ and for all $u \in \operatorname{spt} \lambda, \boldsymbol{\alpha}_{K}^{*}(u) \neq \boldsymbol{\alpha}_{L}^{*}(u)$ which would imply that (6.2) doesn't hold anywhere on spt $\lambda$.

More interestingly, let us address a very curious example constructed by Hassler Whitney in 1935, see [28]. He constructed a $C^{1}$ function $f$ on the plane such that $\nabla f=0$ on an arc $D \subset \mathbb{R}^{2}$ and, yet, $f$ is not constant on $D$. Clearly, something like this is not possible on a real line or if $D$ is some $C^{1}$ curve. The arc $D$ in Whitney's example is a fractal curve that has an infinite length between any two points. In particular, knowledge of (6.2) at any point of path-connected component $D \subset \operatorname{spt} \lambda$ might not be sufficient to insure that $K^{*}$ is a dilate of $L^{*}$ on $D$.

Guided by these ideas we are going to show that if $\lambda(K, \cdot)=\lambda(L, \cdot)$ then $K^{*}$ is a dilate of $L^{*}$ on each rectifiable path-connected component. Let us start with the definition of rectifiability.

Definition 6.2. Let $\Pi$ be a set of all partitions of $[0,1]$ such that if $\pi \in \Pi$ then

$$
\begin{equation*}
\pi=\left(t_{0}, t_{1}, \ldots, t_{k}\right) \tag{6.3}
\end{equation*}
$$

with $t_{0}=0$ and $t_{k}=1$. Given $\pi \in \Pi$ and a map $\gamma:[0,1] \rightarrow S^{n-1}$ define

$$
\begin{equation*}
l(\pi, \gamma)=\sum_{i=1}^{k} d\left(\gamma\left(t_{i}\right), \gamma\left(t_{i+1}\right)\right) \tag{6.4}
\end{equation*}
$$

A continuous map $\gamma:[0,1] \rightarrow S^{n-1}$ is called rectifiable curve if

$$
\begin{equation*}
L(\gamma)=\sup _{\pi \in \Pi} l(\pi, \gamma)<+\infty \tag{6.5}
\end{equation*}
$$

Now we define a stronger version of a path-connected set to exclude Whitney's example from our discussion.

Definition 6.3. The set $D \subset S^{n-1}$ is called a rectifiable path connected if given any $x, y \in D$ there exists a rectifiable path $\gamma:[0,1] \rightarrow D$ such that $\gamma(0)=x$ and $\gamma(0)=y$.

With this definition in mind, our main result of this section is Theorem 1.3:
Theorem 6.4. Let $K, L \in \mathcal{K}_{o}^{n}$ such that $\lambda(K, \cdot)=\lambda(L, \cdot)$ are finite Borel measures for a spherical Lebesgue sumbeasure $\lambda$. Then on each rectifiable path connected component $D \subset$ $\operatorname{spt} \lambda, K^{*}$ is a dilate of $L^{*}$. Alternatively, for each $v_{1}, v_{2} \in D$ we have

$$
\begin{equation*}
\frac{h_{K}\left(v_{1}\right)}{h_{L}\left(v_{1}\right)}=\frac{h_{K}\left(v_{2}\right)}{h_{L}\left(v_{2}\right)} \tag{6.6}
\end{equation*}
$$

Remark. In particular, one can think about this in terms of tangential bodies.
Note that, outside of fractal examples, the rectifiable condition is not such a strong assumption. For example, any open connected subset of spt $\lambda$ is rectifiable path-connected. In
particular, this shows that the uniqueness of the Gauss Image Problem is a local property compared to the existence result for which you need global information. This result immediately implies the uniqueness results established in [8] and [3]. The only thing which can go wrong is if measure $\lambda$ is supported on some sort of fractal similar to arc from example in [28].

We start with some preliminary lemmas.
Lemma 6.5. Let $K, L \in \mathcal{K}_{o}^{n}$. Suppose $\lambda(K, \cdot)=\lambda(L, \cdot)$ are finite Borel measures for a spherical Lebesgue submeasure $\lambda$. Then for any $u \in \operatorname{spt} \lambda$

$$
\begin{equation*}
\boldsymbol{\alpha}_{K^{*}}(u) \cap \boldsymbol{\alpha}_{L^{*}}(u) \neq \varnothing \tag{6.7}
\end{equation*}
$$

Proof. Suppose not. Since $\boldsymbol{\alpha}_{K^{*}}(u), \boldsymbol{\alpha}_{L^{*}}(u)$ are compact sets which don't intersect there exist and $\varepsilon>0$ such that

$$
\begin{equation*}
\varepsilon=2 \inf _{\substack{x \in \boldsymbol{\alpha}_{K^{*}}(u) \\ y \in \boldsymbol{\alpha}_{L^{*}}(u)}} d(x, y) . \tag{6.8}
\end{equation*}
$$

From continuity of radial Gauss Image map, Proposition 3.1, we obtain that there exist $\delta>0$ such that

$$
\begin{align*}
& \boldsymbol{\alpha}_{K^{*}}\left(u_{\delta}\right) \subset \boldsymbol{\alpha}_{K^{*}}(u)_{\varepsilon} \\
& \boldsymbol{\alpha}_{L^{*}}\left(u_{\delta}\right) \subset \boldsymbol{\alpha}_{L^{*}}(u)_{\varepsilon} \tag{6.9}
\end{align*}
$$

We rewrite (6.8) in the form

$$
\begin{equation*}
\boldsymbol{\alpha}_{K^{*}}(u)_{\varepsilon} \cap \boldsymbol{\alpha}_{L^{*}}(u)_{\varepsilon}=\varnothing \text {. } \tag{6.10}
\end{equation*}
$$

Let $\omega=\boldsymbol{\alpha}_{K^{*}}(u)_{\varepsilon}$. Then (6.9) implies

$$
\begin{equation*}
u_{\delta} \subset \boldsymbol{\alpha}_{K}\left(\boldsymbol{\alpha}_{K^{*}}\left(u_{\delta}\right)\right) \subset \boldsymbol{\alpha}_{K}\left(\boldsymbol{\alpha}_{K^{*}}(u)_{\varepsilon}\right)=\boldsymbol{\alpha}_{K}(\omega) . \tag{6.11}
\end{equation*}
$$

Suppose $u_{\delta} \cap \boldsymbol{\alpha}_{L}(\omega)$ is not empty. Let $v \in u_{\delta} \cap \boldsymbol{\alpha}_{L}(\omega)$. Then using (6.9) we obtain

$$
\begin{equation*}
\boldsymbol{\alpha}_{L^{*}}(v) \subset \boldsymbol{\alpha}_{L^{*}}\left(u_{\delta}\right) \subset \boldsymbol{\alpha}_{L^{*}}(u)_{\varepsilon} \tag{6.12}
\end{equation*}
$$

Thus, from (6.10), $\boldsymbol{\alpha}_{L^{*}}(v) \cap \omega=\varnothing$ which contradicts that $v \in \boldsymbol{\alpha}_{L}(\omega)$. This establishes that

$$
\begin{equation*}
u_{\delta} \cap \boldsymbol{\alpha}_{L}(\omega)=\varnothing \tag{6.13}
\end{equation*}
$$

Combining, (6.11) and (6.13) we obtain

$$
\begin{equation*}
u_{\delta} \subset \boldsymbol{\alpha}_{K}(\omega) \triangle \boldsymbol{\alpha}_{L}(\omega) \tag{6.14}
\end{equation*}
$$

Since $u_{\delta} \cap \operatorname{spt} \lambda \neq \varnothing$ and $u_{\delta}$ is open, this implies

$$
\begin{equation*}
\lambda\left(\boldsymbol{\alpha}_{K}(\omega) \triangle \boldsymbol{\alpha}_{L}(\omega)\right)>0 \tag{6.15}
\end{equation*}
$$

which contradicts Theorem 1.1.
Lemma 6.6. Let $K, L \in \mathcal{K}_{o}^{n}$. Suppose $\lambda(K, \cdot)=\lambda(L, \cdot)$ are finite Borel measures for a spherical Lebesgue submeasure $\lambda$. Let $u \in \operatorname{spt} \lambda$. Then for any $\varepsilon>0$ there exist $\delta>0$ such that

$$
\begin{equation*}
\boldsymbol{\alpha}_{K^{*}}\left(u_{\delta}\right) \cap \boldsymbol{\alpha}_{L^{*}}\left(u_{\delta}\right) \subset\left(\boldsymbol{\alpha}_{K^{*}}(u) \cap \boldsymbol{\alpha}_{L^{*}}(u)\right)_{\varepsilon} \tag{6.16}
\end{equation*}
$$

Proof. By continuity, Proposition 3.1, given any $\delta>0$, there exist $\delta_{1}>0$ such that

$$
\begin{equation*}
\boldsymbol{\alpha}_{K^{*}}\left(u_{\delta_{1}}\right) \cap \boldsymbol{\alpha}_{L^{*}}\left(u_{\delta_{1}}\right) \subset \boldsymbol{\alpha}_{K^{*}}(u)_{\delta} \cap \boldsymbol{\alpha}_{L^{*}}(u)_{\delta} . \tag{6.17}
\end{equation*}
$$

Thus, it is sufficient to prove that given $\varepsilon>0$ there exist $\delta>0$ such that

$$
\begin{equation*}
\boldsymbol{\alpha}_{K^{*}}(u)_{\delta} \cap \boldsymbol{\alpha}_{L^{*}}(u)_{\delta} \subset\left(\boldsymbol{\alpha}_{K^{*}}(u) \cap \boldsymbol{\alpha}_{L^{*}}(u)\right)_{\varepsilon} \tag{6.18}
\end{equation*}
$$

Let $\omega=\boldsymbol{\alpha}_{K^{*}}(u)$ and $\gamma=\boldsymbol{\alpha}_{L^{*}}(u)$. Recall that $\omega$ and $\gamma$ are compact spherically convex sets. Suppose (6.18) doesn't hold for some $\varepsilon$, then there exist a sequence $x_{n} \in \omega_{\delta} \cap \gamma_{\delta} \backslash(\omega \cap \gamma)_{\varepsilon}$ where $\delta=\frac{1}{n}$. By compactness there exists an $x \in S^{n-1}$ such that $x_{n} \rightarrow x$ along some subsequence. Since $x_{n} \in \omega_{\delta}$, and $\omega$ is a closed set, $x \in \omega$. Similarly, $x \in \gamma$, and, thus, $x \in \omega \cap \gamma$. Therefore, for large enough $n, x_{n} \in(\omega \cap \gamma)_{\varepsilon}$ which is a contradiction.

These two Lemmas characterize the continuity of normal cones on spt $\lambda$.
Definition 6.7. By $\boldsymbol{\alpha}_{K^{*}, L^{*}}(\omega)$ we denote the simultaneous radial Gauss Image map of bodies $K^{*}$ and $L^{*}$ as:

$$
\begin{equation*}
\boldsymbol{\alpha}_{K^{*}, L^{*}}(\omega)=\boldsymbol{\alpha}_{K^{*}}(\omega) \cap \boldsymbol{\alpha}_{L^{*}}(\omega) \tag{6.19}
\end{equation*}
$$

With this definition we obtain Theorem 1.2:
Proposition 6.8. Let $K, L \in \mathcal{K}_{o}^{n}$. Suppose $\lambda(K, \cdot)=\lambda(L, \cdot)$ are finite Borel measures for a spherical Lebesgue submeasure $\lambda$. Then, $\boldsymbol{\alpha}_{K^{*}, L^{*}}$ defined on $\operatorname{spt} \lambda$ is a continuous map. That is, for any $\varepsilon>0$ there exist $\delta>0$ such that for any $u \in \operatorname{spt} \lambda$

$$
\begin{equation*}
\boldsymbol{\alpha}_{K^{*}, L^{*}}\left(u_{\delta}\right) \subset \boldsymbol{\alpha}_{K^{*}, L^{*}}(u)_{\varepsilon} . \tag{6.20}
\end{equation*}
$$

Proof. This follows from Lemma 6.5 and Lemma 6.6.
The next lemma is an analog of Lemma 6.1 for general radial Gauss Image maps. This roughly means that if $u \in \operatorname{spt} \lambda$ if we restrict our attention to $\operatorname{spt} \lambda$, then radial functions roughly behave like $\nabla \frac{\rho_{K^{*}}}{\rho_{L^{*}}}(u)=0$. Since spt $\lambda$ might not have a differentiable structure we use the equivalent formulation:

Lemma 6.9. Let $K, L \in \mathcal{K}_{o}^{n}$. Suppose $\lambda(K, \cdot)=\lambda(L, \cdot)$ are finite Borel measures for a spherical Lebesgue submeasure $\lambda$. Then, for each $u \in \operatorname{spt} \lambda$ and any $\varepsilon>0$ there exist $\delta>0$ such that for all $u^{\prime} \in u_{\delta} \cap \operatorname{spt} \lambda$ :

$$
\begin{equation*}
\left|\frac{\rho_{K^{*}}}{\rho_{L^{*}}}\left(u^{\prime}\right)-\frac{\rho_{K^{*}}}{\rho_{L^{*}}}(u)\right| \leq \varepsilon\left|u^{\prime}-u\right| . \tag{6.21}
\end{equation*}
$$

Proof. Before finding $\delta$ let us establish some a priori estimated as $\delta^{\prime \prime}$ which we will use later in the proof. If $u$ is an isolated point of $\operatorname{spt} \lambda$ there is nothing to prove. Pick $\delta^{\prime}>0$ such that $\boldsymbol{\alpha}_{K^{*}, L^{*}}(u)_{\delta^{\prime}}$ is contained in $u_{\frac{\pi}{2}-\varepsilon^{\prime}}$ for some $\varepsilon^{\prime}>0$. Using Proposition 6.8 consider neighborhood $u_{\delta^{\prime \prime}}$ such that if $u^{\prime} \in u_{\delta^{\prime \prime}} \cap \operatorname{spt} \lambda$, then $\boldsymbol{\alpha}_{K^{*}, L^{*}}\left(u^{\prime}\right) \subset \boldsymbol{\alpha}_{K^{*}, L^{*}}(u)_{\delta^{\prime}} \subset u_{\frac{\pi}{2}-\varepsilon^{\prime}}$. This guarantees that for any $v \in \boldsymbol{\alpha}_{K^{*}, L^{*}}(u)$ and $v^{\prime} \in \boldsymbol{\alpha}_{K^{*}, L^{*}}\left(u^{\prime}\right)$ we have $v, v^{\prime}, u, u^{\prime} \subset u_{\frac{\pi}{2}-\varepsilon^{\prime}}$ and hence a uniform positive lower bound on their inner products. Moreover, we can pick $\delta^{\prime \prime}$ so that:

$$
\begin{equation*}
u^{\prime} \in u_{\delta^{\prime \prime}} \cap \operatorname{spt} \lambda \Rightarrow\left\|u^{\prime} \lambda+(1-\lambda) u\right\|>\frac{1}{2} \tag{6.22}
\end{equation*}
$$

With $\delta^{\prime \prime}$ in hand, let us start the proof. Pick any $u^{\prime} \in u_{\delta^{\prime \prime}} \cap \operatorname{spt} \lambda$ and any $v \in \boldsymbol{\alpha}_{K^{*}, L^{*}}(u)$ and $v^{\prime} \in \boldsymbol{\alpha}_{K^{*}, L^{*}}\left(u^{\prime}\right)$. Then,

$$
\begin{align*}
& \rho_{K^{*}}\left(u^{\prime}\right) u^{\prime} v \leq h\left(K^{*}, v\right)=\rho_{K^{*}}(u) u v \\
& \rho_{L^{*}}\left(u^{\prime}\right) u^{\prime} v \leq h\left(L^{*}, v\right)=\rho_{L^{*}}(u) u v \\
& \rho_{K^{*}}\left(u^{\prime}\right) u^{\prime} v^{\prime}=h\left(K^{*}, v^{\prime}\right) \geq \rho_{K^{*}}(u) u v^{\prime}  \tag{6.23}\\
& \rho_{L^{*}}\left(u^{\prime}\right) u^{\prime} v^{\prime}=h\left(L^{*}, v^{\prime}\right) \geq \rho_{L^{*}}(u) u v^{\prime} .
\end{align*}
$$

Combining these equations we obtain:

$$
\begin{equation*}
\frac{\rho_{K^{*}}}{r_{L^{*}}}(u) \frac{u v^{\prime}}{u^{\prime} v^{\prime}} \frac{u^{\prime} v}{u v} \leq \frac{\rho_{K^{*}}}{r_{L^{*}}}\left(u^{\prime}\right) \leq \frac{\rho_{K^{*}}}{\rho_{L^{*}}}(u) \frac{u v}{u^{\prime} v} \frac{u^{\prime} v^{\prime}}{u v^{\prime}} . \tag{6.24}
\end{equation*}
$$

Define $f: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
f(x, y)=\frac{u v}{x v} \frac{x y}{u y} \tag{6.25}
\end{equation*}
$$

Note in particular that for any $x, x^{\prime}, y, y^{\prime}$ in $u_{\frac{\pi}{2}-\varepsilon^{\prime}}$ :

$$
\begin{align*}
& f(x, v)=f\left(x^{\prime}, v\right) \\
& f(u, y)=f\left(u, y^{\prime}\right) \tag{6.26}
\end{align*}
$$

Since $f(u, v)=1$ by using (6.24) and definition of $f$ we obtain,

$$
\begin{equation*}
\frac{\rho_{K^{*}}}{\rho_{L^{*}}}(u)\left(\frac{1}{f\left(u^{\prime}, v^{\prime}\right)}-1\right) \leq \frac{\rho_{K^{*}}}{\rho_{L^{*}}}\left(u^{\prime}\right)-\frac{\rho_{K^{*}}}{\rho_{L^{*}}}(u) \leq \frac{\rho_{K^{*}}}{\rho_{L^{*}}}(u)\left(f\left(u^{\prime}, v^{\prime}\right)-1\right) \tag{6.27}
\end{equation*}
$$

In particular, this shows that $f\left(u^{\prime}, v^{\prime}\right)-1 \geq 0$ as $\operatorname{sign}\left(\frac{1}{x}-1\right)=-\operatorname{sign}(x-1)$.
Note that $f$ is $C^{\infty}$ function in a neighborhood of $(u, v)$. Holding vector $y$ fixed, the gradient $\nabla_{x} f$ of $f(x, y)$ at point $\left(x^{\prime}, y^{\prime}\right)$ is going to be:

$$
\begin{equation*}
\nabla_{x} f\left(x^{\prime}, y^{\prime}\right)=\frac{u \cdot v}{u \cdot y^{\prime}} \frac{\left(x^{\prime} \cdot v\right) y^{\prime}-\left(x^{\prime} \cdot y^{\prime}\right) v}{\left(x^{\prime} \cdot v\right)^{2}} \tag{6.28}
\end{equation*}
$$

Thus, for some $t \in[0,1]$, using (6.26) and mean value theorem we obtain

$$
\begin{equation*}
f\left(u^{\prime}, v^{\prime}\right)-1=f\left(u^{\prime}, v^{\prime}\right)-f\left(u, v^{\prime}\right)=\nabla_{x} f\left(u+t\left(u^{\prime}-u\right), v^{\prime}\right)\left(u^{\prime}-u\right) \tag{6.29}
\end{equation*}
$$

Denote by $x^{\prime}=u+t\left(u^{\prime}-u\right)$ we compute the following:

$$
\begin{align*}
\left\|\left(x^{\prime} \cdot v\right) v^{\prime}-\left(x^{\prime} \cdot v^{\prime}\right) v\right\| & = \\
\left\|\left(x^{\prime} \cdot v\right)\left(v^{\prime}-v+v\right)-\left(x^{\prime} \cdot\left(v^{\prime}-v+v\right)\right) v\right\| & = \\
\left\|\left(x^{\prime} \cdot v\right)\left(v^{\prime}-v\right)-\left(x^{\prime} \cdot\left(v^{\prime}-v\right)\right) v\right\| & \leq  \tag{6.30}\\
2\left\|x^{\prime}\right\|\|v\|\left\|v^{\prime}-v\right\| . & = \\
2\left\|x^{\prime}\right\|\left\|v^{\prime}-v\right\| . &
\end{align*}
$$

Combining (6.28), (6.29) and (6.30) we obtain that

$$
\begin{equation*}
\left|f\left(u^{\prime}, v^{\prime}\right)-1\right| \leq 2 \frac{u \cdot v}{\left(u \cdot v^{\prime}\right)\left(x^{\prime} \cdot v\right)^{2}}\left\|x^{\prime}\right\|\left\|v^{\prime}-v\right\|\left\|u^{\prime}-u\right\| \tag{6.31}
\end{equation*}
$$

Since we, beforehand, assumed that we work in $v, v^{\prime}, u, u^{\prime} \subset u_{\frac{\pi}{2}-\varepsilon^{\prime}}$ and all inner products are larger than some uniform constant and using (6.22) we obtain that there exists a constant $C_{\varepsilon^{\prime}}$ which only depends on $\varepsilon^{\prime}$

$$
\begin{equation*}
\left|f\left(u^{\prime}, v^{\prime}\right)-1\right| \leq C_{\varepsilon^{\prime}}\left\|v^{\prime}-v\right\|\left\|u^{\prime}-u\right\| \tag{6.32}
\end{equation*}
$$

Combining everything together and recalling that $f\left(u^{\prime}, v^{\prime}\right)-1 \geq 0$ we obtain

$$
\begin{equation*}
\frac{\rho_{K^{*}}}{\rho_{L^{*}}}\left(u^{\prime}\right)-\frac{\rho_{K^{*}}}{\rho_{L^{*}}}(u) \leq \frac{\rho_{K^{*}}}{\rho_{L^{*}}}(u) C_{\varepsilon^{\prime}}\left\|v^{\prime}-v\right\|\left\|u^{\prime}-u\right\| \tag{6.33}
\end{equation*}
$$

By continuity, Proposition 6.8, for any $\varepsilon^{\prime \prime}$ there exist a $\delta<\delta^{\prime \prime}$ such that for all $u^{\prime} \in u_{\delta} \cap \operatorname{spt} \lambda$, and for any $v^{\prime} \in \boldsymbol{\alpha}_{K^{*}, L^{*}}\left(u^{\prime}\right)$ we have that $v^{\prime} \in \boldsymbol{\alpha}_{K^{*}, L^{*}}(u)_{\varepsilon^{\prime \prime}}$. Thus we can choose $\varepsilon^{\prime \prime}$ small enough, such that, for all $u^{\prime} \in u_{\delta} \cap \operatorname{spt} \lambda$ and all $v^{\prime} \in \boldsymbol{\alpha}_{K^{*}, L^{*}}\left(u^{\prime}\right)$ there exist $v \in \boldsymbol{\alpha}_{K^{*}, L^{*}}(u)$ with

$$
\begin{equation*}
\frac{\rho_{K^{*}}}{\rho_{L^{*}}}(u) C_{\varepsilon^{\prime}}\left\|v^{\prime}-v\right\|<\frac{\varepsilon}{2} \tag{6.34}
\end{equation*}
$$

Combining this with (6.33) we obtain that for all $u^{\prime} \in u_{\delta} \cap \operatorname{spt} \lambda$,

$$
\begin{equation*}
\frac{\rho_{K^{*}}}{\rho_{L^{*}}}\left(u^{\prime}\right)-\frac{\rho_{K^{*}}}{\rho_{L^{*}}}(u) \leq \frac{\varepsilon}{2}\left\|u^{\prime}-u\right\| \tag{6.35}
\end{equation*}
$$

Now, notice that

$$
\begin{equation*}
\frac{1}{f\left(u^{\prime}, v^{\prime}\right)}-1=-\frac{f\left(u^{\prime}, v^{\prime}\right)-1}{f\left(u^{\prime}, v^{\prime}\right)} \tag{6.36}
\end{equation*}
$$

Since $f(x, y)$ is continuous at $(u, v)$ and $f(u, v)=1$ we can insure that our neighborhoods are small enough to claim from (6.27), (6.32), (6.34) that

$$
\begin{equation*}
-\varepsilon\left\|u^{\prime}-u\right\| \leq \frac{\rho_{K^{*}}}{\rho_{L^{*}}}\left(u^{\prime}\right)-\frac{\rho_{K^{*}}}{\rho_{L^{*}}}(u) \tag{6.37}
\end{equation*}
$$

which completes the proof.
We are now ready to prove the main result of this section
Proof of Theorem 6.4. Since $D$ is rectifiable path connected component of spt $\lambda$ given any $u_{0}, u_{1} \in D$ there exists a rectifiable path $\gamma(t)$ from some interval into spt $\lambda$. Since $\gamma$ is rectifiable we can assume that it is arc-length parametrized on interval $[0, L]$, see [9]. Pick $\varepsilon>0$. By Lemma 6.9 for each $u \in \gamma$ there exist $\delta_{u}$ such that for all $u^{\prime} \in u_{\delta_{u}} \cap \operatorname{spt} \lambda$ :

$$
\begin{equation*}
\left|\frac{\rho_{K^{*}}}{\rho_{L^{*}}}\left(u^{\prime}\right)-\frac{\rho_{K^{*}}}{\rho_{L^{*}}}(u)\right| \leq \varepsilon\left|u^{\prime}-u\right| . \tag{6.38}
\end{equation*}
$$

By continuity for each $t \in[0, L]$ there exist $\delta_{t}^{\prime}$ such that for $\left|t-t^{\prime}\right|<\delta_{t}^{\prime}$ we have $\gamma\left(t^{\prime}\right) \in$ $\gamma(t)_{\delta_{\gamma(t)}} \cap \operatorname{spt} \lambda$ and, hence,

$$
\begin{equation*}
\left|\frac{\rho_{K^{*}}}{\rho_{L^{*}}}\left(\gamma\left(t^{\prime}\right)\right)-\frac{\rho_{K^{*}}}{\rho_{L^{*}}}(\gamma(t))\right| \leq \varepsilon\left|\gamma\left(t^{\prime}\right)-\gamma(t)\right|=\varepsilon\left|t^{\prime}-t\right| . \tag{6.39}
\end{equation*}
$$

where the last equality follows from arc-parametrization. Note that $\left\{\left.I_{t}=\left(t-\frac{\delta_{t}^{\prime}}{2}, t+\frac{\delta_{t}^{\prime}}{2}\right) \right\rvert\, t \in\right.$ $[0, L]\}$ is an open cover for $[0, L]$. Let $\mathcal{C}=\left\{I_{t_{i}} \mid 1 \leq i \leq k\right.$ with $\left.0=t_{1}<t_{2}<\ldots<t_{k}=L\right\}$ be its finite subcover. Note that by construction of $I_{t}$ for each $1 \leq i<k$,

$$
\begin{equation*}
t_{i+1}-t_{i}<\frac{\delta_{t_{i+1}}^{\prime}}{2}+\frac{\delta_{t_{i}}^{\prime}}{2} \leq \max \left(\delta_{t_{i}}^{\prime}, \delta_{t_{i+1}}^{\prime}\right) \tag{6.40}
\end{equation*}
$$

and, thus, we can apply (6.39) to conclude that for each $1 \leq i<k$,

$$
\begin{equation*}
\left|\frac{\rho_{K^{*}}}{\rho_{L^{*}}}\left(\gamma\left(t_{i+1}\right)\right)-\frac{\rho_{K^{*}}}{\rho_{L^{*}}}\left(\gamma\left(t_{i}\right)\right)\right| \leq \varepsilon\left|\gamma\left(t^{\prime}\right)-\gamma(t)\right|=\varepsilon\left|t_{i+1}-t_{i}\right| . \tag{6.41}
\end{equation*}
$$

Using this we obtain,

$$
\begin{align*}
&\left|\frac{\rho_{K^{*}}}{\rho_{L^{*}}}\left(u_{1}\right)-\frac{\rho_{K^{*}}}{\rho_{L^{*}}}\left(u_{0}\right)\right|=\left|\sum_{i=1}^{k-1} \frac{\rho_{K^{*}}}{\rho_{L^{*}}}\left(\gamma\left(t_{i+1}\right)\right)-\frac{\rho_{K^{*}}}{\rho_{L^{*}}}\left(\gamma\left(t_{i}\right)\right)\right| \leq \\
& \sum_{i=1}^{k-1} \varepsilon\left|t_{i+1}-t_{i}\right|= \tag{6.42}
\end{align*}
$$

$$
\varepsilon
$$

Since $\varepsilon$ was arbitrary, we obtain that $\frac{\rho_{K^{*}}}{\rho_{L^{*}}}$ is constant on $D$, which shows the desired.
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