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ABSTRACT: The authors propose models for the solution of the fundamental problem of option replication subject to discrete trading, round lotting, and nonlinear transaction costs based on state-of-the-art methods in deep reinforcement learning including deep Q-learning and proximal policy optimization.

• The models allow the user to plug in any option pricing and simulation library and then train them with no further modifications to hedge arbitrary option portfolios.
• A series of simulations demonstrates that the deep reinforcement learning models learn similar or better strategies as compared to delta hedging.
• Proximal policy optimization outperforms the other models in terms of profit and loss, training time, and amount of data needed for training.

TOPICS: Big data/machine learning, options, risk management, simulations*

Replication and hedging of derivatives are fundamental problems in finance. Following the seminal work of Black and Scholes (1973) and Merton (1973)—jointly referred to as BSM throughout this article—on option pricing and dynamic hedging, an impressive number of articles have focused on pricing and replicating options. At the heart of BSM is the insight that in a complete and frictionless market, one can perfectly replicate the option by using a continuously rebalanced dynamic trading strategy in the stock and riskless security.

Because of frictions such as trading costs, continuous trading of the underlying
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1See Kaelbling, Littman, and Moore (1996) and Sutton and Barto (2018) for an introduction to R.L.

2For DQN, DQN with Pop-Art, and PPO, we refer the reader to van Hasselt et al. (2016), Mnih et al. (2013, 2015), Schulman et al. (2015a, 2017), and Silver et al. (2017).
to hedge a whole range of strikes, and no retraining is needed when the user changes to another strike within the range.

Second, we show in a series of simulations that the DRL models learn similar or better strategies as compared to delta hedging. Out of all models, PPO performs the best in terms of P&L, training time, and amount of data needed for training.

Third, the models are general, allowing the user to plug in any option pricing and simulation library and then train them with no further modifications to hedge arbitrary option portfolios.

DEEP REINFORCEMENT LEARNING

In this section, we briefly review the aspects of DRL that we use throughout this article. RL provides a way to train computer models, referred to as agents, that learn to interact with an environment by means of the sequency of actions they take, with the goal of optimizing a cumulative reward over time. At each time step t, the agent observes the current state of the environment st ∈ S and chooses an action at ∈ A. This choice influences both the transition to the next state, st+1, and the reward, Rst, the agent receives. The agent’s goal is to choose actions to maximize the expected cumulative reward:

$$E[G_t] = E[R_{t+1} + \gamma R_{t+2} + \gamma^2 R_{t+3} + \ldots] \quad (1)$$

where the constant \( \gamma \in [0, 1] \) is referred to as the discount factor. The sum in Equation 1 can be either finite or infinite, depending on the problem at hand. If rewards are bounded, then \( \gamma < 1 \) ensures convergence when the sum (Equation 1) is infinite. A policy \( \pi \) is a strategy for determining an action \( a_t \) conditional on the current state \( s_t \). Policies can be deterministic or stochastic. In the deterministic case, \( \pi \) maps \( S \to A \); in the stochastic case, \( \pi \) maps a state \( s \in S \) to a probability distribution \( \pi(a|s) \) on \( A \).

In this article, we focus on Q-learning and policy gradient methods based on deep neural networks (DNNs).

Q-Learning

The action-value function \( Q^*: S \times A \to \mathbb{R} \), also known as the Q-function, expresses the value of starting in state \( s \), taking action \( a \), and following policy \( \pi \) thereafter:

$$Q^*(s,a) := E_{\pi}[G_t | s_t = s, a_t = a] \quad (2)$$

where \( E_{\pi} \) denotes the expectation under the assumption that policy \( \pi \) is followed. The state-value function is defined as the action-value function in which the first action also comes from the policy \( \pi \); that is

$$V^\pi(s) := E_{\pi}[G_t | S_t = s] = Q^*(s, \pi(s)) \quad (3)$$

Policy \( \pi \) is defined to be at least as good as \( \pi' \) if

$$V^\pi(s) \geq V^{\pi'}(s) \quad (4)$$

for all states \( s \). An optimal policy is defined as one that is at least as good as any other policy. All optimal policies share the same optimal action-value function \( Q^* \), the optimal action-value function. The goal of Q-learning is to learn \( Q^* \). The optimal action-value function satisfies the Bellman equation:

$$Q^*(s,a) = E[R + \gamma \max_{a'} Q^*(s', a') | s,a] \quad (5)$$

The basic idea of Q-learning is to turn the Bellman equation into the update \( Q_{st}(s,a) = E[R + \gamma \max_{a'} Q(s', a') | s,a] \) and iterate this scheme until convergence, \( Q_1 \to Q^* \) (see, for example, Sutton and Barto 2018). Once one has determined the optimal action-value function, the optimal policy can be computed via

$$\pi^*(s) = \arg \max_{a \in A} Q^*(s,a) \quad (6)$$

Deep Q-Learning

In deep Q-learning the action-value function is approximated with a DNN, \( Q(s,a; \theta) = Q^*(s,a) \), in which \( \theta \) represents the network parameters. The DNN is then trained by minimizing the following sequence of loss functions:

$$L_\delta(\theta) = E[L_\delta(Q(s,a; \theta)) - R$$

$$- \gamma \max_{a'} Q(s', a'; \theta^*)] \sim U(D) \quad (7)$$

where \( L_\delta \) is the Huber loss.
Deep Q-Learning with Adaptive Scaling

DQN can experience stability issues in problems in which rewards vary significantly in magnitude, resulting in poor performance. Mnih et al. (2015) used reward clipping to address this issue. However, deciding on an acceptable range for the rewards is ad hoc and can also change the learning objective, thereby resulting in different policies.

van Hasselt et al. (2016) proposed an adaptive approach to normalize rewards that they called Pop-Art and demonstrated how it improves the stability and performance of DQN on a number of Atari 2600 games.

DQN with Pop-Art preserves the output of the unnormalized Q-function, \( Q \), by creating a trainable square linear layer with weights \( W \in \mathbb{R}^{n \times \alpha} \) and bias \( b \in \mathbb{R}^\alpha \) to represent a modified Q-function

\[
\tilde{Q}(s,a;\theta) = WQ(s,a;\theta) + b
\]

where \( n \) is the size of the action space \( \mathcal{A} \). Let us define the target \( Y_j := R_j + \gamma \max_a Q(s_{jt+1}, a; \theta) \). After initializing \( W \equiv \Sigma = I \) and \( b \equiv \mu = 0 \) at the beginning of training, they are subsequently updated according to

\[
W_{\text{new}} \leftarrow \Sigma_{\text{new}}^{-1} \Sigma W, \quad b_{\text{new}} \leftarrow \Sigma_{\text{new}}^{-1} (\Sigma b + \mu - \mu_{\text{new}})
\]

where \( \Sigma_{\text{new}} \) and \( \mu_{\text{new}} \) are chosen such that the scaled targets \( \{\Sigma_{\text{new}}^{-1} (Y_j - \mu_{\text{new}})\}_{j=1}^\tau \) are normalized.

Policy Gradient Methods

We assume that each action \( a \) is generated by a stochastic policy such that \( a \sim \pi_\theta(a|s) \) with parameters \( \theta \). In contrast to improving the approximation of the action-value function as is done in Q-learning, policy gradient methods aim to directly learn the policy \( \pi_\theta^* \) that maximizes the cumulative reward (Equation 1) by performing a gradient update of \( \theta \), such that

\[
\theta_{i+1} = \theta_i + \alpha_i \nabla_{\theta} J(\theta_{i+1}) = \theta_i + \alpha_i \nabla_{\theta} \mathbb{E}[\log \pi_\theta(a|s) \tilde{A}]
\]

where \( J(\theta) := \mathbb{E}_s[Q(s,a;\theta)] \) and \( \alpha_i > 0 \) is the learning rate at step \( i \). Policy gradient methods differ in terms of how gradients are estimated. Most are guaranteed to converge to the optimal policy, and in practice they often converge faster than Q-learning.

Frequently, the following gradient estimator is used:

\[
\hat{g}(\theta) = \mathbb{E}_i[\nabla_\theta \log \pi_\theta(a|s) \tilde{A}]
\]

where \( \mathbb{E}_i \) denotes the empirical average over a finite batch of samples, and \( \tilde{A} \) is an estimate of the advantage function \( A_i := Q_\theta(s_i,a_i) - V_\theta(s_i) \) at time step \( t \) (see Schulman et al. 2017). Computationally, it is convenient to work directly with the loss function \( L^{PG}(\theta) \) defined such that \( \nabla_{\theta} L^{PG}(\theta) \equiv \hat{g}(\theta) \); that is

\[
L^{PG}(\theta) := \mathbb{E}_i[\log \pi_\theta(a|s) \tilde{A}]
\]

Proximal Policy Optimization

A challenge with policy gradient methods is that estimates of the gradients have high variance, resulting in a lack of robustness and poor convergence. Additionally, basic policy gradient methods are often not data efficient. We choose to use PPO because it has been shown to be data efficient and robust in a number of practical applications (see Schulman et al. 2015a, 2017). PPO is based on several recent developments in policy gradients, and a full description is beyond the scope of this article. In the following, we highlight some aspects of PPO that are important for the models in this article and refer the reader to Schulman et al. (2017) for details.
By combining several objectives, the PPO loss function is defined as

$$L^{\text{PPO}}_t(\theta) := \hat{E}_t[ L^{\text{CLIP}}_t(\theta) - c_1 L^{\text{VF}}_t(\theta) + c_2 S[\pi_0](s_t)]$$

(14)

where $L^{\text{CLIP}}_t(\theta)$ is a clipped surrogate objective, $L^{\text{VF}}_t(\theta) := (V^{\pi_0}(s_t) - V_{\text{target}}^{\pi_0})^2$ is the squared-error between predicted and realized value functions, and $S[\pi_0]$ denotes an entropy bonus. The entropy bonus controls the exploration–exploitation trade-off during training. The hyperparameters $c_1$, $c_2 \geq 0$ determine the trade-offs among the terms in the loss function. Schulman et al. (2017) proposed the clipped surrogate objective, $L^{\text{CLIP}}_t(\theta)$, as a modification of the surrogate objective used in TRPO (see Schulman et al. 2015a), defined as

$$L^{\text{CLIP}}_t(\theta) := \min \left( \frac{\pi_0(a_t|s_t)}{\pi_{\text{old}}(a_t|s_t)}, \text{clip} \left( \frac{\pi_0(a_t|s_t)}{\pi_{\text{old}}(a_t|s_t)}, 1 - \epsilon, 1 + \epsilon \right) \right) \hat{A}_t$$

(15)

where $\epsilon > 0$, $\pi_0(a_t|s_t)$ and $\pi_{\text{old}}(a_t|s_t)$ are the new and current policies and $\hat{A}_t$ is an estimate of the advantage function at time step $t$. In our computational examples, we used general advantage estimation (GAE) (see Schulman et al. 2015b) to estimate the advantage function, $\hat{A}_t := \hat{A}_t^{\text{GAE}(\gamma, \lambda)}$. The clipping operation limits the policy to the interval $[1 - \epsilon, 1 + \epsilon]$, thereby reducing the variance of the policy gradient estimate.

**AUTOMATIC HEDGING**

Kolm and Ritter (2019) defined automatic hedging as “the practice of using trained reinforcement learning agents to handle the hedging of certain derivative positions.” Although the approach in this article in principle can be applied to arbitrary portfolios of derivative securities, here we consider the training of DQN agents for the purpose of replicating static long positions in European call options of different strikes by trading the underlying stock. In a complete market with continuous and frictionless trading, such as in the BSM model, there is a dynamic trading strategy in the stock that replicates the option position perfectly. Specifically, the P&L of the hedged portfolio, defined as the P&L of the option position minus the replication strategy, has zero variance. When frictions are no longer absent and only discrete trading is possible, then the goal of replication becomes minimizing (1) the variance of the P&L of the hedged portfolio and (2) the cost of replication.

We consider a complete market in which stock prices follow a geometric Brownian motion (GBM) with initial price $S_0$ and a daily lognormal volatility of $\sigma$/day. We assume options are European and mature in $T$ days and that the risk-free rate is zero.

In R.L., at each time step $t$ the agent observes the state of the environment, takes an action, and then receives a reward. In the following, we describe the state and action spaces, reward function, and trading costs we use in training the models.

**State Space**

The state must contain the information relevant for making the optimal decision. Information that is not relevant to the problem, or that can be derived from other state variables, does not need to be included. For the replication of European options with different strikes, a natural state space is given by

$$S := \mathbb{R}_+^2 \times \mathbb{Z} \times \mathbb{N} = \{(S, \tau, n, K)|S > 0, \tau > 0, n \in \mathbb{Z}, K \in \mathbb{N}\}$$

(16)

Consequently, at each time step $t$, the agent observes the four-dimensional state vector $s_t = (S_t, \tau, n_t, K)$ where $S_t$ is the price of the stock at time $t$; $\tau := T - t > 0$ is the time remaining to maturity of the option; $n_t$ is the current number of shares held; and $K$ is the option strike. We emphasize that the state does not need to include the option Greeks because they are functions of the variables the agent has access via the state. With enough training data, we expect the agent will learn such nonlinear functions on its own as needed.

**Action Space**

After observing the state, the agent takes an action $a_t$ by choosing the integer amount of the underlyer to trade from the action space:

$$\mathcal{A} := \{-100 \cdot L, \ldots, 100 \cdot L\}$$

(17)

where $L$ is the number of option contracts held, each for 100 shares.
**Reward Function**

Next, we turn to deriving the reward function. We assume agents have quadratic utility,\(^3\) which implies that their optimal portfolios are given as solutions of the mean–variance optimization problem

\[
\max_\pi \left( \mathbb{E}[w_T] - \frac{\kappa}{2} \mathbb{V}[w_T] \right)
\]

(18)

with \(\kappa\) denoting an agent’s risk aversion and \(\pi\) the optimal policy, and where the final wealth \(w_T\) is the sum of individual wealth increments \(\delta w_t\)

\[
w_T = w_0 + \sum_{t=1}^T \delta w_t
\]

(19)

It is easy to see that wealth increments can be decomposed as

\[
\delta w_t = q_t - \epsilon_t
\]

(20)

where \(q_t\) follows a random walk, and \(\epsilon_t\) is the total trading cost in period \(t\). Trading costs can include commissions, bid–offer spread cost, market impact cost, and other sources of slippage. Observe that when the risk-free rate is zero, from Equation 20, it immediately follows that \(\mathbb{E}[\delta w_t] = -\mathbb{E}[\epsilon_t]\), and the objective function in Equation 18 then describes the trade-off between cost and variance of P&L as measured by the risk-aversion, \(\kappa\).

To solve the replication problem using RL, we need to choose a reward \(R_t\) such that \(\mathbb{E}(R_t) = \mathbb{E}[\delta w_t] - \frac{\kappa}{2} \mathbb{V}[\delta w_t]\). One possibility is

\[
R_t := \delta w_t - \frac{\kappa}{2} (\delta w_t)^2
\]

(22)

and use it to compute the values in Equation 1.

**Rebalancing and Trading Costs**

We allow agents to rebalance their replicating portfolio \(D\) times per day such that each episode has a total of \(T \cdot D\) time steps. All trades are subject to trading costs defined by

\[
\text{cost}(n) = C \cdot \text{TickSize} \cdot (|n| + 0.01n^2)
\]

(23)

where \(n\) is the number of shares traded and \(C\) is a cost multiplier. The term \(\text{TickSize} \cdot |n|\) represents the cost of crossing a bid–offer spread that is two ticks wide. The quadratic term in Equation 23 is a simplistic model for market impact. An advantage of the RL approach is that it does not make any assumptions about the form of the cost function (Equation 23). It will learn to optimize expected utility under whatever cost function one prefers.

**BSM Benchmark and Parameter Settings**

We compare the performance of the agents with the delta hedging baseline policy

\[
\pi_{DH}(s_t) = -100 \cdot \text{round}(\Delta(s_t)) - n,
\]

(24)

where \(n\) is the current stock holdings of an agent following a standard delta hedging policy, 100 is the number of stocks controlled by one call option, and \(\Delta(s_t)\) is the corresponding BSM delta of the option position at time \(t\).

In the computational examples, we use the following parameter settings: \(\sigma = 0.01, \quad S_0 = 100, \quad T = 10, \quad D = 5, \quad K \in \{98, 99, 100, 101, 102\}, \quad C \in \{0, 1, 3, 5\},\) and \(\text{TickSize} = 0.1\).

**COMPUTATIONAL EXAMPLES**

**Simulation Environment**

To train RL agents, one needs a lot of data. The majority of the most successful RL applications to date rely on generating training data in simulation.
environments, rather than training on historical data. With a simulator of the environment, one can generate as much data as one needs to accurately train the models.

We implemented a simulation environment for options trading in OpenAI Gym using Python and PyTorch (see https://keras.io/ and Paszke et al. 2019). Although our simulation environment is similar to that of Kolm and Ritter (2019), who considered the training of an option with a chosen fixed strike price, our implementation allows training options with the same underlier for a range of strike prices simultaneously.

The simulator has three main steps. First, it generates training data by sampling episodes of stock returns from a price process. Second, it samples a strike price from a selected range of strikes and, based on the state representation, computes the corresponding option price for the current time step. Third, after receiving the action chosen by the RL agent, the current state vector is updated, and the simulator increments the time step. The environment computes the reward according to Equation 22, and the reward and state vector are recorded into the replay memory to be used in future training. One epoch consists of 3,000 episodes, in which each episode is one complete path of 50 price observations (i.e., \( T \cdot L = 10 \cdot 5 \)). We update the data only every five epochs.

In the computational examples in this article, the price process is a GBM initialized as by Kolm and Ritter (2019), and we consider an agent holding a long position in a call option, controlling 100 shares of stocks, with strike \( K \) in some range.

**Model Architecture and Hyperparameters**

We use a standard multilayer perceptron architecture with five hidden layers with ReLU activation functions for DQN and PPO. In our computational experiments, we found that five hidden layers provided the best trade-off between training time and hedging performance. To improve the speed of convergence in the training phases, we use batch normalization before each ReLU in the hidden layers. For DQN, the network outputs a vector of the same size as the action space, each component representing the value of the \( Q \)-function conditional on the corresponding action. For PPO, the outputs from the final hidden layer are fed into two individual linear layers to produce a policy vector of the same size as the action space, where each component represents the probability of each action and a scalar for the value function (Equation 3). In the case of DQN with Pop-Art, we normalize the \( Q \)-function according to the formulas in Equations 9 and 10.

To train the DQN and PPO models, we use the Adam optimizer with an initial learning rate of 10\(^{-4}\). We train DQN with Pop-Art using stochastic gradient descent with a fixed learning rate of 10\(^{-4}\). In all of the models, we clip gradients such that their norm is less than one.

We perform grid search on the set of hyperparameters and select the configuration with the best out-of-sample performance. We found that a discount factor, \( \gamma \), in the range of \([0.8, 0.9]\) gave the best performance for DQN and for DQN with Pop-Art. For PPO, one needs to tune the hyperparameter \( \lambda \) used in GAE. Theoretically, \( \lambda \) should be close to one for the best performance. However, Schulman et al. (2015b) showed that large \( \lambda \) can lead to gradient estimates with high variance, resulting in slow convergence.

In our computational experiments, we observed that a larger entropy bonus in the PPO loss function (Equation 14) results in well-behaved and financially intuitive policies, whereas a smaller entropy bonus sometimes leads to unstable and nonintuitive policies. For the PPO loss function (Equation 14), we fix \( c_1 = 0.5 \) and tune \( c_2 \), finding that \( c_2 = 0.2 \) provides the best-performing policies.

We conduct our computational experiments on an NVIDIA GTX 1080 GPU. Unlike Kolm and Ritter (2019), we simultaneously train a whole range of strikes, \( K \in \{98, 99, 100, 101, 102\} \), for each model. For trading costs (Equation 23), we use the cost multipliers \( C \in \{0, 1, 3, 5\} \), corresponding to no, low, moderate, and high costs. For out-of-sample validation, we use 38,500 randomly generated episodes as our test set.

**Training Time and Convergence**

It is well known that training networks for DRL can be time consuming (see, for example, Cruz, Du, and Taylor 2017). Therefore, we first examine training times and convergence of our models. Exhibits 1 and 2 show average time in GPU seconds and the number of data points used until convergence. Here, one data point represents the state and corresponding reward. We observe that, on average, it takes DQN about \( 10^4 \) GPU seconds to converge on a single GPU, whereas PPO only needs about \( 10^2 \) GPU seconds. PPO converges more quickly because, on average, DQN requires an order of magnitude more data points. In fact, the training
**EXHIBIT 1**

Average Reward versus Training Time for DQN and PPO

![Graphs showing average reward versus training time for DQN and PPO](image)

Notes: The left panel shows average reward versus GPU seconds for the DQN agent in the one (dashes) and five strike (crosses) scenarios. The right panel shows the average reward versus GPU seconds for the PPO agent in the one (dashes) and five strike (crosses) scenarios.

**EXHIBIT 2**

Average Reward versus Training Data Size for DQN and PPO

![Graphs showing average reward versus training data size for DQN and PPO](image)

Notes: The left panel shows the average reward versus training data size for the DQN agent in the one (dashes) and five strike (crosses) scenarios. The right panel shows the average reward versus training data size for the PPO agent in the one (dashes) and five strike (crosses) scenarios.
of DQN involves sampling around $5 \cdot 10^5$ versus $10^4$ data points for PPO; equivalently, DQN and PPO need approximately 150 versus 6 epochs to converge.

The left panels in Exhibits 1 and 2 indicate some instability issues in the training of DQN. We determined that these are due to scaling issues of the rewards. By applying the Pop-Art normalization to DQN as discussed earlier, we obtain stable training behavior (see Exhibit 3).

Exhibit 4 provides a comparison of the policies of DQN and DQN with Pop-Art for an option struck at $K = 100$, close to maturity, and with cost multiplier $C = 1$. In the exhibit, one can examine the policies for out-of-, at-, and in-the-money cases corresponding to the stock price at 98, 100, and 102, respectively. The upward sloping lines represent the corresponding policies from the BSM model (i.e., the trades resulting from changes in delta). We observe in the left and right panels that the agents have correctly learned that, under discrete trading with costs, the resulting actions are piecewise constant as a function of the current stock position. Additionally, they have rightly identified the existence of a no-trade region—that is, a range of states (stock positions) for which the action is a zero trade.

Notice the DQN policies (in the left panel) are not strictly increasing but exhibit some wiggles, indicating that the training of the agent did not fully converge. However, more training does not improve upon this behavior, as already suggested by the results from Exhibits 1 and 2. Perhaps a different training approach for DQN than ours may lead to better performance. Nonetheless, after examining our DQN training data, we reached the conclusion that data scaling issues cause the instabilities. Rather than modifying our approach to training DQN, we chose to implement the Pop-Art normalization described previously. As we see in the right panel in Exhibits 3 and 4 and 3, DQN with Pop-Art leads to stable training performance and strictly increasing policies.

To summarize, the aforementioned results show that (1) training is quite rapid, especially for PPO; (2) DQN with Pop-Art addresses the instability issues of DQN; (3) for all models, the training time is not affected by whether one or several options of the same underlier are trained; and (4) for all the models, the training time for each model is not affected by the choice of cost multiplier. For the remaining computational examples in this article, we train all models for the multistrike case.
Out-of-Sample Performance

In this section, we examine the out-of-sample performance of the trained models. For this purpose, we generate 38,500 random out-of-sample paths using our simulator.

First, we examine the behavior of the models for one representative out-of-sample path. In Exhibit 5, the left and right panels depict the PPO agent’s performance for the at-the-money no-cost and high-cost cases for this sample path. The performance of DQN and DQN with Pop-Art is similar to that of PPO and is omitted. In the no-cost cases, we notice that the agents’ stock positions track the BSM delta position, showing that all agents have learned to hedge. In the high-cost case, although able to maintain a hedge, the agents are trading in a more cost-conscious way, suggested by a much smoother curve than the BSM delta, which naturally fluctuates with the GBM process.

To summarize the results from all 38,500 out-of-sample paths, we compute the realized volatility, total cost, and P&L of each path, representing them as kernel density plots. Exhibit 6 shows the results for at the money options in the high-cost setting. The left and right panels demonstrate that DQN agents are able to learn policies that, in comparison to the BSM model, result in lower realized P&L volatility at lower cost. One can evaluate efficacy of an automatic hedging model by how often the total P&L (including the hedging and trading costs) is significantly less than zero. The middle panel in Exhibit 6 displays density plots of the t-statistics of total P&L for the agents and BSM model. We observe that DQN and PPO perform the best in that their t-statistics are more frequently close to zero than the other models.

CONCLUSIONS

In this article, we developed a system based on (1) deep Q-learning, (2) deep Q-learning with Pop-Art, and (3) proximal policy optimization, all state-of-the-art DRL models that learn to optimally replicate options with different strikes subject to realistic conditions, including discrete trading, round lotting, and nonlinear transaction costs. A feature of the system is that each
In a series of simulations, we demonstrated that the DRL models learn similar or better strategies compared to delta hedging. Out of all models, we concluded that PPO performs the best in terms of P&L, training time, and amount of data needed for training.

Our proposed models are general, allowing the user to plug in any option pricing and simulation library and then train them with no further modifications to hedge arbitrary option portfolios.

In closing, we comment on some of the advantages of the RL system we proposed for the replication of derivatives. The system is model-free, not requiring many assumptions. Specifically, no assumptions are required
about price processes of the derivatives and hedging securities or transaction costs incurred from trading. All the system needs is a good simulator, in which price processes and transaction costs are accurately simulated. The system does not depend on the existence of a perfect dynamic trading strategy replicating the derivatives. Rather, it learns to trade off variance and cost as best as possible using any hedging securities provided. In particular, the system will find the best minimum-variance dynamic replication strategy, whether or not the minimum-variance is actually zero, in contrast to classical derivative pricing models in complete markets. This is an important point because in the real world markets cannot be assumed to be complete; hence, some securities required for perfect replication may not exist.
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**ABSTRACT:** In many financial applications, it is important to classify time-series data without any latency while maintaining persistence in the identified states. The authors propose a greedy online classifier that contemporaneously determines which hidden state a new observation belongs to without the need to parse historical observations and without compromising persistence. Their classifier is based on the idea of clustering temporal features while explicitly penalizing jumps between states by a fixed-cost regularization term that can be
calibrated to achieve a desired level of persistence. Through a series of return simulations, the authors show that in most settings their new classifier remarkably obtains a higher accuracy than the correctly specified maximum likelihood estimator. They illustrate that the new classifier is more robust to misspecification and yields state sequences that are significantly more persistent both in and out of sample. They demonstrate how classification accuracy can be further improved by including features that are based on intraday data. Finally, the authors apply the new classifier to estimate persistent states of the S&P 500 Index.
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ABSTRACT: In this article the authors provide a simple but rigorous mathematical framework for time diversification. Based on this framework, we provide a measure of time diversification that can be computed for any return distribution model and any risk measure; this measure of time diversification can be empirically ascertained with non-parametric estimates of risk and with bootstrap techniques to simulate the return distribution. The authors argue that the critical issue of time diversification is not how to interpret time diversification in sequences of IID returns, but how to make long-term forecasts. The latter involves complex issues related to the distributional properties of returns, as well as memory effects and regime shifts. The authors then discuss how the distributional properties of stock returns, long memory, and regime shifts affect time diversification.