
Fall 2012
Analytical Methods in CS

Homework 5
Due 2012/11/12

Oded Regev
Courant Institute

1. Learning juntas with queries: Show an algorithm for exactly learning k-juntas in time poly(n, 2k)

using query access, without using the Fourier transform.

2. Weakly learning DNFs [1]: Show that if f : {0, 1}n → {−1, 1} is computable by a DNF
with at most s clauses then | f̂ (S)| ≥ Ω(1/s) for some S with |S| ≤ log2(s) + O(1) (possibly
|S| = 0). This is the first step in Jackson’s algorithm [2]. Hint: deal separately with the case
where there are no small terms. If there is a small term, consider a restriction.

3. Learning noise insensitive functions: For f : {0, 1}n → R define the δ-noise sensitivity of f
as NSδ( f ) = 1

2 (1− 〈 f , T1−2δ f 〉).

(a) Show that for f : {0, 1}n → {−1, 1}, NSδ( f ) = Prx,w[ f (x) 6= f (x + w)] where x is
chosen uniformly from {0, 1}n and w is chosen according to µδ.

(b) Let Cδ,ε be the class of all f : {0, 1}n → {−1, 1} with NSδ( f ) ≤ ε. Show that for any
0 < δ < 1

2 and ε > 0, Cδ,ε can be PAC learned under the uniform distribution from
random examples to within accuracy O(ε) in time poly(n1/δ, 1/ε).

(c) Optional: show that for the majority function, NSδ(MAJn) = Θ(
√

δ) assuming n is
large enough.
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