
 

Statistics April28 az

DensityEstimatioir
Setup Observe data X Xu F and the density

is f F
Goal Estimate f using as fow assumption as possible

Still a smoothing problem

LM thEk hesitate

oversmoothed

One possible measure of the error is the L2 error

Loss L Hx Hx dx
HI f112
111112 2 Iif t 11ft Jt 115112 JtC

J

Iif inner product of with f

JIA Hx dx
JIMdax
EIICHI

Goal is to estimate J



As before denote by Ito the estimator obtained by
leaving out i

Def CU estimate of the risk

I HEH th E Iti Xi

Histograms

Assume we are estimating f ou lo B set h tm

then we have bins B o h Bi Ch2h Bj CjDh jh
Denote by Yj Xi's in bin j

estimate
Ysyn probability of ending up in b i j

p f x dx true probability of landing in

bi j
P X c B

Histogram estimator IK Fi 11 43
Maybe a surprisingfactor

113,1 A Jfkwhy not just F's I
n YMThe

B

ElFM ElhP Pip ht fHdx f Hx h fix

The Efflx Phd for xeB

Var Ik Pill
nhl



and the risk can be computed as

Thin Assume that f is absolutely continuous and

f f
2 L D then

121ft fifty 2dx t th t 01h Olt

and fur fixed in the minimum occurs at

h
d

and

then RIT f n C

Remember Since f is not known minimize instead

since it can actually be computed

KernelDensityEstimaton
If you had only one data point Xp what would

you do

It
idea Place a local kernel at each data point and sum

r Is

How wide should the kernel he

Def kernel density estimator Jk
IN f f K TE Sick O

ri Ix K N



Thin If f is continuing at and h O uh a

then fix Is Hx

Lig PllHx Hx se 0

Thin Let 1217 IE Hx Ilx In the mile

at Then

Rtx f oilh4f x t th KY dx Off 01h4

Proof ELIN E f'T T KI
i

tht KI I

ht f k Tnt Ht dt

f k n f x hu du expand f around
hw 0

K n Hx hu thIIfYx t du

fk t th't lx Ju KIM da t
assuming

Ji Ki even

bias E fix Hx throw f ul t 01h

Similarly var IH thaf K'al da t 0ft

R bias t variance



Then for the optimal bandwidth

Hu dadu o h OI
n15

r outs
vs for the histogram Rr Of

Note Assuming only that fff ca the rate

of is then that can be obtained

I see Thin 6.31 in AoNPS

Adaptinththods Choose h locally depending on cluster2 of
data and other considerations

uniformly
EI small h

x xx

largeh n

Ismail h

MultivarialeVersioin

Same mathematical idea as in the one dimensional can

One option is to use what is known as a productkernel

K lxn III Kl I
Kdn must satisfy

Lunel properties



then th f Kile Ei

t.E.I.tk Heins it.in
same way using
multiavariableTaylor
series for f

Di it
If we want the risk R 0.1 at 5 0 for

f Normal10,1 e Rd using the optimal bandwidth the

n
n od i

dyZ 19
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g l43,700
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10 I842,000

Bootstrap Ch 8 in Aos CoD1 445 AoNPSCh3

Goal Estimate standard errors and confidence sets for
statistics

Outline Gina X XnnF statistic T glx Xn
want Vare T

dependence on unknown distribution f

Ex T I
Varp if vary p

function of F



The idea of the bootstrap
Estimate the't wi

YIYj
Use simulation to approximate Varett

In this example step 2 is not needed because

Varelt when F f Xi 512

What is simulation Drawing samples from some

distribution and computing averages

EI Draw Yi Ym from a distributor G by
the law of large numbers

4 In I Y P ELY Syd61g as m

Choosing m large enough means that I ELY
use this as an estimate for Ely
Also if h i some future with fhly dy LD

then MI Ehly Is E htt Hy day

Ex f Elk T ILY IET

Is fyadGly SydGly

Var Y



BootstrapVariain Estimate

If we have data Xi but F is unknown then

estimate F with F and draw from F

Draw Xt Xi from X Xn with replacement

Compute e g XT Xit

Not Some of the Xi't will
be duplicates

Variavigorithm

DO i L m

Draw X a XI from F

Compute TI g Xi Xn

COMPUTE vboot tm.fi Tj F
on

bootstrap estimate she FFof the variance boot

We can use exactly the same algorithm to estimate

the variance of media'n mode or any other

integrable statistics Jg Loo

Bootstrap Confidence Intervals

Method I If T is approximately normal e.g au MLE
the T't is also approximately normal

and so is Vboot



a l a confidence interval for T i s

CI T 2 siboot Tt 2 sibout
n r

I tractual T
fromdata

Method 3 Percentile Intervals obvois idea

Generale T t Tm using simulation

and let TIA be the percentile from TI TE

CI IE IE
Requires some justification see appendix

NumeriallyfidijtheMLEI
Often lilo O canio k soled analytically Lto _logLlH

however we can Soke it numerially using Newton'sMethod

e'tou 1

Expand d in a Taylor series about some guess

lift e'too eCoo o O

atthe MLE E LTE O

O e'too eCoo E Oo

E oo l
L 00



Iterate 0
t I l

l Iti

Can show that if OJ is close enough to root

then I fit E I n I EJ El

lo El

y

Notes

9vn jti to e mi Inka
10 4 108 of moments estimator

108 1016 l must be computed

or approximated

In the multivariate care to Ew H Hessian
and

on

y i H
At E Jefe 8 so

f it n Ei H i PLIED Multivarite
Newton'sMethod



y
or Xlt Xtstochastic Processes Xt is a r.ve

A stochastic process Xi TET i a collection

of random variables indexed by t

Xt tabs values in the stale X

T is the index set i.e IR N

Ex include stock prices weather 1113 queue X Xu

Recall for X Xu the joint density is given by
f x x f Xi flxzlx.lt xzlx xu Hxulx Xu

f Xo1past i's
in

Markov Chains

Def Xn net is a Markovchain

if P Xu xl Xo Xu P Xu x Xm
for all n c T and X E X

f xn xn Xo f xn Xm

fly x xn flat flux fIx Ix f Hulk

Questions to answer

When does a MC achieu equilibrium Does it atall

Estimate parameters controllijthe MC

Can we construct a MC that conveys to a

specified quilibrwin ice Xu Fi songs fun



Transihibility
DIE pi PfXm j I Xn i are the transition

probabilities

If peg does not depend on n called a homogeneousMI

The matrix P with elements Rj pig is

known as the transition matrix

Two properties of the transition probabilities

Pij 70

pig I 1 Typo in book

or
Each row of P is a prob
mass function


