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NonParametrigression In machine learning this is
known as learning a function

Y rtx t Ei C model

we will construct f FIX estimator of r orsmoother
Assum that Varlei T independent of Xi

Linearsmoother not linear regression exactly

Def f is a lieur smoother if for each

then exists a vector fix lol

n

such that

fix like Yi
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I Tha fitter

I Yi

lit



f LY where Lij ljlxi

Thematrix Lf is called the smoothing matrix or the hat matrix

ith now is the effective kernel for the estimator

of rlxil
The effective degrees of freedom u tr l

Exercise Reintrep linear least spans in this matrix actor
formulation Ie Aid L Y

It will turn out that most linear smoothies have the

property that for all like I If this is

true then if Yi c for all i then fix ElimYi C

The smoother preserves constants

Examine Regressograin

Let Xi c aib and compute in bins on this interval

if IBM Decide on m

a b call h BI
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For x cBj define irk IT Ej kj Xi c Bj

computing the average of Yi our
bin Bj
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a distance of h fromX



The key question in bothof these examples is how

to choose h

if his big we get a very smooth rn

if h is small then it looks a lot like Yi

h is generally referred to as the

BANDWIDTHChoosingthesmoothiug

paameertor.ltthe risk 12th Eff fly rix

this depends on the unknown r

Instead choose h to minimize an estimate d R Ith

idea Use the training error IE Yi Ela

residual sum of squares
RSS

Poor estimate of Rch
Tends to lead to overfitting since outliers are gain
equal weight as other data points

Abetterption
Def Lean one out cross validation

V Nn TE Yi Fei lxi
crossvalidation in

obtained by ignoring

the ith data point



For linear smoothers FH Yi lilx

fi Ix leave one out estimator

E Yj btight
j

where Lj lx 0 if j E

its 3Eigintins

Generality compute it with only partof the data
and then check

If we use this as Rch then what can we say

El Yi fi lxiY Effie rlxiy frlxil ra.fx.MY

Ef Yi rlxiift2CYirlxilkrlxil r.mx
model Yi Wilt Ei rhi ri lxil
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for larger T t Ellrixi tha

EL R TtRX newly unbrand siu
predictive risk

presumably R r

Is this expense to do forall c
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Thin For a linear smoother the CV can be written
2

a in't t
tilxi

Their h can be chosen by minimizing TWh

LocalRegression

Idea Gin inon weight to vi Yi that are near to

where you want to evaluate f

Definition A kernel is a function K Ktx

suchthat flux dx I
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ten Uh these kernels to smooth out the noisy

data xiii

Definition For h 0 the NadarayWatson kernel

estimator i
pix YE lim Yi

when licx Ikf I

in ii3iIini
i

ii
formula but it is not
an interpolaut

God Choose h via cross validation

The choice of K is less important especially when

there is a lot of data

In order to choose h we need to be able to estimate

the risk For our purposes assume that the xj's are randomly
drawn from some density f

The riot can then be written as
w

The Rtr rr YI Siku dx Ifr t2r 2dx
bias

nth fk4xdx Sfdx t off t olh4
variance

when we have assumed that h 0 and uh N

biu2 h4
variance nth



Comments Design bias Lr E
f

Guie this depends on f the bias is
sensitive to the distributor of the Xj's

To minimize R set 4 0 and solve

h OC

R n 04 vs MLE G least

squares Rafa

Note Homoscedasticity us Heteracity
y Mx

Varlet I

y Mx t E

Var E T function of X

and E in independent Var rtx E Ttx Varlet
of x e Ix E

641

I ii i

Reformulate the model to separate r from e

y r re set Zi log Yi rha

y r o e Sc loge
togly r logo t lose Zi logThi t Sai

independent

Then our goal is to estimate logo of Xi



There is a twostep procedure for doing this

Estimate r in Yi rlxu.lt Ee

to get f

Compute 2c log Yi Ela

Rogness Zi on Xi again to get an estimator

92 log rtx Set 64 1 e5 so

DensityEstimation
Setup Observe some date X K F and

therefore the density is f F

Goat Estimate f using as few assumptions as possible

Still a smoothy

problem.HNMtthhfundsmoothd

Let f be our estimate
oursmouthed

of f
Oneway to measure the error

Lift IH


