
 

Statistics March 10,2021

Maximum Likelihood Estimator

Frid the most likely estimate of a parameter

G E TIX Xn

some function of the data called a

statistic

Question Does T use as much information as possible

Idea of sufficiency

Def Let the joint density function of X Xn

i.e the likelihood be f f X Xa E

Lets write i y if flat o f x xn o

Ctxj Haj 0

might depend on 5,5 but not 0
A statisti T Ttx is sufficient
if Ttx Tty Etsy

To rephrase A statistic is sufficient if the
likelihood function can be evaluated borrowing only
that statistic
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let T TIX Xn I 5

T I s is a suffient statistic



Other sufficient statistcits include

t lx.si
Tz X Xn always a sufficient

statististo

T I 5 X sufficient but redundant

Minimalsuffit A statistic T is minimal sufficient

if i it is sufficient

12 it is a function of every other
sufficient statistic

Note Ex X Xu is not a factor of IT and

therefore not minnial sufficient in the parvis example

Tim T is minimal suffient if

Ttx Thj if and only if I J
for8

Thin Factorization Theorm T is sufficient if
and only if the exist to fnations g gIt o
and h hat such that

fix o I o g Thi f htt



Idea for why the Factorization Theorem is true

and important

If HE o LIE GIT 0 h E

the 110 loggCTO loghad

lilt gtfo t
only depends on T O

This menu that the solution to 1401 0

only depends out It can be written only
interns d T

A iin but equivalent from Casella Berger

T is sufficient for 0 if the conditional distribution

of X Xn given T
does not depend on 0

To describe roughly what this means in the discite case
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If Tis sufficet according to this definition

the Factorization theorem is basically implied

Detailed discussion and proof of the Factorizutoir Thur

in Casella and Berger

HypothesisTeeting

Does medicine X effectively treat condition Y

Idea compare treated and untreated populations

A hypothesis is a belief that something is true

Philosophical side Hypotheses are easy to dispute and

hard if not impossible to prove

Null hypothesis background hypothesis ex medicine X
doesn't helpor hurt
condition Y

Alternative hypothesis complement of the Null hypothesis
Ex medicine X effecting 1nuts

condition Y

Parametric hypothesis testing partition parameter space

according to hypotheses

Null Hypothesis Ho O E Otto c OH

Alternativehypothesis H O COtt HotOtto



Idea Observe data if I R C X
T T

rejection space d all
then reject Hoo region possible outrons

If Tf is inconsistent with probable outions assuming

Ho is true then we reject Ho
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H true Type error

Functionally in one dimension compute some

statisti T Ttx Then if TER It I c

reject Ho forexample

chief challenges Find an appropriate test statistiT

How to choose 12 thenjectioningwin

Or equivalently 0 sometimes called

the criticalvalue

Si Often it is much more useful to

instead compute point estimates or confidence intervals

than to do hypothesis testing

EI Ho mean height of NYU students is 6

H Hoc

compute ri TEK Reject Ho if tri 6 t C



Things to be concerned with when doing hypothesis

testing

Powerfunct of a hypothesis test

plot PolX c R c fuckin of 0

f x t Dx

The size of a test is

a sup plot
OcOtto

A test has lent if its site is less than or

equal to x

Types of hypotheses

D O_O simple hypothesis

0 7 O_O composite hypothesis

Typesotlests

Ho Q Oo

H o Oo
two sided

Ho QE fo
Ho O o_O

one sided test



Example X Xu ND Nfu o
known

Ho n 2O Hoo L 0,07
H i µ 0 OH Oia

Pick a test statistic T TCF TEX IT

Reject Ho if T C ice R rejection region

X Xn Ttx Xn c

Power Pbr 11315 c
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Determine a band on yourcho.ci of a

a I E c E Ifl a

Reject Ho when T I C e e when the

data are unlikely if Ho is actually true



The idea of a most powerful list for fixed x

we wait to reject Ho whereur H is true

so if 0 C HQ we want to reject Ho

as often as possible

we want to maximize plot Rtx c R
when D c HQ

C

Note This is in contrast to the size which is

the maximum power under the null hypothesis
which shouldbe small

Most powerful tests often do not exist or are

virtually impossible to determine


