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Exampyle Imagine you have a single piece of

data x which you believe is an observation

from a normal distribution NYU J
most likely
value best gas at n I

LM A x

I e we chose the valve of µ that maximized

f Ix µT e
h ppi oe nh.ru

evaluated at Xp
This is in essence the method of Maximum Likelihood

If X Xn as a collective d random variables with

joint PDF f f X Xn E then the Likelihood

function is

LIQ f x Xn o

fix o flx.jo fkn D lifeY K

II fHijo
Log likelihood logLfo lfo

E log fHijo if HD



The Maximum Likelihood estimator f is the value of

0 which maximizes L 0 or L O

Notationally Lfo e
H Who

E f e
x'Mhra

Example X Xu Bernoulli p HD r.v.rs

Xo 1 with pub p
Xi 0 with prob 1 p
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solve llp O
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Eixample Let X Xu U 0,0 IID

f x 01 Ya for x c 0,03
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PropertiesottheMaximumlidEstimator

Consistency
true value to

EI E
i.e Pf IE 0 1 E 0 for any c so as nsoe

Sletchof Proof

Consider first the Kullback Leibler distance

Dlf g f x logffgff DX

distance between pdfs f and g



Dlf g 30

Dlf f 0

Write 1 fix D f x o fix x

We say that the statistical mode D is identifiable

if 0 14 DIE 4 so

Now maximizing 110 is quirulent to maximize

Mto ht log flx I
f XiiEx

ht L log fki e logHxij0

In la ein
n

constant with respect

to E

If 4 log fHijo
f qy

exists then by the

Law of Large Numbers as n MH conveys

to

E log flog fix o dx
r Hx E

logHx Gftp.yflxjoxldx

D 0 10



So for large u MIA D 0 0 which is

maximized at 0 07 Siu D 0 107 0 and

D 0 10 LO fur 0 1 07

The maximizer of 1410 tends to Ox

Equivariant

Thue Let t glo in a function of 0

Let E in the MLE of 0 Then I glE
is the MLE of I

Asyeptohi Normality

God show that NIG

Def Score function

x o log f Ix 0

FisherInformation

Ito Var six ol

In.IQ Var Es Xi 0 and Sini Xi

Variscan H
an D

Compute the expected value of sore fuel air



ET SCx et loyflxio lflx.pl dx

f Hxo f dx
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fffx.se Dx
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Var sexual E six oi Elsasai

E sixoI

Thin Into n I10 and furthermore

I 10 leaf II loyflx.io

Eo six o

Var shot

Et Sfxt's

Thin Let se Vaio under appropriate regularity conditions

se Ytl and Eject Non

Let 5e Flies then Ej vs NIO



Asymphotoconfiduu Interb

Let C E Zazie G t Zazie

then Polo c C I x as us

same exact proof as before just rearrange terms

Optimality

suppose we want to estimate µ from X Xn Nfu.ru
HD

Let pi MLE In Xi

We could alternatively estimate µ using µ med.in X Xnl

It can be shown that

Ffi a NIO t

intr m NIO Tty

In general let T U be two estimators of

0 each of which is asymptotically normal

if T O mo NIO t2

ri U E m N lo w

ARE IV T asymptotic relative efficiency of V to T

there ratio of varianis



Back to our example

Aretivil IE Eros

Thin If E is the MLE of 0 and E
is any other asymptotically normal estimator then

A RE E E E l

the MLE is efficient or asyuplohiyopt.mil

MLE has the smallest asymptotic variance

Multiparametdels
Extend to models with several parameters

et Q E Ow and let
E Eu In the MLE one the

solution to the system of equations

0,110 O

tall o O system of h equation

a in the h unknowns Q Gu

2fault O

Let us also define Hju z w



Fisher Informative Matrix

In It El th EICHw

E

t
eElHui

and I Ii Question for home why does

Ju exist

Thin Under the same regularity conditions on f

as before

E E NIO Tn
this is a k dimensional vector

And furthermore if j is the jth component of E

then
Ojo ms NIO
sie

when set I Cj j

and Cov Ej u Ifj k


