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Numerical Analysis

Last time minimax function approximation

Goal Find pnePn such that
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can prove using trig identies applied to this definition



Trivially the zeros of Tn can be computed as
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The roots on C1,1 can be ordered from C1,1 as
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Clavin Interpolation of a function f on a b with a degree

n polynomial pin at the roots of Tu ice Chebyshev
nodes yields a new minimax polynomial approximant

Idea The approximation error of the interpolation is

Hx pix f S
Tut j

x

If Xj are chosen to be the roots of Tn properly sealed to this
interval then T.to x xjl ztnTnlxl
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What is special about Tnlx
It can be shown that Tn is the minimum norm monic
polynomial A monic polynomial A degree n is one whom

coefficient on the X term is 1
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The 2norm of a function with some general continuous

weight function w 0 on lab is
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Goat Find pnER such that Hfpath is minimized This
is a least squares approximation to f exactly analogous to

solving least squares problems in finite dimensions ie LinearAly

therefore the solution is obtained by computing the orthogonal

projection of f onto the space Pu under the inner product
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the 2 norm error is the same µ for the

N norm error In more detail



Ourgoat For a function fetiwlab HfHz µHxYwlxl LM

find pnCPu such that
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what would the best approximation in HHoo be

Computing thebestmapproximation
Recall The least spares solution to AE I is obtained

by solving AI QQT
projection of T onto CDA Q is obtained

by applyingthe Gram Schmidt process to the
columns of A

To apply Gram Schmidt all that was needed was a vector
space and an inner product



We can do the sad thing for polynomial least squares
Trivially Pu is a vector space

We can define an inner product on Pn
by fg fix gCx1wlxldx

Two functions are orthogonal if Ifg O
Let Pop p pn be a basis for Pn
The 2norm approximation problem takes the form
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writing down

A 8 we have that
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Therefore once this linear system has been solved the
best 2 norm approximation to f is

q copotapit t Cnpn
If the pe's were orthonormal ie PePw few

then th above system is of the form
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So Ce If pe if Pe's are orthonormal


