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'_:_are segments at the character
It to tokenization?

~ C. Which regularizations are part of tokenization
and which are part of some “higher” level of
annotation?



sic conclusion

'uld be rule-based, simple
2S not depend on external

‘omplex decisions belong at later stages

» Tokenization should preserve whatever is
needed for later processing



:F raphy of your language
types for your languge
e Unicode input?



No splitting, remapping

No character can be part of two tokens

No character should be mapped to another in
tokenization step

Each character is part of a token, but--

Ordinary space Is not a token for English, but

- Location of spaces Is significant
- Stop-start info must be retained as features

Types of whitespace are significant (line
breaks, tabs)



All Higher Level Processing

» Normalization of contracted forms
» Correction of misspelled words

* Normalization of alternative spellings
 Aliases for named entities
e |dentification of iImmutable multiword units

* Morphological analysis (inflectional and/or
derivational)



cial cases =
Irpose grammars

e EftcC.
* Publish metadata for later processors?



. Japanese?, Arabic?

'tions from orthography,
p IS very simple

'd bounda ary detection is like tokenization,
~ but handled on higher level

* Depends on dictionary, linguistic analysis
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