Vector Analysis HOMEWORK VIII Solution

1. Given @ = (a1, as, as),b = (by, by, bs) € R3, define a map

T:R*—R
ap as as
U= (z,y,2) — det |by by b3
r Yy =z

(i). Prove T € T*(R?)
Solution: For any (z,v, 2), (2/,y/, ') € R3, A\, u € R,

T(Aw,y,2) + @',y 2") =T (Ar + pa', Ny + py', Az + p2’)

ai a2 as
=| b ba bs
Ax+ px’ Ay +py Az A+ e
a; az ag a; az ag
=\ b1 bg bg +u b1 bg bg
x oy oz oy 2

=T (v,y,2) + pT (2", y', 2")

(ii). In (i) you proved T € T*(R?), so by our discussion in class, T can be
represented by

Z2.Z

T(Z
for some unique Z € R®. Prove Z= @ x b.

Solution:

= =(T(1,0,0),7(0,1,0),T(0,0,1))

ay a2 as| (ap a2 as| |apr a2 as
:( bl b2 b3 ) bl bQ b3 ) bl b2 b3 )
1 0 O 0O 1 0 0O 0 1

:(a2b3 — agby, agby — a1, a10 — azb1)

=a X b
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2. We can generalize the idea in (1) to define the cross product in R™:

Given @) = (ai1,...,a10), -, Gp—1 = (An—1,1, .-, Gn—1,n) € R”, define the map

T:R" —R
ay aii A1.n
T = (21,22, ....,x,) > det | S | =det
Qp—1 ap—1,1 -+ GQpn—1n
r T . ITn

Similar to (1), 7 € T'(R") and there is unique z € R" such that T(7) = Z.7.
Define d@; X ... X dy_1 = 7.

Compute (1,2,3,4) x (2,3,3,1) x (0,2,4,6) € R*.

Solution:

O B W w
SN W
— O

3. If <, > is a bilinear form on a vector space V of dimension n, and {#, ..., U, } is

a set of n vectors in V' such that < v;, ¥; >= ¢;;, prove {1, ..., U, } forms a basis
of V.

Solution: Since V' is of dimension n, we only need to show {#,...,4,} are
linearly independent.

If o107 + ... + a,v, = 6, then for any v;,
0=< 6,1_}; >=< a0 + ... + CLnUn,ﬁ;‘ >=aqa,
So a; = ... = a, = 0, we finish the proof.

4. If <, > is a symmetric and positive definite bilinear form on a vector space V', a
linear transformation f : V — V is called self-adjoint with respect to < . >
if <, f(v) >=< f(u),v > for any «,v € V. If {#,...,0,} is an orthonormal

2



Vector Analysis HOMEWORK VIII Solution

basis of V' with respect to <,>, and A is the matrix of f with respect to this
basis, prove that A is a symmetric matrix.

Solution: If A = (a;;) is the matrix of f with respect to this basis, then
f(¥;) = > _, ax;vy for each j.

< 171', f(U]) >=< ’17}, ZZ:I akjﬁ'k >= Qij

and < f(?jl), 1_1} >=< ZZ:l akﬁk,ﬁj >= Qj;

Since the bilinear form is self-adjoint, < @;, f(v;) >=< f(%;),¥; >, i.e. a;; = a;i,

the matrix A is symmetric.

5. V is a vector space, Wi and W5 are vector subspaces of V' such that W, NW, =
{0} and dim(V') = dim(W7) + dim(Ws). If {a@,...,dx} is a basis for W and
{b1, ..., b} is a basis for Wy, prove {dy, ..., dx, b1, ..., by} is a basis for V.

Solution: dim(V') = dim(W;) + dim(Ws) = k + [, so we only need to show
{dy, ..., dy, by, ..., b} are linearly independent.

If \jdy + ... + X\ + Mlgl + ...+ ,U/lgl = 6, then
)\161 + ...+ Akak = —(,u151 + ...+ ngl>

The left side of the above equation is in W while the right side of the equation
is in Wy, and W7 N Wy = {0}, we get

and . .
piby + ...+ by =0

Since {dj, ..., dx} is a basis for W; and {51, s l;l} is a basis for W5, we conclude
A =..=X=0and gy = ... =y =0, which implies {dy, ..., @y, b1, ..., b, } are
linearly independent.

6. V is a vector space. f: V — V is alinear transformation. Define the pullback
of f on T*(V) to be the map

[ THV) — THV)
defined by: for any T' € T*(V), f*(T) is given by

() (0, ..., U) = T(fVh, ..., fU)
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Prove:
(i). f*: TH(V) — T*(V) is a linear transformation
Solution: For any T,S € T*(V) and \, i € F,

FTONT + pS)(v1, ..
=(AT + puS)(f (v
T (), £
A

1y ey )
) 7f<vk>)
Uk)) + pS(f(01), .., f(Uk))
+pf (1) (01, .. )

Uk

=A(T )(171,. k)
T))(01, ..., U

=(ASH(T) +

So f*(AT + puS) = Af*(T) + pf*(T)
(ii). If g : V. — V is another linear transformation, then (go f)* = f* o g*
Solution: For any T' € T*(V),

(g0 [ (T)(v1, ..., k)
( (f(01)), -.. ( (T)))
g (T)(f(01), ... f(T))
—f( (T ))(1...,1)
=(f" o g N T)(v1, ., T)

So (go f)r=foyg"



