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ABSTRACT. We study the entropic repulsion of the low temperature 3D Ising and Potts interface
in an n X n X n box with blue boundary conditions on its bottom face (the hard floor), and red
boundary conditions on its other five faces. For Ising, Frohlich and Pfister proved in 1987 that the
typical interface height above the origin diverges (non-quantitatively), via correlation inequalities
special to the Ising model; no such result was known for Potts. We show for both the Ising and
Potts models that the entropic repulsion fully overcomes the potentially attractive interaction with
the floor, and obtain a logarithmically diverging lower bound on the typical interface height. This
is complemented by a conjecturally sharp upper bound of Lffl logn| where & is the rate function
for a point-to-plane non-red connection under the infinite volume red measure. The proof goes
through a coupled random-cluster interface to overcome the potentially attractive interaction with
the boundary, and a coupled fuzzy Potts model to reduce the upper bound to a simpler setting
where the repulsion is attained by conditioning a no-floor interface to lie in the upper half-space.

1. INTRODUCTION

The Potts model on a finite graph G = (V, E) is the following probability distribution over

o€ {l,...,q}" (coloring each site in V by one of ¢ colors),
1G,B,q(0) o< exp ( -8 > 1{%7&%}) : (1.1)
(u,w)EE

with 8 > 0 the inverse-temperature (in this paper, a large constant). The case ¢ = 2 is the Ising
model. A boundary condition for the model is an assignment n of specific values to a subset of
the sites S C V, whence one considers Eq. (1.1) restricted to configurations agreeing with 1 on S
(equivalently, one looks at i g, conditional on o agreeing with n on S). We will be interested in
the g-state Potts model on the n x n x n cube A,, with boundary conditions, denoted by fl, that
are blue boundary conditions on its bottom face (the hard floor), and red boundary conditions on
the other five faces. We denote this distribution by ,uf['xn.

These boundary conditions induce a blue-to-non-blue interface, denoted here by Zp,e, consisting
of the set of plaquettes separating vertices in the blue phase (either in the blue component of the
boundary, or in non-blue bubbles encapsulated by that component), from the rest (see Definition 2.1
for the formal definition). (The plaquettes of the interface are unit squares bounded by vertices
of Z3, and two plaquettes are considered adjacent if they share an edge.) Regard the height of each
plaquette f € Zpue as the difference of the es-coordinate of its midpoint and the es-coordinate of
the floor, which we view as having height zero, and denote it by ht(f). In this paper, we study
the typical height of plaquettes in the bulk of the interface Zp,e, as it balances competing forces of
rigidity (which would hold at large  if instead the boundary conditions changed color in the middle
of the box), entropic repulsion away from the hard floor, and a complicated interaction between
the interface and the floor through the potential finite bubbles of non-blue below the interface that
the hard floor precludes.

The analysis of low-temperature 3D Ising interfaces has a long history, dating fifty years to the
classical work of Dobrushin [6] who established rigidity of the interface when there is no nearby floor;
namely, one imposes on the n x n xn cube A,, Dobrushin boundary conditions, denoted here by dob,
that are blue on its lower half and red on its top half. This spurned several other works on rigidity
(localization) of integer-valued surfaces at low-temperatures, including the order-order interface of
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the super-critical random-cluster model and interfaces of low-temperature Potts model [14] under
uf\‘:lb. The behavior of localized interfaces in the presence of a nearby floor (sometimes called a wall)
introduces a competition between the forces preferring rigidity and entropic repulsion, a desire to
delocalize from the floor to make room for thermal fluctuations that would otherwise be precluded.
The work of Frohlich and Pfister [7, %] studied this and related surface transitions like wetting and
layering rigorously for the Ising model. Using correlation inequalities special to the Ising model,
they established non-quantitative delocalization of the Ising interface in u‘;'\n; i.e., the statement
that the typical height of the interface above the origin diverges with n (at an unknown rate). To
our knowledge, this remains the only rigorous bound on the Ising interface height above a hard
floor (see Section 1.2 for logarithmic bounds in simpler settings), and not even a non-quantitative
delocalization was known for the Potts interface.

Rigorous quantitative results on entropic repulsion have generally been restricted to models
only on interfaces (as opposed to entire spin configurations) and that are height functions (no
overhangs). The model closest to the Ising/Potts interfaces is the—well-studied in its own right—
Solid-On-Solid (SOS) model. There, the picture of entropic repulsion at low-temperatures is now
precisely understood; the SOS interface in A, with 0 boundary conditions and nonnegative heights
is such that all but egn? many plaquettes of the interface are at height Lﬁ logn| + O(1) [2] with
more precise quantities like the shape and fluctuations of the level curve for this highest height
themselves being the subject of much rich investigation [1,3]. Entropic repulsion, and the ensuing
shape of the interface above a hard floor, have also been studied extensively for related height
function models like [21]; see the survey [20] for more rich interface phenomena in SOS and related
height function models. One element of all such analyses is a good understanding of the exponential
rates for typical and maximal height deviations of the rigid surface before placing it near a floor.

In recent years, the precise law of height deviations, and maximum height, in the 3D Ising
interface itself were derived in [10, 11], and for the random-cluster and Potts interfaces in [5]. In
the Ising case, using this, a phenomenon of delocalization due to entropic repulsion was sharply
studied when the repulsion is generated by what we will refer to as a soft floor, where the model has
no boundary condition floor, but the interface is conditioned to stay above height zero [13]. This
may feel qualitatively the same, and in the case of the height function models like SOS it is indeed
the same. However, the boundary conditions at height zero are an exp(cn?) tilt of the measure
without them, and the interactions of the interface to the boundary conditions on the floor are non-
explicit and quite complicated. Moreover, since the interface is uniformly within height O(logn)
of the floor, these interactions are on the same order as the entropy-induced repulsion effects and
compete. In particular, these interactions could pin the surface to the floor and prevent it rising to
logarithmic heights. We describe this and how we overcome it in more detail in Section 1.2.

Our main results concern the low-temperature Ising and Potts interfaces in uﬁ'\n, i.e., with a
“hard floor” formed by boundary conditions at height zero. We show a logarithmically growing
lower bound on the typical height of Z, together with a conjecturally sharp upper bound. Moreover,
as 3 — oo, the ratio of the lower and upper bounds goes to 1. Our analyses require moving back and
forth between Ising and Potts, a coupled random-cluster model, and the fuzzy Potts model [23],
the latter two giving certain advantages in dealing with the possible (attractive and repulsive,
respectively) interactions of the interface with the hard floor at height zero.

1.1. Main result. Under the infinite-volume measure “;397 at large enough [, there is almost

surely an infinite connected component of red vertices, call it V,q, and all connected components
of V&, = Z3 \ Vyeq are finite. See, e.g., [15, Chapter 7] for more on the /3 large regime of the Potts
model in d > 3. Define the finite point-to-plane connectivity rate by

& = €n(q, B) == —log 55 ((0,0,0) «— R? x {h} in Vy) . (1.2)
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As we will see in Section 4, a sub-additivity argument using Fekete’s Lemma can show that

§=¢(a,8) (1.3)

exists (in fact, we show in Lemma 4.6 that &, is approximately additive, so that &, = £h + O(1)
for all h). A simple Peierls argument (and the fact that such a non-red connection implies a finite

h—oo h o

random-cluster component of size h)—see, e.g., [15, Thm 7.3.2]—implies that £ € [45 — C, 45 + C]
for all h > 1, for an absolute constant C' > 0. With the rate quantity £ in hand, we define
B = hi(a,8) = ¢ logn) (1.4)

Our main result is the following.

Theorem 1.1. Fiz q > 2 and 8 large enough. Consider Mil\n’ the g-state Potts model on the
n X n xn box A, with boundary conditions blue on its bottom face and red elsewhere, and let
Toiue be the interface separating the blue and non-blue phases as defined above (formally defined in
Definition 2.1). There exists a sequence eg | 0 as 31 oo such that with probability 1 — o(1),

{f € Towe : ht(f) ¢ [(1 — ep)hyy, b} < epn’.

In addition, the same bound holds for the interface T,eq separating the red and non-red phases.

As mentioned, in terms of lower bounds on the interface height with a hard floor, to the best of
our knowledge in the ¢ = 2 case there was only the non-quantitative bound of [7], and in Potts for
q > 3, there was no proof of delocalization due to the entropic repulsion, even non-quantitatively.

The upper bound of Theorem 1.1 is conjecturally sharp. Indeed, for general ¢ > 2, the height h),
is exactly half of the maximum height oscillation M,, = max{|ht(f)|: f € Zpue} under the no-floor
Dobrushin boundary condition measure uf\‘;b as identified in [5,10]. This matches the scaling relation
between the repelled typical height, and no-floor maximum height in the SOS approximation [2].
To be precise, [5, Theorem 1.3] identified M, less explicitly in terms of a different rate, which
they called the pillar rate. Part of our work in this paper (Theorem 4.1) identifies that pillar rate

with &,. This implies that under p°°, one has M, = 2k, + O(1) with probability 1 — o(1).

Remark 1.2. Our proofs go through an analysis of the random-cluster model, in order to handle the
interaction with the hard floor—this is even needed in the special case ¢ = 2 (the Ising model) where
the model has FKG. Specifically, the interaction between the random-cluster interface Zio, (the
boundary of the connected random-cluster component of the red boundary sites; see Definition 2.1)
and the hard floor is amenable to rigorous analysis in a way Ising and Potts interactions are not.

As a consequence of Lemma 2.27, with high probability the typical height of Zi,, (and the
analogously defined random-cluster interface Zpot), and the typical height of the Potts interface
Zpiue are the same. As a byproduct, Theorem 1.1 also holds (with the same h}) for the interfaces
Ziop; Ibot- At the same time, the intuition behind the entropic repulsion phenomenon would suggest
that the interface Zpo would rise to height £g01t log n, where &por is the relevant random-cluster
connection rate. Perhaps surprisingly, the upper bound of b}, proves that the typical height of Zy et
is Q(logn) smaller than this prediction (as &} is known to be strictly smaller than ¢ by [5]).

Remark 1.3. The rate £ governing Eq. (1.4) was the large deviation of a point-to-plane connection
probability; for the Ising model, it can be shown (albeit for a slightly different notion of adjacency)
that it is equivalent to a point-to-point rate, e.g., using the CLT in [l 1, Cor. 3]. We expect the
same to hold for the notion of adjacency used here, as well as for the Potts model for any ¢ > 3.
Remark 1.4. Our lower bound of (1 — eg)h;, in Theorem 1.1 is of the form (1 — C/B)h;,. See
Remark 2.26 for a discussion on a sketch of how this could be improved to the point-to-plane
random-cluster connection rate in the complement of the (a.s. unique) infinite component. This
would asymptotically be (1 — (C/B)e™?)h%, but that would be the limit of our approach.
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1.2. Further prior work and proof ideas. Let us begin with a history of quantitative lower
bounds for entropic repulsion of Ising-style interfaces that simplify some aspect to not have the deli-
cate potentially attractive interaction to the boundary of the hard-floor case. In 1991, Melichercik [24]
studied a distribution over Ising-type interfaces (allowing overhangs), but with the distribution only
being over the interface, not having any finite bubbles above and below the interface, and established
that the interface rises to height order log n when conditioned to be non-negative. The presence of
the full spin configurations (including the possibility of finite bubbles below the interface) causes
a well-known difficulty for studying Ising interfaces in the presence of nearby boundary conditions
due to complicated, possibly attractive, interactions between the interface and the boundary floor.
(In d = 2 where the phenomenology is very different, the works [18, 19] required significant ideas
to deal with the potential for these interactions to attract the interface to the boundary floor. The
latter of these works showed first that the interface is typically at least distance n® away from the
floor, whence the interactions become negligible. However, in the d = 3 case where the repulsion is
only of order logn, there is no hope for such an approach to controlling the interactions.) Holicky
and Zahradnik [17] sketched in 1993 how some of the steps in [24] can be extended to incorporate
the interactions in the true 3D Ising measure, postponing the details to a future version (but to
our knowledge there was still no rigorous proof of this even in this Ising case). The recent work [13]
proved an entropic repulsion transition for the interface in the true 3D Ising measure (including
the bubbles) at height A’ when the floor is soft, i.e., where the interface is conditioned to be above
height zero. Effectively, this incorporated self-interactions of the interface through the bubbles, but
still did not have to handle interactions with a nearby hard floor.

Dealing with the potentially attractive interactions between the interface and the hard floor is
a significant part of establishing our lower bound of (1 — eg)h}, and is achieved by instead working
with a certain “top” subset Ziop of a coupled random-cluster model’s order-order interface (see
Definition 2.1). For this specific marginal of the random-cluster interface, the interaction with the
boundary is approximately in the right direction, in that it is less costly to apply maps that lift the
interface in the presence of the hard floor, than in its soft-floor analogue. The reason this lower
bound does not match hy is because the rates for downwards oscillations of Ziop are the source of
our lower bound, but are distinct from those of Zy,e that we expect to govern the repulsion in uf,'\n.
This lower bound (and a logarithmic order upper bound) are proven in Section 2. Notably, these
proofs of logarithmic order delocalization are essentially self-contained and do not use any of the
more combinatorial walls, ceilings, and pillars machinery core to recent work in the subject.

The proof of the conjecturally sharp upper bound of i} goes via a different comparison to the
soft-floor model, directly in the spin space. This comparison shows that the complicated interactions
through finite bubbles between the interface Zy,e and the hard floor do not induce any additional
repulsion beyond that visible in the soft-floor model. In the Ising case, this follows from a sequence
of delicate monotonicity relations between the soft-floor and hard-floor interfaces. In the Potts case,
we first build on [5] to get sharp large deviation bounds on maximal oscillations of a rigid Potts
interface, and get the A} upper bound in the soft-floor model. Notably, we then replace the Ising
model’s monotonicity step with a monotonicity step in the coupled fuzzy Potts model where all
non-blue vertices are relabeled as fuzzy. Since the interface Zy,e is measurable with respect to the
coupled fuzzy Potts model and monotone in the set of blue vertices, this allows for an application of
the FKG inequalities developed for the fuzzy Potts model in [1]. The comparison between the soft
and hard floor measures is in Section 2.2 and the proof of the sharp upper bound is in Section 3.

The above arguments would establish Theorem 1.1 with h) defined less explicitly in terms of a
rate ay (3.2) for a certain pillar of the Dobrushin interface to exceed some height, in place of &.
Section 4 establishes equivalence between «j and the finite point-to-plane connectivity rate of &y,
and furthermore shows that the latter is additive so that h} has the nice characterization of (1.4)
with the limiting £. This goes via the random-cluster representation of the interface and certain
swapping operations to show the equivalences of rates on the appropriate high probability events
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for the connections. As mentioned, this equivalence has the added benefit of refining the previous
tightness results of the no-floor maximum oscillation M,, of Zpe from [5] to become tightness
around the explicit value 2|1 logn| = 2h%.

2. LOGARITHMIC UPPER AND LOWER BOUNDS

The main goal of this section is to establish the lower bound of (1 —eg)h;; for the typical height
of the plaquettes of Zpe. As mentioned in Section 1.2, we approach this via a coupled random-
cluster model where the bottom boundary face of A, is conditioned not to be connected to the five
other boundary faces, inducing an interface Zg, of plaquettes dual to closed edges separating the
two components. (By a simple energy-entropy tradeoff, when j is large, the number of plaquettes
in interfaces will not exceed (1 + 55)n2, and so most of the plaquettes of Zy,e coincide with the
plaquettes of Zyo, (which bounds the open connected component of the five red boundary faces).
Thus, lower and upper bounds on the typical height of one of these interfaces also bound the other.)

Since this section contains many of the new ideas in the paper to control the interactions of
interfaces with the hard floor in the two possible directions (attractive and repulsive), we sketch
the logic of the argument below.

(1) Control of attractive interaction with hard floor via Tio,. When seeking a lower bound on
the interface height, we are concerned about potentially attractive interactions between the
interface and the hard floor. In the random-cluster world, these are expressed in terms
of differences in probabilities, under a soft-floor interface, of the bottom face boundary
edges all being open (to force a hard floor): see Lemma 2.18. If we only reveal the Ziop
portion of the random-cluster interface, it induces free boundary conditions on the vertices
immediately below it. Pushing these free boundary conditions up, as would happen under
a map that lifts Z;op, heuristically moves the free part of the boundary away from height
zero, increasing the marginals at height zero, and hence interactions with the boundary
only favor the higher realization of Zop, at which point the new entropy we can inject via
downwards Zop spikes beats the energy cost paid for lifting the interface up to (1 —¢)h;,.

(2) Necessity for a crude upper bound. The above argument, however, has problems due to the
potential overhangs in Ziop resulting in its vertical shift not being entirely above it. Our
solution is to lift Ziop by an exaggerated amount, more than its maximum height oscillation,
and as long as this is n°(!), the extra cost this induces only changes the eg in the (1 —eg)h;
we can ensure the interface reaches up to.

(3) Control on repulsive interactions with hard floor via fuzzy Potts. Step (2) necessitates some
non-trivial upper bound on the maximum height of the interface in the hard-floor setting.
In Proposition 2.9, we use a delicate revealing and FKG argument with the fuzzy Potts
representation of the model to show a monotonicity in the opposite direction of step (1) for
the Zp)ue interface: the interactions of Zy,e with the hard floor are only more attractive than
in the soft-floor case—actually with boundary conditions flipping color at height h = C'logn
instead of 0. In this latter setting, an O(logn) upper bound is easy to deliver. This same
monotonicity is used in Section 3 to give the sharp A} upper bound on the height of Zy,e.

These results are presented in a different order in the section than the above logic, starting with pre-
liminaries introducing the coupled random-cluster, Potts, and fuzzy Potts interfaces in Section 2.1,
then the monotonicity relation of item (3) is established in Section 2.2, and finally items (1)—(2) to
give the logarithmic lower bound using maps on Zi,, are developed in Sections 2.3-2.4.

2.1. Random-cluster, FK—Potts and fuzzy Potts models. Let G = (V, E) be a finite graph.
The random-cluster model on G, also known as the Fortuin—Kasteleyn (FK) model, is a probability
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distribution over subsets w of the edge set F, with parameters 0 < p < 1 and ¢ > 0, given by
p |w] #(w)

TG (w) o <1 _p) ¢, (2.1)
where k(w) is the number of connected components of the graph (V,w). One views w as a Boolean
function on F, assigning e € E the value w, = 1 if it is present (“open”) and w, = 0 if it is missing
(“closed”); we refer to the k(w) connected components of the graph of open edges as open clusters.
Every edge is dual to the plaquette it is normal to and bisected by, and we say that plaquette is
dual-to-open or dual-to-closed if said edge is open or closed, respectively.

Consider the g-state Potts model on a finite graph G at inverse-temperature 5, and the FK
model on the same graph with p = 1 — e=? and the same (integer) g. These two models can be
coupled via the FK—Potts coupling, given by the following joint measure on edge subsets w C F
and vertex colorings o : V — {1,...,¢}:

Pg(w,0) x (1€p)w H Lo—0,1 -

(u,v)Ew

We will refer to the joint distribution P as the FK-Potts law. In order to sample (w,0) ~ Pg
conditional on a given edge configuration w ~ 7, one independently and uniformly at random
draws a random color g¢ for each open cluster C of w, and assigns every v € C the color o¢. For
the converse, to sample (w, o) ~ P conditional on a given coloring o ~ g, one closes all edges,
then independently samples every monochromatic edge as a Bernoulli(p) random variable. We will
often use blue and red for the colors 1 and 2, respectively, as well as nonB (resp., nonR) to denote
all colors other than blue (resp., red).
The ¢-state fuzzy Potts model® is the pushforward measure
bc = e o fof

for for: {1,...,q}V — {blue, fuzzy}V that replaces every color other than blue by the same fuzzy
color. Equivalently, one can sample o ~ ¢ by first sampling w ~ 7w, then coloring the vertices of
each open cluster of w independently, in blue with probability 1/¢ or in the color fuzzy otherwise. It
was shown in [1] (see also [16]) that this model satisfies the FKG lattice condition. In particular, for
any arbitrary fixed boundary condition 7 (taking values in blue, fuzzy), the fuzzy Potts model ¢,
(that is, ¢ conditional on the boundary vertices of G agreeing with the assignment 7)) has for any
pair of events A, B that are increasing in the set of blue vertices, that

dL(ANB) > ¢L(A)pL(B). (2.2)
In the context of Theorem 1.1, it will be useful to view the n x n x m box A, ,, as a subgraph of

(Z + %)3, so that the Potts model assigns colors to the midpoints of unit cubes in Z3, whence the
interface between, say, blue and nonB vertices, is a set of plaquettes whose corners lie in Z3:

A = (2,22 x [0,m]) N (Z+ 3)°. (2.3)

To impose a boundary condition 1 on A, ,,, one adds to the graph its outer vertex boundary
in (Z + 3)* to get the outer vertex boundary set A, m = {v € (Z+ 3)3\ Apm 2 v ~ Ay}, and
forces those vertices to take certain colors 1, e.g., red on boundary vertices in the upper half-space

and blue on the lower half-space to obtain u‘j'\n . We write pfl = ,uﬁ'\n . for brevity, denoting the

analogous fuzzy Potts model by ¢fl. When a boundary condition 7 is understood from context,
e.g., when considering ufb, we use OredAn,m (respectively, OplueAn,m) to denote the subsets of OA;, 1,
getting color red (resp., blue) under 7.

The FK model corresponding to uﬁ'\nm, under the FK—Potts coupling, would have us sample

WX;WM with boundary conditions that are wired on OredAnm (all vertices of OredAn,m are viewed

IThe definition here is the one from [4], and the special case of the (1,q — 1)-state fuzzy Potts model from [16].
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FIGURE 1. A Potts configuration (left) and its two Potts interfaces Zyjye and Zyeq (right).

as being in the same connected component when counting x(w) in (2.1)) and wired on OpjueAn,m.,
conditional on these not being in the same connected component of w, i.e.,

33n,m = {w : aredAn,m N 8queAn,m in w} (24)

One then recovers o ~ ,u from w ~ my AL ( | ©p,m) via giving the cluster of OpjyeAn,m the
color blue, giving the cluster of OredAn,m the color red, and then coloring every remaining open
cluster of w uniformly and independently (cf., e.g., [9, §2 2],[22, Fact 3.4 and Cor. 3.5] where this
coupling With disconnection events was previously used). We will use the abbreviated notation
afl .= 7% (| Dnp), and P! for the joint FK-Potts distribution whose marginals are uf and 7.
We will also need to consider the Potts model on the enlarged n x n x 2m box

A;L,m = ([_%7 %]2 X [_mam]) N (Z + %)37 (25)

with boundary conditions that, for an integer h, are red at height at least h and blue at height at
most h (recall our sites are at half-integer heights). We will denote this distribution by ,u?\, , and

write p! = uh A for brevity. Similarly, we denote by 7h (V. the FK model on A7, ,,, with two wired

boundary components above and below height h, condltloned on no path connectlng them in w,
and put 7 = 7TA/ ; as before, the FK-Potts measure with marginals (u,7") is denoted by P. In

the special case h = 0—the setup in Dobrushin’s pioneering works—we may also write pd°® := 0.

In this context, &edAn,m and 8b|ueAn,m refer to the portions of the outer vertex boundary of Amm
above and below height h respectively.

Under each of the boundary conditions specified above, we can define two Potts interfaces Zpye
and Z,eq, and two coupled random-cluster interfaces, Zpot and Ziop, defined as follows:

Definition 2.1 (FK and Potts interfaces). Let (o,w) ~ Pfl or (6,w) ~ P". The below definition
applies to both, with the sets “blue boundary vertices”, and “red boundary vertices” interpreted
according to the setting.

(1) Let Vyiye be the connected component (via adjacency in (Z+3)3) of blue vertices in ¢ incident

to the blue boundary vertices; augment it to 1/}b|ue by adding all connected components of
(Z + %)3 \ Vblue Whose outer vertex boundary is a subset of Vpjue. (This guarantees that all

bubbles in the blue phase are in 9b|ue-) Define Vieq, ﬁred analogously. (See Fig. 1.)
(2) Let Viop denote the vertices of the open cluster of w incident to the red boundary vertices;

augment it to ﬁtop by adding all connected components of (Z+ %)3 \ Viop Whose outer vertex
boundary is a subset of Viop. Define Vior, Vhor analogously. (See Fig. 2.)
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FIGURE 2. A random-cluster configuration (left), and its interfaces Zpor and Ziop (right).

FIGURE 3. The four coupled interfaces, Ziop, (pink highlighted), Zieq (red line), Zpie (blue
line) and Zyo (cyan highlighted), showing the ordering Ziop = Zred = Zblue = Zbot-

The interface Zp e is the set of plaquettes dual to (closed) edges (3: y) of (Z + ) with z € Viie

and y € mea Analogously, define Z,eq, Zpot and Ziop w.r.t. Vred’ Vbot and Vtop, respectively.
By the FK-Potts coupling, under either set of boundary conditions (o,w) ~ P! or (o,w) ~ Ph,
one has Vtop - Vred C Vblue and Vbot C Vb|ue(C Vred) Then the four interfaces are ordered (see

Fig. 3) via the partial order on subsets of the vertices:

2;:op = Ired = Iblue = Ibot . (2'6)

The four interfaces Ziop, Zred, Lbiue, Lbot are all subsets of a single full interface, denoted Zy,,
which is the object that can be studied via cluster expansion, as done by Gielis and Grimmett [14].

Definition 2.2 (Full interface). Let w ~ 7@fl or w ~ 7. The below definition applies to both, with
the sets “blue boundary vertices”, and “red boundary vertices” interpreted according to the setting.
Consider the set F' of plaquettes dual to closed edges of w. The full interface Zg, is the maximal
1-connected component of F' (plaquettes f, f' are 1-adjacent if they share an edge) incident to the
boundary plaquettes (plaquettes dual to edges between the blue and red boundary vertices).

N.B., Zs, is amenable to a low-temperature cluster expansion analysis, because it induces fully
wired boundary conditions on both the set of sites above it, and the set of sites below it.

Proposition 2.3 ([14,15]). Let ¢ > 1 and n,m > 1. There exist po < 1 so the following holds for
all p > po. Denoting by |I| the number of plaquettes in I, and by k(I) the number of open clusters

2 Associate Tyie and Tpor With Vowe and 17b0t7 resp., and associate Zieq and Ziop with 9fed and ﬁfop, resp. (i.e., in all
cases, use the part incident to the bottom face of the boundary conditions) to arrive at this partial order.



3D ISING AND POTTS INTERFACES ABOVE A HARD FLOOR 9

in the configuration where the only closed edges are those dual to plaquettes in I, we have

1
ﬁic’:fm (Zean = 1) = ~ p\aﬂ(l _p)lflqn(l) exp (Zg(ﬁ [)) , (2.7)

n,m.p,q fer

where OI is the set of plaquettes that are 1-connected to I but not in I, and g is some function
satisfying the following: there exist absolute constants ¢, K > 0 such that

g(f, D) < K, (2.8)
g(f, 1) —g(f, )] < Ke "0, (2.9)
for all f,I,f",I', where
r(f, I; f,I') = sup{r : I N B.(f) ﬂA/n’m =I'NnB,(f )ﬂA’nm}

i.e., v(f, I; f,T") is the largest radius such that the interfaces I,1I' agree on the balls of this radius
around f, f' (the intersections with a ball of this radius are translates of one another).

Remark 2.4. The above result is stated in [14, Lem. 9],[15, Lem 7.118] for the limit as m — oo, but
its analog was first established for 7%, (Zg, = I) in [I4, Lem. 7],[15, Lem 7.104] for all n,m > 1.
The proof further applies to any box A = ([—%, 2]2 x [my,ma]) N (Z + §)* for my <0 and my > 1,

with the caveat that the bound on g in terms of r(f, I; f',I') (Eq. (2. 9)) might render Eq. (2.7)
useless if m; or mg were taken too close to 0 (as r will be capped at the distance to the boundary).

We note in passing that, in Section 4, devoted to studying the limiting large deviation rates of
local maxima in the interfaces, we will need to appeal to cluster expansion expressions for more
general 1-connected sets of dual-to-closed plaquettes. See Proposition 4.2 and its proof.

Recall from the introduction that if f is a plaquette in (Z+ %)3—50 its midpoint = = (z1, z2, x3)
has two half-integer coordinates and one integer coordinate—we write ht(f) := 3. In what follows,
we address the maximal (minimal) height achieved by an interface I above a given (x1,x2),

ht (g, o) (1) = max{zs : (z1,22,23) € [} and htg, ., (1) :=minfzs : (21,22, 23) € I}
(where one views I as a subset of R?, the union of its plaquettes).

Theorem 2.5 ([14, Thm. 3],[15, Thm. 7.144]). Let ¢ > 1, n > 1 and m > n/2. There ezist py < 1
such that, for every p > po there is some a = a, > 0 so the following holds,

Tar  (te(Zan) > k) < exp(—apk)  for every x = (z1,22) € (Z+ 5)* and k = k(n) > 1,
and, by symmetry, the same holds for the event {ht,(Zsy) < —k}.

Remark 2.6. The above result was stated for the limit m — oo, and as explained in Remark 2.4,
is further applicable to A}, ,, with some modifications (the potential pinning effects of the hard ﬂoor
and ceiling are stralghtforwardly shown to be negligible when they are positioned at height +cn;
we give a detailed proof in Appendix B for completeness). In our context of p =1 —e —B, and for
B large enough the result above holds true for a = g — C' where C' > 0 is an absolute constant.

An important ingredient in the proofs is comparlson between the hard floor setting of ,uﬂ and the
“soft floor” setting of the conditional distribution of ,un given that Zp,e lies above height 0, namely

iy = (- | Toie € £30) (2.10)

where L£>( denotes the positive half-space R2 x [0,00). (Throughout the paper, we use the notation
Ly, = R2 x {h} for the slab at height h, and write L>;, = Uzzh L., and similarly for L, L<p, Lcp.)
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Notational comment. Let us conclude this preliminary subsection with a few notational remarks.
Throughout the paper S will be taken to be a sufficiently large constant independent of n, p will
equal 1 — e # per the FK-Potts coupling, and n will always be sufficiently large. We use €g in
different lines to represent (possibly different) small constants that go to zero as f — oo, and C in
different lines to represent (possibly different) S-independent constants.

2.2. A logarithmic upper bound on the top interface. As explained by step (2) in the sketch
at the beginning of this section, the lower bound argument requires as an input, a logarithmic upper
bound on the maximal height of Ziop, in the measure 7. Recall that £y, is the slab R? x [k, 00).

Theorem 2.7. We have

T (Zeop N L(14/8) 1ogn 7 0) < n 7110 (2.11)
fl

n’

Consequently, by Eq. (2.6), the same holds for Ipo under 7,,, as well for Tpjye, Zred under u;'.

While the logarithmic upper bound on Zio, implies one for Zy),e, our argument for establishing
this bound for Ziop goes through first proving such a result directly on Zpjue (Corollary 2.12 below)
and then using the rigidity of the 4 interfaces (Corollary 2.15 below) to conclude the theorem above.

2.2.1. Upper bound on the blue interface with a soft floor. We begin with an upper bound on the
maximal height of Zpe in the soft-floor setting of ", with the boundary conditions h set high
enough—larger than an absolute constant multiple of A} .

Lemma 2.8. Let hy = |(3/8)logn|. We have
0 (Zotue N Long # 0) < 0”150 (2.12)

Proof. By Theorem 2.5 and Remark 2.6, a union bound over = (z1,22) € [~ 2, 2]°N(Z+ 1)?, as
well as on the two events {ht,(Zg,) > ho} and {ht,(Zry) < —ho} in Theorem 2.5 (which, in our
context here of 7?,}{0, address the intersection of Zg, with Loy, and Lo, respectively), gives

710 (Zeai N (L<o U Lsop,) £ 0) < 2n2e”F=Cho < p=14es
where we absorbed the constant pre-factor into the eg term. In particular, as Zpye C Zgyi, we have

0 (Zotwe N (Lo U Lopy) # 0) <n~1Hes

and thus
"o (Zywe N Lsop, # 0) —ltes
’\ho Mn ( blue ZQho n _ —14¢
H? (Zolue N Lson, # 0) < < — = (1+4o0(1))n 1t
" ( - - ) :U’ZO (Iblue C LEO) 1 —nites ( ( ))
(using the preceding display in both the numerator and denominator above), as required. |

2.2.2. Comparing the soft and hard floor measures. We next wish to move from " to ufl. The
next proposition, which may be of independent interest, establishes a comparison between these
measures via a subtle revealing and monotonicity argument that utilizes the FKG property of the
fuzzy Potts model. It is also key to the sharper h) upper bound proved in Section 3.

Proposition 2.9. Let h > 0, and in the context of both i and uf!, let A be an event on configu-
rations o on A;ML that is increasing in the set of blue vertices (that is, the set of configurations in

A is closed under the operation of coloring any vertex in blue) and measurable w.r.t. the set ﬂflue.
Then

pn(A) < 5 (A)

where the set ﬁglue 1s understood w.r.t. the corresponding boundary conditions on either side.



3D ISING AND POTTS INTERFACES ABOVE A HARD FLOOR 11

o000
=
( N N J

FIGURE 4. Top: the vertex set I' from the proof of Proposition 2.9 for h = 0, revealed with
the rest of the vertices of L.q to form Vj (marked in gray). Bottom: in this example, flipping
the color of a single site v ¢ V; (circled in black) is pivotal for the event {Zpye C L>0}-

Proof. Consider o ~ ul', and let us examine the event {Z,e C L0} delineating i, Recalling
Definition 2.1, Item 1, we have v € V. if and only if v ¢ Vyjue and there exists a path in (Z + %)3,
connecting v to a red boundary vertex via internal vertices in Vf, .(C Vf,.). Further note that

{Ibhle C EZO} = ﬂ {’U € ﬁblue} . (2.13)

’UGL<0

Indeed, the 1nterface Thlve 18 nothmg but the set of plaquettes separating nearest- neighbors u,v €
(Z + ) with u € mee and v € mee (in fact with u € Vpjye, as mee \ Vblue can never be adjacent

to Vblue)' Thus,

ht (4, 20) (Zblue) = min {xs D (21,22, 3 — 3) € Vole, (@1, 22,23+ 1) € V§|ue} ;

giving the identity in Eq. (2.13).

Determining whether Zpe C £>0 must be done with care; a good example to keep in mind in
this context is o that colors every v € Lq in blue and every v € L+ in red except for Q = {j:%}?’,
where we swap the assignment, coloring v € Q@ N Lo in red and v € SN L5g in blue. In this
example [0, 1] x {—1} C Zpiue (in particular Zpjue € L>0) and similarly [0, 1] x {1} C Zyeq, since
Q C Vb|ue N Vred On the other hand, if we were to also set the color of (%, %, %) to blue, it would

connect @ N L~ to Vpe, thus leading to @@ C Vpjye and to Zpjye = Zred C L>0-

With this in mind, consider o ~ {if = ph (- | Zpiue € L>0); let us reveal the color of every v € Lo,
as well as the nonB component C, of every v € L_; /5. Denote by Vp the vertices whose color was
revealed, and let T" denote its inner vertex boundary (vertices x € V) adjacent to some y ¢ Vp). By
definition, every x € I' is blue; indeed, either z € L_; 5, or it is in the external boundary of C,, and

must be blue since no C, reaches a red boundary vertex (as this would imply that v € lA)lflue). Let
V1 denote the vertices whose color was not yet revealed. (N.B. every (Z + %)3—path from x € V)
to y € Lo must pass through I'.) See Fig. 4 for an illustration of the sets Vj and T, as well as
the fact that conditional event {Zpue C L>0} gives information on the colors of Vi, as every path
from a nonB site v € L_; 5 to the boundary must go through some u € Vpjye, or else we will have

v E ﬁflue. (Were we to ignore this conditional event and only look at the colors of Vp, then even
though the vertices in I' are all blue, some of these may or may not be in Vyjue, depending on the
colors in V4. This plays a role in the conditioning, since some of nonB vertices v € £L_;/5 must be

encapsulated in 17b|ue via a boundary of Vy,e vertices using sites also from V;.)
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For a realization o[y, = 7 (that is compatible with the event Zy,e C L>0), let B, denote the
oly,-measurable event {Zp,e C L>0} under ph conditional on Vo,oly, = n. Formally, B, is the

event that every vertex of I' not shown to be in 9b|ue by 7, is indeed part of 9b|ue in n concatenated
with o[y, . By this reasoning,

A0 | Vo, aly, =m) = ph (- | Vo, aly, = n, By) -

Note that B,, is increasing in blue vertices (stemming from the monotonicity of the set ]7b|ue in the
set of blue vertices).
Having exposed Vj and o[y, we wish to show, uniformly over the realization 7 of the latter, that

pn(A| Vo, oly, =n,By) 2 Hp(A) (2.14)

(at which point, taking an expectation over Vj and 7 will conclude). To this end, we will establish
the following, where here and in what follows, we say that a coloring 7 of a vertex set S 2 Lo
realizes Vp = S if every o that agrees with  on S satisfies Vp(o) = n (it is important to recall that
one can deterministically verify that Vp(o) =S from olg).

Claim 2.10. For every fized subset of vertices S 2 Lo and configuration n : S — {1,...,q}
realizing Vo = S, and every nf obtained from n by coloring an arbitrary subset of S in blue,

pin Ve € - 1 als =1,By) = (Vi € - [ 0ls =1, By). (2.15)
Proof. We will establish that
Vo :olg=mnand olg € By, changing n to ' does not change 17b|ue (2.16)

To show this, we first argue that S C 17b|ue on the events o[g = n and 0|4 € B;,. Indeed, suppose
that z € S is not in Vblue If z € Lo, then since Zyjue C L>0, then Eq. (2.13) gives a contradiction.
IfxeLopand x ¢ Vb|Ue, there must be a Vblue path connecting x to the red boundary dA7, ,, N Lo;
at the same time, x must be incident to, or part of, a nonB-component C, for some v € Lg.
Appending said path to the path connecting = to v in C, gives a ]7§|ue path from the red boundary
to Lo (the vertices of C, are not in Vy e, and every path from 17b|ue to )A}gme goes through Vyjye),
contradicting that Zy,e C L>0. Now, S C ﬁ,me means that changing colors in S to blue does not
change 17b|ue, and evidently does not affect the configuration on S¢ which 17§|ue is a subset of.

Having established (2.16), this implies that on {o[g = 71, o[gc € By}, a realization of 17&“&
corresponds to the same set of configurations on o[g. as it does on {og =1/, 05 € By,}. The event
B, is by definition measurable with respect to o[gc.. Therefore, we can apply the domain Markov
property to see that the law in the left-hand of Eq. (2.15) only depends on olg = 1 through the
inner vertex boundary of S, which is blue in 1 by definition (recall the set I' defined as the inner
vertex boundary of Vp), and hence also in 1. This concludes the proof of Eq. (2.15). [

To now show (2.14), take 7' in Claim 2.10 to be all-blue, and use that A is measurable with
respect to V) ., to see that

/J’};L(A |olg = 777877) = /’L7|'?L<A |olg = blue7B?7)'

The right-hand, by Domain Markov, is nothing but a Potts model on A, (as opposed to Aj, ),
conditional on B, as well having the sites of S be all-blue, and having boundary conditions that
are blue in L.y, and red above it (the sites of S separate the bottom face from a path to any vertex
of S¢). Notice that the configuration on Lo being blue ensures that interpreting 17b|ue w.r.t. these
boundary conditions is the same as w.r.t. u! on A7, - At this point, we wish to use that these
are all modifications of uf that are increasing in the set of blue vertices, so the FKG inequality for
the fuzzy Potts model should allow us to drop the conditionings and only decrease the probability.
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Still, unlike the Potts model, there is no Domain Markov Property in fuzzy Potts, and so this step
must be done with care. First, let

pi, = 1, (0lse € | olg =n,By)

denote the Potts distribution on 5¢ given o[g = n as well as 3, where the red external boundary
vertices (those in L-y) are replaced by a single (high degree) red boundary vertex vyq4, and the
external boundary vertices in SU Ly, are all blue. (Replacing the red boundary vertices by a single
vred does not change the Potts model, yet it will facilitate easy transitions to the fuzzy Potts model
and back.) As an additional adjustment, let us connect each of the blue external boundary vertices
in Ay N (LsoN Lch) t0 Ve With, a bond of strength J > 0 (to be taken arbitrarily large). This,
again, does not affect ul, by the Domain Markov property.

At this point, we move to the fuzzy Potts model ¢}, noting that )7§|ue (thus also A, by assumption)
is measurable under the fuzzy Potts projection fpr. By FKG, and the fact that A is increasing in
blue vertices, we can

(a) remove the blue boundary conditions on the sites of SN Lo and 9A;, , N (Lo N Lep), and
(b) remove the conditioning on the event B,

arriving at 2, a fuzzy Potts measure on A,, with a hard blue floor at height 0, a single vertex vyeq
replacing all the red boundary vertices in L~}, and that vertex connected to every formerly blue
boundary condition vertex in A, , N Lso N Lop via edges with interaction strength J):

pn(A) = ¢, (A) = 67,(A) = ufy(A) + O(nhe ).

Here, the last identity uses that by a union bound, the fuzzy boundary vertices will have the same
color except with probability O(nhe™?7); a single fuzzy boundary vertex in fuzzy Potts corresponds
to a single nonB boundary vertex in Potts, which by symmetry can be taken to be red. Taking J
arbitrarily large completes the proof. |

Remark 2.11. In Proposition 2.9 we required that A, the event that is increasing in the set of
blue vertices, should depend only on ]7§|u - The assertion of the proposition would fail if we omitted
that requirement; e.g., if o denotes the origin vertex (%, %, %) and A = {0, = blue} then one would
have 1i%(A) < uf(A) (whereas the event A = {04 € Vyiue} would be covered by the proposition and
have 10 (4) > ufl(4)).

Corollary 2.12. For large enough n,
,qu(Ibme N ['2(6/@ logn #0) < n~1tes (2.17)
Proof. Let ho = [ (3/8)logn], let A be the event {Zpye N L>2p, # 0}, and recall the upper bound

from Lemma 2.8 on {if0(A). Since A is increasing in the set of blue vertices, and is measurable
w.r.t. Vi, We may apply Proposition 2.9 for h = hg to extend this bound to ,ufl(A), as required. W

2.2.3. Ruigidity of the four interfaces. In this subsection we employ a standard Peierls argument to
infer the rigidity of the interfaces Zpot = Zpiue = Zred = Ziop from Definition 2.1, which will then
allow us to extend the logarithmic upper bound from Zy, to the the other three interfaces.

Recall that Vpor C Vi, The following lemma bounds the tail probability for the boundary size
of a (Z + 3)3-connected component in 17tcop \ Vhot-

Lemma 2.13. Let w ~ @, consider v € Ay, ;. Let C, be the (potentially empty) (Z+ 1)3-connected

component of the vertex v in Ay, \ (l/}top U ﬂ,ot). Let Ty, be its plaquette boundary, that 1s, f € T,
if it is dual to the (Z + 5)3-bond (u,w) with u € C, and w ¢ C,. Then

(o] > 7) < e” 72,
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Proof. It is convenient for this proof to have the Vertex set of A, , include its external boundary
vertices, letting those in L~ be part of Vtop inw~ 7r , and those of L’<0 be part of Vbot As such,
every plaquette f € I', must separate = € C, from some y € Vbot &3] Vtop, whence f € Zpot © Liop-
Let
A ={|Ty| =k, [Ty NTiop| > k/2}.
The map ® that opens every edge dual to I', N Ztop maintains that ]7top, ]7b0t are disconnected in w
(having only opened edges between 17t0p and C, C ﬂfot), and

@) _ ( p ATl o
—ﬂ( ) > ((1_ = ) Ze(ﬂ log q)k/2

uniformly over w € Aj, (each edge modification gains a factor of - o perhaps decreasing (w)

by 1). Enumerating over the connected set of plaquettes forming F now shows that 7/l w(Ag) <
exp(—(8 — C)k/2) for some absolute constant C' > 0. The analogous argument treating

B ={Ty| =k, |T'y N Zpot| > k/2}

via opening the edges T', N Zpor shows that 7fl(B) < exp(—(8 — C)k/2) (with the same C > 0),
which, since {|I'y| > 7} C Uy, (Ax U Bg), concludes the proof. [

Similarly, we can easily bound the differences between the top and full interfaces.

Lemma 2.14. Fiz an edge e € A, and consider the dual face f = f.. Let Cy be the (potentially
empty) 1-connected component of f in Zay \ Ziop. Then,

#(Cyl = 1) < 00
The same statement holds if we define Cy to be the I-connected component of f in Zg \ Zpot-

Proof. Take the map ® that opens every edge dual to C¢. Since Cy C Zgyi\ Ztop, this operation keeps
the resulting configuration in ©, ,. The same short computation as in the proof of Lemma 2.13
immediately implies the desired bound. |

Corollary 2.15. Fiz 8 large enough. There exists a constant C' > 0 such that for any k > 0,
7?2 (maXHx(Ifull) > mathI(Ibot) + k:) <Cn e—(B—C)k/3 ’
x T

and
7?2 <minmz(1fu||) < minht, (Ziop) — k;) <Cn o~ (B=C)k/3

By the ordering of the interfaces (2.6), the distance between the mazimum of any of the interfaces
full, top, red, blue, bot satisfies the same bound, and likewise for the minimum.

Proof. Every f € Ziop \ Zpot belongs to the boundary I', of some component C, as per the definition
in Lemma 2.13. Note that said boundary must also contain some plaquette f’ € Zpor \ Ziop (sOme
external boundary vertex of C, must be in ﬁ,ot, or else C, would be part of 17t0p), whence |T',] is
an upper bound on the length of a path of plaquettes connecting f, f’. Hence, the difference be-
tween max, ht,(Ziop) and max, hty (Zpet) is bounded by max, |T',|. Similarly, the difference between
max, hty (Ze) and max, ht,(Ziop) is bounded by maxy |C¢|. We conclude by Lemmas 2.13-2.14
and a union bound over the O(n3) vertices in A,,. [

Proof of Theorem 2.7. Let (o,w) ~ P!, By taking & = (12/8) logn in Corollary 2.15, combined
with the ordering of the interfaces in Eq. (2.6), with probability at least 1 — n~!*%# we have that
for every =z,

ht:c (Itop) - htx (Iblue) < htx (Itop) - htx (Ibot) < (12/6) log n.

The bound on max, ht,(Zpjue) from Corollary 2.12 thus concludes the proof. |
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2.3. Monotonicity of the effect of lifting the top interface with a hard vs. soft floor.
The basic mechanism for establishing the typical height of the interface above a floor (hard or soft)
is to compare the effect of lifting the entire interface, say by a single n x n x 1 slab: one wishes to
weigh the gain from entropic repulsion (the ability to drive deeper spikes in the bulk of the surface)
against the loss in energy (due to the additional plaquettes along the perimeter of the newly added
slab). However, for the Potts interfaces (e.g., Zpe), the interactions with the hard floor might
outweigh the entropic repulsion effect (through the change in partition functions induced below
the interface). In fact, curiously, their exponential rates appear to coincide, at least up to the first
order term as a function of §. Fortunately, the interface Ziop (but not Zg, nor Zpet) exhibits a
nicer interaction with the hard floor; the following lemma shows, roughly, that interactions with
the hard floor make it “only easier to lift the interface” then.

Lemma 2.16. For any top interface I C L>o and j > 1, let ©;1 denote the interface obtained by
shifting I up by j and adding the 4jn additional boundary plaquettes of heights in [0, j], and set

ﬁ'{{(ztop - 6]1) and EdOb(I) — ﬁ%Ob(ItOp = GJI)
7"'g(l—top = I) I 7Tgc’b(z;top = I)

If I and j are such that max, ht,(I) < j < n/2, then E;-'(I) > E?°b(I).

Ef-l(I) =

f (2.18)

To compare the effects of the map ©; in 7fl vs. 79°b we will need the following consequence of

well-known expressions for derivatives of free energies in edge parameters.

Claim 2.17. For any finite graph (V, E) and an edge set E, fiz p,q and let Z((;g) be the partition
function of the (p,q)-FK model on G = (V, E U E) modified to have edge probability 0 for e € E.
Denote by ﬁ(Ge) the probability of an edge configuration w in this model. Then

. 61 -1
log Z%") — log Z%) = Z/e WG % )de.
eck

Proof. As per Eq. (2.1), we have

Zé‘g)zzw:(lﬁp>werl(lﬁe>lwﬁE| ZW

Noting that LW, = (Jw N E|/[0(1 — 6)])W.,, if we consider expectation w.r.t. Wé) then

d () 1 |wﬂE| 7TG we—l)
log = W
46 Z( ) 0(1 — Z
G eck
Integrating over 6 yields the claim. |

Lemma 2.18. Let I C L>g be a realization for Tiop and j > 1 such that max, ht,(I) < n — j.

Let Gi, = (V,EU E) denote the induced subgraph of A/, nonV= ]7tcop(1), augmented via edges E
connecting every v € E_I/QOA,W to an (arbitrarily chosen} external boundary verter vy, € £<0\A;W

Let ﬁ'g) be the FK model on Gy, with probabilities p = 1 — e ? in E and 0 in E, and boundary
conditions wired on L<o N OA], ,, (and free elsewhere). Then ”ﬂ( ) and ”d"b( ) from (2.18) satisfy

_(0) _(0)
L7s o (we=1) =7 (we =1)
log Z1(I) — log Z4(1) = 3 / (61, ol d9. (2.19)

0(1 -0
e’ ( )
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Proof. We need to define two counterparts to 7~r§f). First, let G, be the induced subgraph of A;z,n on

17t0p(I), and define 7z, to be the FK model on G, (all edge probabilities are p, i.e., there is no special
edge set E) with boundary conditions that are wired on L N OA, , (and free elsewhere). Second,
let G be the graph A;m augmented by the set of edges F (so that G, is its induced subgraph on
VC

top(I )), and let ﬁ(Ge ) be its corresponding FK model, with edge probabilities § on E, and boundary

—dob

conditions as in 7;,°°, conditioned on no path connecting the top boundary Lo N 8A;m to the bot

boundary Lo N dA;, ,. Notice that ﬁg ) interpolates between the boundary conditions dob and fl:

7 =t 7S (Wi, €) =T, (2.20)

Letting Zé), Z} ) and Z 1, denote the partition functions of Wé), ﬂ'a) and 7, respectively, we infer

the following from Domain Markov:
- 1 ~ «
7 (Top = 1) = = (1= Z() 2

ZY

where Z}kT restricts the sum in Zy, only to configurations w where every v € ﬂop (I) adjacent to I
is in Viop(w) (i-e., if v is such that, for some u, the edge (u,v) of (Z + 1)3 is dual to a plaquette
f € I, then there must be an open path in w connecting v to the top wired boundary L~ N 8A’mn).
Indeed, as was the case with the interface Zy,,e, which consisted of plaquettes dual to (Z+ %)3—edges
between Vpue and ﬁﬁlu o> the interface Z,, examined here consists of plaquettes dual to (Z+%)3—edges
between Viop and ﬁfop, supporting the above identity.

Comparing the last display for the interfaces I and ©;I (both legal as max, ht,(I) + j < n) we
find that _®)
(0 *
s (Tiop = O;1) _ (1— p)bin ;0. 40,11
~ (0 7(0) 7
O (Top = 1) 2z,
Recalling Eq. (2.20) and the definition of :f-' and Ed°b the values of this ratio at 6 =1 and 6 = 0
are nothing but E;'(I ) and E?pb(l ), respectlvely (for the latter, note that the events {Ziop = ©;1}
and {Ziop = I'} are measurable w.r.t. w|, )+ As a consequence,

=f (1) * 7(0) 7% (1) ~(0)
“jl(I) _ Z(@jINZ(@jI)T _ Z1¢ ZIT _ Z(@jlh ] Z1¢ (2.21)
gdob(r)y S s >(0) OO N '
i) Z1, 21 Z(9 i)y Z((_)JI)T Z, Z(@jfh
Therefore,
(1) (1)
Z Z
- —do o;1 I
log: (1) —log Ej dob(1) = log ~((O)J L — log ~(B) . (2.22)
Ze,1) 21,
The proof is concluded by applying Claim 2.17, once to G (g, ), and once to Gy, . |

We now conclude Lemma 2.16, showing that for the appropriate pairs (I, j), the map I — ©;1
is more costly under the soft floor measure than the hard floor measure.

Proof of Lemma 2.16. Observe that the assumption on (I,5) implies that max, ht,(I) +j <
2j < n, qualifying for an application of Lemma 2.18. It thus suffices to show that, for such I and j,

EQ ,We=1) 2 ~(0)(We =1) (2.23)

holds for all e € E (implying that the right-hand of Eq. (2.19) is nonnegative). We claim that
Eq. (2.23) in fact holds for every edge e in G, . To see this, consider G(o,1), and the associated FK
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measure 7?((%) 1), where we additionally impose that every edge (u,v) dual to some f € I should be
J

closed. The hypothesis on j > max, ht(I) implies that this set of edges is fully included in Ge,n,

and by the Domain Markov property, its marginal on G, has the same law of 7~r§f). The proof is

then concluded by the FKG inequality. |

Remark 2.19. Our proof crucially uses the fact that the event Zi,, = I is measurable w.r.t. the
configuration “above I” (on G, in the notation from the proofs above), whereas it is only “below
I” (on Gp,) where there is a difference between the hard floor and soft floor measures, as I C Lo
in both. Thus, the nontrivial portion (“above I”) cancels in the ratio E;'/ Z4ob " and leaves us with
a ratio of probabilities in two standard FK models. At this point we may use FKG as Ziop reveals a
free boundary below it, c.f. Zg, or Zpot which would reveal a wired boundary below it, and therefore
not go in the right direction. (Indeed, the result cannot hold for Zp, as it would lead to a lower
bound of (1 + eg)h; in Theorem 1.1, violating the upper bound A}, given there.)

Similarly, this argument would not apply to Zpje or Zeq; €.g., for the Ising model, each of the
events Zyjye = I and Zyeg = I gives positive information on G, (and negative information on G [T),

whence the inequality analogous to Eq. (2.23) would be reversed.

2.4. Lower bound for the top interface. Our aim is now to show the following logarithmic
lower bound, in fact (1 —¢)h}, on the typical height of Ziep.

Proposition 2.20. There exists an absolute constant C > 0 and constant €g such that
([{z € (Z+ 37 ¢ hty(Tiop) < 45% logn}| > egn?) <n~'tes.

2.4.1. Map to lift Tiop. We wish to consider the probability of a realization of Ziop versus its shift up
by some height. The previous subsection established that this map can be done under the measure
7990 rather than 7l for the sake of lower bounds on Ziep.

Lemma 2.21. Let I C L>g be a realization for Liop, and j > 1. Then E“;°b(I) from Eq. (2.18) has

=dob —4(B+0)j
290(I) > e (B+C)jn

Proof. It suffices to prove the lemma for j = 1, that is, to show that 79 (Z, = I) /790 (Zop = ©11)
is at most e*(PTE" (which, when iterated j times, would yield for the sought bound on Eg"b([ ))-
Let F(I) be the set of full interfaces which have I as the top interface; that is,

F(I) ={1p = Zrun(w) : w satisfies Tiop(w) =1} .
Claim 2.22. Let w ~ 79, Then Tiop(w) is measurable w.r.t. Le(w).

Proof. Let wy be the configuration such that (wp)e = 0 if and only if e is dual to a plaquette
f € Iy. Tt suffices to show that for any w with Zgy(w) = Ip, we have ]7top(w) = ]7top(wg), as
that would imply Ziop(w) = Ziop(wp). Since w must be pointwise below wp, we have immediately
that Viop(w) C Viop(wp), and hence ]7top(w) C 17top(wg). To show the other inclusion, suppose
for contradiction that 17t0p(w0) \ 9top(w) is nonempty. Then, there must in particular be some
v € ﬁtop(wo) \ 17top(w) such that v is adjacent to some u € 17t0p(w0)c (if no such v exists, then
17t0p (wo) \ﬂop (w) must consist of finite components surrounded by vertices of ﬁop (wo) ﬂﬁtop(w), but
this contradicts the construction of 17t0p (w) which would have included such finite components). Let
C(v) be the finite random-cluster component containing v. Then C(v) has a 1-connected boundary
of dual-to-closed plaquettes which contains the plaquette dual to the edge (u,v), hence the entire
1-connected boundary is a subset of Zg,. Thus, v is in a finite component even in wgy, which
together with the fact that v is adjacent to u € ]7top(w0)c implies that v € ﬁtop(wo)c, concluding
the contradiction. [ |
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As a consequence of the above claim, we can write
7 dob = 1) = 790 (T € F(I 2.24
Tn (Itop— >_7Tn (fullE ()) ( )

We claim that it will therefore suffice to show that there is a variant of the lifting map ©; for full
interfaces, call it ®1, such that for every I and every Iy € F([), we have

T (Tran = Lo) < XPHOMTIP (T = @110) (2.25)
and
Z ﬁ’gOb(Ifu” = (1)1[0) < ecnﬁgLOb(Ifull € ]:(@1[)) . (2‘26)
IpeF(I)

Indeed, modulo these two inequalities, we can infer from Eq. (2.24) that

AP T € F(I)) = Y 70T =1Io) < Y Tt (T = 1)
IoeF(I) ToeF(I)

< HOROMAID (Lo € F(O11)) = M Malod(Lgy = O11) .

(The inequality in the first line used Eq. (2.25) and the one in the second line used Eq. (2.26).)
Equation (2.25) controls the change in probability incurred by applying ®; (the “lifting up by 1”
map) to the full interface, where we have the cluster expansion of Proposition 2.3 at our disposal.
Equation (2.26) relates the probability of having a full interface that is lifted by 1 to that of having
a top interface that is shifted by 1 (more precisely, an union bound on the former probability: the
left-hand is an upper bound on ’ﬁ'SLOb(Ifu” € ¢, F(I)) via the non-disjoint events {Zpy = ®11p}).
(Note that, unlike the shift map ©; that acts on (a realization of) Ziop, working with a full interface
must be done with extra care, as it is not a surface—it consists of additional “hairs” of dual-closed
plaquettes—the culprit behind the fact that the shift map ®; acting on Zg, is not a bijection.)
Let ®; be the map on a full interface Iy such that ®1(ly) = Jy, where the plaquette set of Jy
is the union of the set of plaquettes in Iy shifted up by 1, together with the set of 4n vertical
plaquettes at height 1/2 which are adjacent to the boundary vertices in A, ,. Recall that in the
context of 79°P, we are using dreq A}, ,, = L0 N OA], ,, and Opiyel], ,, = Lo NOA], ..
Claim 2.23. For every realization Iy for Za, under 7_r$'l°b, the map ®1 outputs a valid full interface
Jo = ®1(lo) separating aberA;‘L,n Jrom aredA/n,n'

Proof. We need to show that Jy is 1-connected and separates 8b|ueA;%n from &edAﬁ%n.

The fact that Jy is 1-connected follows from observing that the translation of Iy up by height 1
is 1-connected, the 4n vertical plaquettes at height 1/2 adjacent to boundary vertices in A, ,, are
1-connected, and these two sets are also 1-adjacent.

To show that Jy is separating, suppose for contradiction that there is a path P from z € &edA;m
toy € 8b|ueA;17n that does not cross any plaquette of Jy. Let us first consider the case where
x € L>3/5. Then we can consider the translation P’ of the path P by height —1. Since P
does not cross any plaquette of Jy, the path P’ does not cross any plaquette of Iy; so, the fact
r—e3 € Oredl\y, ,, implies that P’ is a path from Oreq A}, ,, t0 OpiueA7, ,, that does not cross a plaquette of
I, contradicting the fact that I is a valid interface. For the remaining case z € L5 ﬂ@A;%n =X,
the new (rather than shifted) plaquettes added to Jy (of which there are at most 4n) ensure that
any path in Aj, , from X to X must first pass through a vertex z’ € L3/, N A}, ,,, putting us back
in the first case. |
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Claim 2.24. We have the following bounds for the terms in the cluster expansion:

|J0‘ B ’IO| = 471,, |8JO| o |8I0| < CTZ, K(JO) > KJ(IO)v
Z g(f7 JO) - Z g(f, Io) <Cn.
fedo felo

Hence, we have by Proposition 2.3 for the full interface that
ﬁ'gOb([O) < 64(’6+C)n77'20b(J0) )

Proof. The first inequality |Jo| — [Io| < 4n follows by construction of Jy. The second inequality
similarly follows because the only difference lies in adding the up to 4n plaquettes to Jy, and each
plaquette added can only change 0Jy by a constant. Adding plaquettes (equivalent to closing
edges) can only increase the number of open clusters, so k(Jy) > k(Ip). Finally, call I; the set of
plaquettes of Iy shifted up by 1, and for each f € Iy let f’ € I; be the copy of f shifted up by 1.
We then have

> afido) =Y &(f, o)

fedo f€lo

< S g+ Y Ie(fd) —elf. Do)l

fedo\In fif'edoniy

The first term is bounded by 4Kn, and we can bound the second term since the radius r(f, Io; f/, Jo)
is obtained by the distance to either one of the up to 4n plaquettes in Jy \ I; or one of the 4n
horizontal boundary plaquettes at height 0 in the Dobrushin boundary conditions. If the union of
these two plaquette sets is called F', then we have

Yool d)—ef )< DY Y Ke ) < K|F| < K'n. m

f:f'edoniy fredonl; geF
Combining the above two claims proves Eq. (2.25). For Eq. (2.26), we need the following claim.
Claim 2.25. Every Jy in the image of the map ®1 has at most €™ preimages I.

Proof. Denote by I, as in the previous proof, the plaquettes of Iy shifted up by 1, and let us
decompose Jy = 11 U (Jo \ I1). If we know which of the 4n vertical plaquettes adjacent to boundary
vertices at height 1/2 are in I; and which are in Jy\ I1, then we can recover I; and hence I from the
image. There are at most 2*" subsets of possible plaquettes to attribute to Jy \ I1, as claimed. W

We will now argue that

{Ifull € U ¢’1Io} C {Ztun € F(O11)}, (2.27)
IpeF(I)

which together with Claim 2.25 will establish Eq. (2.26).

Let wp be the configuration that only has closed edges e dual to plaquettes f € Ip. Similarly, let
w1 be the configuration that only has closed edges e dual to plaquettes f € ®11;. We need to show
that Viop(w1) is nothing but ©1Viep(wo) (the set of vertices in Viop(wp) shifted up by 1).

Notice that if we take wy, shift all edges up by 1, and then close the 4n edges connecting a
boundary vertex in OreqA;, ,, at height 1/2 to a vertex in Aj, ,, \ OreqA, ,, also at height 1/2, then
we exactly get wy. Call w] the configuration obtained by shifting the edges of wy up by 1 (without
closing extra edges).

First we show that ©1Viop(wo) C Viop(wi). Indeed, note that for every path P of open edges
in wp connecting a vertex x to OreqAy, ,,, its shift up by 1, call it P’, will be a path of open edges
in w] connecting x + ez to &edA;l,n. It remains to show that closing the up to 4n edges to obtain
w1 does not cut off this path. Indeed, if one of those edges were in the path P’, this would imply
that P’ contains a boundary vertex in £; /2; thus, P would contain a boundary vertex in £_j s,

contradicting the fact that there is no path of open edges from 8b|ueA;l,n to &edA;%n.
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Now we show that Viep(wi) C O1Viop(wp). If & € Viop(w1) and P’ is a path of open edges in w;
connecting = to a boundary vertex y € 8,edA;1’n, then it must have such a path to a y at height at
least 3/2 (as all 4n faces along L3/, N JA;, ,, have been made dual-to-closed). Then P’ is still an
open path in w} (since w] > wy), and its shift down by 1, call it P, is an open path in wg. Thus P
is an open path connecting z — e3 to y — e3, and y — e3 € ﬁredA;m since y — ¢e3 € L>1/2-

This establishes Eq. (2.27), thereby concluding the proof of the lemma. |

2.4.2. Injecting entropy via downward spikes. Now that we have controlled the weight change of

lifting Ziop under 7fl via its weight change under 79°°, we can return to the hard-floor measure and

inject entropic downward spikes to argue that this lifting and the added opportunity for downward
spikes to the interface is preferential to having predominantly been at too low a height.

Proof of Proposition 2.20. Let H := % logn and let h := m logn for Cy to be chosen later.
For e, define the set I, to be the set of possible realizations I of Zip satisfying

{z € (Z+ 3)? : ht,(I) < h}| > egn? and max ht, (1) < H.
€T
By a union bound with Theorem 2.7, it will suffice for us to show
7 (Ziop € Tbad) < €. (2.28)

Fix any I € I,q. Consider the operation © y which lifts I by H and adds all 4Hn vertical plaquettes
along the boundary at heights between 0 and H. By Lemma 2.16 and Lemma 2.21, we have

—fl —
Tnlliop = Onl) o —apromm. (2.29)
7Tn<It°P = I)

Next, for a subset A of zy-plane index points A C (Z + 3)? x {0} such that ht,(I) < h, consider
the following operation ® 4 on {w : Ziop = Oy }. Obtain ®4(w) by, for every x € A,

(1) opening the h vertical edges (dual to horizontal plaquettes) between vertices in the column
vf‘”:x—i-(mx(@HI)—i-%—i)eg, 1=0,...,h,

(if they are not open already).

(2) closing the 4h horizontal edges (dual to vertical plaquettes) incident to vertices (v})i=1,.. ,
as well as the one vertical edge (dual to a horizontal plaquette) between v} and v} — e (if
they are not closed already).

In w, all vertices v§ are in Viop, and so step (1) above is exactly adding a downward vertical spike of
height h to Viop at every column above z € A. The resulting w does not violate the disconnection
event ©,, because every vertex added to Viop by step (1) is disconnected from OpjyeAnn by the
union of the original Oy and the edges closed in step (2). By direct comparison of weights, notice
that for every w, we have

Th(®a(w)) o (L= g 1A
w2 ((50) )
T (w) p
From a realization of ®4(w), we can read off the set A by first reading off the set Ziop(Pa(w)),
then finding all index points € Ly above which the interface Ziop(®4(w)) takes a height below
H. Indeed, every such x is a member of A because only vertices in columns through A are added
to Viop by the operation, and all members of the original set Viop, were above height H in ©py1.
Moreover, every member of A is counted in this set of x because ht,(©gl) —h = H +ht,(I) —h is
below H. As a result, for every w’ in the image of ®4 (there can only one A for which this is the
case since A is determined by '),

HW . q)A(W) _ w/}| < 2(5h+1)|A\ ’

(2.30)
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by reading off A, and ht,(Ziop(w')) for every z € A from w’ as above, reading off from that v for
all z € A, then enumerating over the 2°**1 possible values w could take on the incident edges for
the h vertices (v¥)"_;. From any such w, we can also read off I (as compared to © ) because the
map Op is a bijection for I C L>¢.

Putting the above together, we therefore have that

=D 2. in()

I€T,q AC{mZmIISh} w’GCIDA({w:Itop(w):GHI})

> Z Z Z 9= (5h+1)|Al = (15Ol LAl )

T€lpag w:Tiop(w)=O gl AC{x:ht, I<h}

where the right-hand side of (2.30) became e~ (4B+CO)hIA] Using that for every I € Ip,q4, one has
|{x : ht, I < h}| > e4n?, then up to a change of the constant C, one has

g TL2
1> 3 #(Top = O D) (1+ e~ WFON) > 3 A (Top = OuD) (1 4+ WO
JAS) T I€lpyq

By (2.29), the above becomes

€ Tl2
13 (14 o) S Ot
I€lpag

| {w:ht, I<h}]

_ egn? _ _
= (1 +e (45+C)h) (& (4'8+C)Hn77'2(1-top S Ibad) .
Using 1+ = > €*/2 for 2 < 1 and rearranging, we get
7 (Tiop € Toag) < exp (= Fn2e”WHOM 4 (48 + C)Hn).

By our choices of h and n, it becomes clear that there is a choice of Cy, say Cy = 2C, such that the
negative term in the exponential is larger than n'tes (regardless of €g), while the positive term is

O(nlogn), implying the requisite bound of (2.28). |

Remark 2.26. The final step in the proof of Proposition 2.20 was to derive entropic repulsion via
comparing the energetic cost of the shift map with the entropy gain from planting spikes consisting
of straight columns of height h. This part of the argument is suboptimal since Ziop is in fact
propelled by the large deviation rate of its downward deviations, which are typically random-walk
like as opposed to straight columns. We expect that after lifting Ziop, by C'logn (for a large enough
C > 0) using Lemma 2.21 so that the hard floor is far from the interface, the detailed analysis
in [13], which showed entropic repulsion driven by pillar rates for the Ising interface above a soft
floor, can be adapted to the interface Zi,,. This would replace the lower bound m logn in
Proposition 2.20 (and consequently the one in Theorem 1.1) by (1 — 0(1))% logn, where ¢ is the

analog of £ in 7% (the rate of point-to-plane connections in the complement of the infinite cluster).
2.5. Extending the lower bound to the blue interface. We would now like to extend to Zy,e
the lower bound of 45}1-0 logn obtained in Proposition 2.20 on the height of most plaquettes in

Tiop- Note that, to that end, the additive error from Corollary 2.15 (whereby Zpye is sandwiched
between Zpot, Ztop) Would be far too crude; instead, we will rely on the following result.

Lemma 2.27. There is an absolute constant C' > 0 such that, if 6 = C/j3, then
T _m2
7T2 (‘Ifull‘ > (1 + (5)n2) <e n-

In particular, on this event, ht,(Z) = hty(Zsu) for all but at most on? plaquettes x € (Z—F%)Q, and
under Pﬂl all four interfaces Lyot, Lplues Lreds Liop coincide with Lg, on the corresponding plaquette.
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Proof. Let Iy be the “trivial interface,” consisting of the n? horizontal plaquettes of Lo N Ay
As mentioned in Remark 2.4, the cluster expansion of Proposition 2.3 for Zg, is valid also for 7’?2
(taking m; = 0 and mg = n to arrive at A, ,, and h = 0 for the appropriate boundary conditions).
Using this (namely, Eq. (2.7)), if I is realization of a full interface with n? + s plaquettes, then

i{'{(zfull _: I) < ((1 _Cp)q>seK(2n2+s) < eC’nQ—Bs 7
7 (Zeun = Io) P
with K > 0 the absolute constant from Proposition 2.3 and C' > 0 another absolute constant.
Note that, unlike the more careful analysis of the map ®; in Section 2.4.1 (which would correspond
to bounding | Y- rc;8(f, 1) — > e, 8(f'5 Lo)| via absorbing K for each f € I & Iy, and another
constant contribution for each such f from summing over the exponential decay of its effect on other
plaquettes through the g term) we resorted to the naive bound (|I| + |Io])||gllco < (2 + s)Kn?; this
is due to Iy being adjacent to the boundary of the box, whereby r(f, I; f',Iy) is 1 for all f' € Iy
(demonstrating some of the difficulty in overcoming the potential pinning effect of the hard floor).
There are at most e +5) interfaces I with n2 + s plaquettes, for some other absolute C' > 0
(viewed as a rooted subgraph of size n? + s in a bounded-degree graph). Thus,

—fl
E' Z T (Zean = 1 o
il () < Wf?((zfnzf)) < (O'ni-pon?
s>6n2 I:|I|=n24s " full 0

and taking § = (C’ 4+ 1)/ concludes the proof. [ |

Proof of lower bound in Theorem 1.1. By Lemma 2.27, we can assume that all but at most
én? = Cn?/pB plaquettes of Zg, are horizontal plaquettes with no other plaquettes of Zg, sharing
the same xy-coordinates (simply by the fact that every x € (Z + %)2 x 0 needs to have at least
one plaquette above it, and this already accounts for n? plaquettes). In particular, each of these
plaquettes are common to Zg,1, Zpiue and Ziop and are one of the minimal height plaquettes of Ziop
studied in Proposition 2.20. Hence, on the event |Z,| < (1 + §)n?, we have

{1 Zoie NLe 1 jgnl > 61577,2} C{{z € (Z+1)*: ht,(Thop) < B} > 5/'3712 —én?},

4p+C

which concludes the proof via Proposition 2.20 so long as s’ﬁ — ¢ is bigger than the €3 there, which
is of course attained via z—:b = eg + C/B. This proves that the lower bound of Theorem 1.1 holds
with probability 1 — n=1+¢5. [ |

3. SHARP UPPER BOUND

In this section, we prove the sharp upper bound of A’ (1.4) on the typical interface height in
Theorem 1.1. By the monotonicity argument of Proposition 2.9 via the fuzzy Potts model, it
essentially suffices to establish such an upper bound on the typical interface height under the “soft-
floor” Potts measure, i.e., conditioned on Zy,e C L>0, and with the Dobrushin boundary conditions

going from red to blue at height h = h}. Namely, we will show that under ﬁﬁz = ,uﬁ:‘(- | Zpiue C L>0)
as per Eq. (2.10), the interface has fewer than egn® many plaquettes above hj,.

The proof of this will go in two parts, by lower bounding the probability of the event {Zpjue C L>0}
under MZZ7 and at the same time, upper bounding under ,uZ:L (which is rigid about height h) the
large deviation probability of its interface having more than egn? plaquettes at heights > A} + 1.

The ratio of these will bound the probability of the latter event under the conditional measure ﬁzn

3.1. Remark on finite box vs. cylinder. As a technicality it turns out to be convenient to work
with the Potts interfaces in infinite and semi-infinite cylinders (keeping the xy-side lengths n). The
following lemma is standard (similar to e.g., [14, Lem. 8|,[15, Lem 7.117]) and shows that these
induce essentially the same measure on interfaces. Recall A, ¢ and A , from (2.3)—(2.5).
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Lemma 3.1. Consider the Potts measures '“?\’ and pY,  forn < £ < m and with |h| < £/2.
n,l n,m
Then,

ik (Towe € +) = 1., (Totue € )llrv < exp(—n).
Similarly, if we consider ,uﬁ'XM, uﬁ{mm with £ < m, then
"ﬂi{n’[(-’z'-blue S ) - ,U"/:I\n’m (Iblue S ')HTV < eXp(_n)-

Proof. Sample random-cluster and Potts configurations (w,o) ~ P}, and («’,0’) ~ P}, inde-
n,l n,m

pendently. We say a set S of edges is a separating surface in w between Lag/q and Ly if w(S) =1
and every 1-connected path of plaquettes in A, o between L3;/4 and £, must have a plaquette dual
to some edge of S. If w A w' is the pointwise minimal configuration, define the event G as

(1) there exists a separating set Sy in w A w’ between L3¢5 and Ly, and
(2) there exists a separating set Sg in w A w’ between £_; and L_30/4-

On the event G, expose the highest realizing Sy and the lowest realizing Sg. Even though there
is no order on separating surfaces, the highest (resp., lowest) such is well-defined as the outer
boundary of the set generated by exposing the 1-connected component of 8NA;7£ (resp., BSA;M) in
the set of plaquettes dual to edges that are closed.

The highest Sy is measurable with respect to the states of edges above it, and the lowest Sg
with respect to the states of edges below it. Therefore, by the domain Markov property, we can
resample the configurations (w, o) and (w’,0’) in the region sandwiched between these separating
surfaces using the identity coupling (the colorings on Sy must be red in both, and on Sg blue in
both, so indeed the measures induced on the regions sandwiched by the separating surfaces have the
same distribution). Since Zg, and therefore Zp,,e must be sandwiched between these two separating
surfaces when |h| < ¢/2, on the event G we have

Totue(w, 0) = Tpiue(w', ") .
It therefore suffices to give the upper bound
Ph, , ®P2%m((w,w’) ¢G)<e™.

In order to bound this probability, notice that in each of the two measures, by Theorem 2.5 and
Remark 2.6, the probability of Zgy N Egg/4 # 0 or Zg N £,35/4 is at most e~“?". Under both
distributions, we can therefore expose the outer boundaries of Zf, above and below, which will
induce a pair of wired random-cluster measures (with no conditioning) dominating the infinite-
volume super-critical random-cluster measure. By standard Peierls bounds for the super-critical
random-cluster measure at large 3, with probability at least 1 — e~?", there are common surfaces
Sy and Sg giving the event G. Indeed, on the complement of the event G, either for north or
south (say w.l.o.g. for north) and either for w or w’ (say w.l.o.g. w), there is a 1-connected path of
plaquettes between L3,/4 and Ly such that at least half of the edges dual to these plaquettes are
closed. This probability is bounded by the exponential tails on sizes of closed components under
the infinite-volume random-cluster measure).

The argument for the floor measures ,uﬁ'\né and ,u‘;'\n _ is analogous, only needing the existence
of Sy, and no need for Sg since the southern boundarjf is already shared at height zero. The only
exception is that we cannot apply Theorem 2.5 directly to bound le\n[(z'fu“ N L3y # 0), so we
will additionally use a monotonicity argument involving Zp,e (in the same way that we proved an
upper bound for Zi,, going through Zye first in Section 2.2). Compare Pﬁ{n , to Pf\/fi. The latter

is just a shift of the measure Pi‘? by £/2, so we have by Theorem 2.5 that
n,l/2

Pf\/jé (Ztunt N L3epa # 0) = P?\me (Zean N Lyg #0) < e7Pm
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Since Zpiye C Zfyil, the same bound applies for Zpjue. Now looking at the Potts marginals, the fuzzy
Potts monotonicity and the fact that max, ht, (Zpue) is increasing in the set of blue vertices implies
that we also have

p,,(Totwe N Lagpa # 0) < e

(The same argument is done at the end of the proof of Proposition 2.9, see for details.) Finally,
this implies an upper bound of Pﬁ'\n (Zsun N Lrgrs # 0) < e~8" by Corollary 2.15. [

N4

As such, we perform all arguments in this section on infinite and semi-infinite cylinders, establish
the sharp upper bound of Theorem 1.1 under uﬁ{nm, which we denote in this section by ,u,;' for

brevity, and then translate it to the upper bound of Theorem 1.1 under ,u‘;'\n . via Lemma 3.1 with
m sent to oo.

We further consider the Potts model on the infinite cylinder A dob

100 Wherein p$9°  assigns Do-
n,o00

7,00
brushin boundary conditions: red in the positive half-space and blue in the negative one. Overriding
the notation from Section 2, we define 1! as the g-state Potts model on A3, o with Dobrushin bound-
ary conditions that transition from blue to red at height h, so that M?\(Zlboo = 9. Let i be the
same measure conditioned on Zypue C L0 as per (2.10). The stochastic domination observation
of Proposition 2.9 evidently still holds in the infinite cylinder, by taking the ceiling height to infinity
and using the fact that the interface is almost surely finite.

3.2. Lower bounding the probability of positivity of the blue interface. In this subsection,
we establish large deviation rates on the maximum height oscillation of a rigid Potts interface.
Namely, we establish the following lower bound on the probability of positivity of Zy e under the

h"L
no-floor measure p,".
Lemma 3.2. For every 3 > [y, there exists ez (going to zero as f — o) such that
[ (Tpye © Lsg) > e~ Fes)n

Since we are only looking for lower bounds, the proof will go by applying the FKG inequality
through the fuzzy Potts model defined in Section 2.1. By vertical translation, it suffices to consider
the downwards oscillations of Zp,e from height zero under u9°° = 49 and by reflection, these have
the same law as the upwards oscillations of Z,eq. Thus, we focus on the latter, i.e., on bounding

(18P (max ity (Zreq) < hY) > e~ (Fes)n (3.1)

We need the appropriate monotone event in the set of nonR sites, for which we have a sharp
understanding of the rate as it relates to £ from Eq. (1.3). Recall the definition of the augmented

set of red vertices )A}red from Definition 2.1, whose boundary forms Z,eq.

Definition 3.3 (Non-red pillar). Let x be a vertex at height 1/2. The non-red pillar at x, denoted
PronR - is the connected component of vertices in Vieg N L>o that contains x. The height of the

PronR - denoted ht(PM°"R) is the maximum height of a plaquette f dual to an edge (y,z) where
y ¢ PR and z € PronR,

We can then define the pillar rate under the infinite-volume Dobrushin measure
an = an(B,q) = —log uS* (t(P5") > h). (3.2)

where we are using the subscript co to mean the infinite-volume measure obtained as the n — oo

limit of pd°P, and we recall that o is the origin vertex ( %, %, %) Section 4 relates this pillar rate to

&, from (1.3) and thus to h’, but most of the estimates of this section will be done in terms of ay,.
The following lemma explains why we move to expressing the event in terms of pillars.
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Lemma 3.4. The quantities max, hty,(Zeq) and max, ht(P2°"R) are the same. Moreover, the
event {ht(P1°"R) > h} is decreasing in the set of red vertices, and is equivalent to the event AMNR
from [5, Def. 5.1].

n,007

Proof. Observe that Vc 4 1s connected (see e.g., [, Remark 2.15] for this) and contains Opiye/\]
and so any vertex of V 4 Which has height > 1/2 is part of some non-red pillar PronRn the other

direction, every vertex in P°"R for some z is an element of ye Hence, max, hty (Zeq), which is

red”
equal to the maximum height of Vrced, is equal to the maximum height of PM°"R over all .

For the monotonicity claim, changing a vertex from nonR to red can only increase the set Vyeq,
and consequently can only increase 9red-

Finally, note that A;?}’;R was defined in [5, Def. 5.1] as the event that there exists a Vred -path
from z to height h — 1/2 using only vertices of a random set P, (which was defined as a random-
cluster pillar), but this random set P, is always a subset of £~ that contains P1°"R, so restricting
to P, is the same as restricting to L~¢ when looking at the connected component of )A/fed vertices
containing x. (]

By [5, Prop. 2.24] with the observation that the random-cluster pillar P, defined there necessarily
contains PM°"Rwe have the following weak bound on the height of PR,

Lemma 3.5. There exists C' > 0 such that for all h > 1, all x € Ly 5, and sufficiently large S,
peP (Mt (P™) > h) < exp(—4(8 — C)h).

We also have the following decorrelation estimate from [5, Cor. A.7], which lets us use the rate
ayp, of Eq. (3.2) for the pillar deviation rate inside the finite domain A/, . so long as x is not too
close to the boundary.

n,00

Lemma 3.6. There exists a constant C' such that for all x,y so that d(x, 0N}, ) Ad(y, 0\, o) > 7,
|udob(ht<zpnonR) > h) dOb(ht('P;onR) > h)‘ < efr/C_

With the above two ingredients recalled, and the observations of Lemma 3.4, we can show the
following lower bounds on the large deviations of the maximum height of Zeq.

Lemma 3.7. For every 1 < h < % logn, we have

/,Ld°b(maxht (Zred) < h) > exp ( — (1 + o(1))n%e ).
Consequently by reflection symmetry,
ud°b(m1n ht, (Zie) > —h) > exp (— (1 +o(1))n*e™ ") .
Proof. By the first part of Lemma 3.4, we can write
Mdc’b(max hty(Zred) < h) = ug°b< ﬂ {ht(PrmRy < h}) .
2€Ly s

As in Section 2.1, we look at the fuzzy Potts model this time singling out the color red and viewing
all non-red colors as fuzzy. Since this model has the FKG inequality (2.2) (identifying all blue
boundary vertices as a single fuzzy vertex to encode that they are obligated to take the same nonR
color) and by the second part of Lemma 3.4, we have that

e ((){ne(PE®) < h}) = T e (ue(P"®) < ).
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where the product runs over x € (Z + 3)? x {0} N A},. Terms of x : d(z, A}, ,,) < log?n are lower

bounded by the complement of Lemma 3.5. For 2 such that d(z, OA;%OO) > log?n, we can apply
Lemma 3.6 with m — co to lower bound the right-hand side by

dob(ht(PnonR) > h) —an 6_10g2 n/C _ (1 + 0(1))e—ah 7

where the equality used the facts that h < O(logn) and a5, < 4(8 + C)h per [5, Proposition 1.5]
(a simple forcing argument to lower bound the probability of a deviation via the simplest straight
column pillar). Hence, using the inequality 1 — = > e=*/(=2) for 0 < z < 1, we get

HMdOb ht PnonR) < h) ( 6—4(B—C)h)4nlog2n . (1 _ (1 + 0(1))6—ah)(n—log2 n)?

> exp (—674('B*C)h4n log?n(1 +o(1)) — e~ *n?(1 + 0(1)))
= exp (—e_ath(l +0(1))) ,

where the last equality used the upper bound on h and the fact that oy < 4(8 + C)h (so that
e8Ch < nfs cannot make up for the difference between nlog?n and n?). |

We now plug in h = h} + 1 to obtain Lemma 3.2, given the comparison of oy, and £h for £
from (1.3) (which will separately be established in Section 4).

Proof of Lemma 3.2. Theorem 4.1 will prove that oy, is very close (up to an €5 independent of
h exactly related to) to £h. In particular, by Theorem 4.1 and definition of A} (1.4),

apsp1 > & ([€ logn] +1) —eg > logn —eg. (3.3)

By applying the second part of Lemma 3.7 with h = h} + 1, and translating vertically by A},
conclude. I

3.3. Large deviations upper bound on number of sites not at h). The second part to
proving the h} upper bound in Theorem 1.1 is establishing that violating an upper bound on the

typical height under un" is even more atypical than the e~ (1+28)" lower bound given on interface
positivity in Lemma 3.2. Note that this is an estimate purely on a no-floor rigid interface.

Lemma 3.8. There exists C' > 0 such that for every 5 > By

i ([ B (Toe) = by + 13| > Gn?) < exp(—/Bn/C)

We will prove the above by bounding the set of all index points where the full random-cluster
interface is not a single horizontal plaquette, under the corresponding Dobrushin random-cluster
measure. By vertical translation let us work with 79°° = 70

We need to recall the definition of interface walls for Zg frorn [11]. For a plaquette f, let p(f)
be its projection onto L. Recall that two plaquettes are 1-connected if their intersection contains

a unit line segment, and O-connected if their intersection contains a point.

Definition 3.9 (Walls and Ceilings of Zg,). Let Z{, be the union of Zg (defined in Definition 2.2)
together with all plaquettes which are horizontal and 1-connected to Zg. If a plaquette f is the
unique plaquette in Z ,, with projection onto Lg equal to p(f), then f is a ceiling plaquette. All other
plaquettes of Zg | are wall plaquettes. A ceiling is a 0-connected component of ceiling plaquettes.
A wall is a pair (A, B) where W is a 0-connected component of wall plaquettes, A = W N Zg,, and
B =W N (Zg, \ Zrun). (This decomposition is called a standard wall in [15]. By [15, Lem. 7.125(i)],
there are no ceiling plaquettes in Z¢ | \ Zg, so we do not need such a decomposition for ceilings.)
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Lemma 3.10 ([14, Lem. 12],[15, Lem. 7.127]). In Zgy, there is a 1-1 correspondence between
interfaces and admissible families of walls (quotiented out by vertical translations), where two walls
are called admissible if their projections are not 0-connected and they are contained in the domain
(see items (i)—(ii) on page 211 of [15] for the formal statement).

Definition 3.11 (Excess area). The excess area between two interfaces Z and J is the difference
in their number of plaquettes, m(Z; J) := |Z| — |J|. The excess area of a wall W = (A4, B) of Zg,
is m(W) := |A| — |p(W)| := |A| — |[p(AU B)|. (When we write |p(F)| for a set of faces F', we mean
the area, or number of faces in p(F’), so projections of vertical faces do not contribute.)

For a wall W, the projection of its hull, p(W), is the union of p(W) with all finite components of
R2\ p(W). Say a wall W of Zg is outermost if there is no wall W’ of Ztul such that p(W) C p(W’)
Finally, two walls are called mutually external if neither p(W) C p(W’ ) nor p(W')  p(W).

This combinatorial construction (along with some further constructions we do not need in what
follows) were used in [14] to establish rigidity of Ze, under pd°°. In particular, Peierls-type maps
based on those in [(] were used to delete walls from the 1-to-1 representation of interfaces, to get

exponential tail bounds on the excess areas of walls of Zg,. The following is an immediate corollary
of [11, Lem. 15] (see also [15, Lem. 7.132]).

Corollary 3.12. There exists C > 0 such that for every 8 > Po, and every arbitrary set of
admissible mutually external walls Wy, ..., Wy,

N
RAE (WA, W) exp (= (8- C) Y m(Wy)),
=1

where we are using ﬁﬂOb(Wl, ..., Wn) to mean the probability that {W1,...,Wn} are walls of Zs,-

Given Corollary 3.12, the following bound uses a union bound over the contribution from walls
from diadically growing scales interpolating between those confining interior areas 1 to n?.

Lemma 3.13. Let 8 be the set of all outermost walls of the interface Zgy under the no-floor
Dobrushin random-cluster measure 79, There exists C > 0 such that for all > [,

_dob< Z (W] > Tn ) < ¢ VBn/C (3.4)

Wesd
Proof. Partition the set of all outermost walls into the sets iy, ..., 4y, for L = logy n, where
Sy, = {W e t: [p(W)| € 2*71,2M)} (3.5)
We will show that for a suitable absolute constant Cy, for each k =1,...,2L,
_k C
dOb > ) < _(5_0)2 26%’19712 h 0 36
( 2 (W)= ehyn?) < where - eon = St oL 11k oY

Wesly

Let us first conclude the proof using (3.6): for an absolute constant C', we have,
2L
> cha< 7
kzl ’ ﬁ

so the union of the above events covers ) ;| p(W)| > %nQ. Summing the probability bounds

of (3.6), we can bound the probability by 2L times the maximum of the probabilities, which is
evidently attained at the term k = 2L where it is at most exp(—Cy(v/B — %)n), yielding the

claimed (3.4) up to the change of constant.
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We now move to proving (3.6). Fix k and note by (3.5) and isoperimetry in 72, if || = N,
N< Y |p(W))2'*,  and S mW) =2 ) [p(W)|2H2. (3.7)
Wely Welly Well
By applying Corollary 3.12, for any fixed realization of iy, we have

7idob ({W € U} are walls in Ifu“) < exp ( —(p-0) Z m(W)) .
Wesl,

We union bound over collections L as follows: letting x be the fraction n—lz > we,, | p(W)],

,dob< Z p(W)| = (6n) ) < Z Z (7;\?) Z O e~ (B=C)r

Weld (6n)2<xn?2<n? N<yn221-k r>xn22_§+l

DT ()

(6n)2<xn?2<n2? N<xn221-Fk

The first line used (3.7) for the bounds on the sums, the binomial is for the choice of N points at
which to root the walls of 4, and the factor of C" is for the number of possible ways to allocate
excess area r to the different root points and enumerate over the realizations of the walls. Using
the bound ngpA (’j) < exp(H(p)A) where H(p) is the binary entropy function —plogp — (1 —
p)log(1 — p), we get
dob( S o)) > (6n) ) < ¥ exp((H(XQPk) —21’§(ﬁ—C)X)n2>.
Welly (6n)2<xn?<n?

It therefore suffices for us to show (now with the choice of § = f—:%k) that for every k, for every
X > 5% L, we have H(x2!'7%) < (8 — C)x27%/2 (we would then absorb the prefactor of n? and be
done). To show this, we use the bound H(p) < plogll; + p (which holds as long as p < 1/2; which

is the case for all £ > 2 trivially, and for k = 1 by the fact that there cannot be distinct walls each
of interior size only 1 confining half the area of A). It suffices to show that

21- klg Lotk < (- )2
or, equivalently,
(k—1)(log2) +logy '+ 1< (8—C)257L. (3.8)

Let us consider first the case where k = 1,..., L, in which case log x ™! < log 8 + log(k?) —log(C3).

We can take Cy large (independent of 3 because 951 B beats log 8 for all k > 1) to only consider
large values of k, whence the exponential growth on the right-hand side of (3.8) of course dominates
the left. Turning to the case where k = L+1,...,2L, now log x ! < log 8+2log(2L+1—k)—log(C?).
For every k > L, the left-hand side of (3.8) is thus at most O(logn), whereas the right-hand side
is at least (8 — C)n'/?/2. [

Proof of Lemma 3.8. It is equivalent by vertical translation to establish the upper bound on
e ([ B Bone) 2 1}] 2 Fon®) < 7 ([{o Bl 2 1] 2 Fn’).

where we used inclusion of Zpjue C Zgy and the FK-Potts coupling. Now any = having ht,(Zz) # 0
or ht,(Zen) # 0 must belong to p(W) for some wall W. Thus, the right-hand side is bounded by
Lemma 3.13, concluding the proof. |

We are now in position to combine everything to get the sharp upper bound in Theorem 1.1.
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Proof of upper bound in Theorem 1.1. By Lemma 3.2 and Lemma 3.8,
h* —
n"™ (}{x : hty (Zpwe) > hfy + 1} > %n2>

h*
Un" (Iblue - EEO)
< e—\/B”/C+(1+5ﬁ)n

W ([ B (Toe) > 5, +1}] > Gon?) <

yielding a bound of e —VBn/C for large 3, up to a change of the absolute constant C.
To conclude the upper bound of Theorem 1.1, we note that |{x : ht,(Zpje) > b +1}] > \/Bn is

a monotone event in the set of blue vertices (because it is monotone in the augmented blue vertex

set ﬁblue, and in turn Ve which is expressed as a union of vertices connected by blue paths to

Oblue\), o), and thus Proposition 2.9 gives the same for pfl

Finally, as done in the proof of the lower bound, we observe that on the event |Zg,| < (1+ %)n2

—n2

(which by Lemma 2.27 occurs with probability 1 — e
{|Zowe N Lpz 41| > n +Gn?} C {|{z : hty(Zotue) > hy, + 1} >3 n’},

and hence can be assumed) we have

which concludes the proof of the upper bound with the choice of eg = ﬁ’ holdlng with probability
1— e VBn/C, [ |

4. IDENTIFICATION OF THE PILLAR RATES WITH INFINITE-VOLUME CONNECTIVITY RATES

The preceding sections established our Theorem 1.1 up to the deferred identification of the pillar
rate a with the with the point-to-plane connectivity rate £&. In this section, our goal is to give the
precise relation between the pillar rate and the point-to-plane connectivity rate, and establish the
additivity of the latter rate to be able to identify h’ with [~ logn]| per (1.4).

4.1. Comparison of pillar rate to point-to-plane connectivity rate. Our approach is to
work conditional on certain high probability events on the shape of the interface pillar under p9°P
and the connected component of V7, under pred under which we can decorrelate the discrepancies
in the boundary conditions using cluster expansion machinery. Recall that we denote the origin by
o= (1,1 1) and recall the definitions of the two rates we are interested in comparing,

21272
ap = —log ud°b(ht(73b|“e) >h), and &, = —log pred (0 +— Ly in Vi) .

For simplicity, define Ayp = {0 «— L in V
the following.

Theorem 4.1. Fiz any q > 2. We have for all h > 1 that
lap, — & < ep.

4t The main goal of this section is to establish

For this, we will need a generalization of Proposition 2.3, which may also be of independent
interest. We begin with some preliminary definitions. Recall for any collection of plaquettes F,
we let F' denote the set of plaquettes which are 1-connected to F (including F itself), and set
OF := F \ F. If there is a reference domain U, then F is presumed to restrict to U. Let f. denote
the plaquette f dual to an edge e. Let CI(F') be the event that for all f, € F, we = 0 and for all
fe € OF, we =1, i.e., that I forms a 1-connected dual-to-closed component.

Now let & be any subgraph of Z? and let 1 be any boundary condition. Let B be the set of
vertices in U which are also adjacent to a vertex in Z3\ Y. Viewing 7 in the dual graph as a set of
dual-to-open and dual-to-closed plaquettes, we will say a collection of plaquettes F' is a compatible
set for (U,n) if for every dual-to-closed plaquette f of 1 in Z3 \ U, every plaquette g which is
1-connected to f and in U is in F.

Finally, for U finite, let Z"(U) denote the partition function for the random-cluster measure on
U with boundary conditions 7.
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Proposition 4.2. There exists a constant K > 0 and functions g(f, F,U) taking as inputs F a
collection of plaquettes, f € F, andU a subgraph of the lattice Z3, such that g satisfies the following:

(1) Forany F, f € F, and U C 73,
lg(f, FU)| < e /K.
(2) For any f € F, f' € F', and any domains U,U' C 73, we have
g(f, F.U) —g(f, F .U < e /5,

where 1 is the largest radius such that B,(f)NU = B.(f")NU" and B, (f)NF = B,.(f')NF’,
with B, (f) denoting the Lo ball of radius r about the center of f, and = denoting equivalence
(either as graphs or plaquette sets) up to translation.

(3) For any U C 72 with boundary condition n, and any compatible F for (U,n),

= g\:éZ)) (1 — e_ﬁ)wF‘e_mF‘qH(F)—l exp (Z g(f, F,Z/f)) ,
fer

myy (CI(F))

where w is the wired boundary conditions, k(F') is the number of connected components of
U after removing the edges e such that f. € F, and we are viewing vertices which are wired
together by open edges of n in Z3 \ U as connected.

The proof of Proposition 4.2 is deferred to Appendix A.

Remark 4.3. Note that the above proposition can be applied in the setting where 7 is the Do-
brushin boundary condition and F' is a potential realization of Zg,, recovering the law of Zg, as in
[15, Lem. 7.104]. Even in this case however, we emphasize that the upper bounds in Items 1 and 2
now decay with 3, whereas they did not in the formulation of Proposition 2.3.

Because we wish to use the above cluster expansion machinery on finite graphs to prove Theo-
rem 4.1, we will work in the finite graph A;m. This poses no issues, as we have
| log 32° (ht(Pg"™R) > h) — log pg® (ht(Pg"™R) > h)| = o(1),

o0 n

and

|1 (Ao ) — i (Ao )| = 0(1),

by weak convergence of measures (and moreover with explicit rates of convergence via Lemma 3.6
and Proposition 4.2). Thus, for each h, we can take n > h large enough so that the error in using
a finite box instead of infinite volume is smaller than 3. Hence, in the remainder of this section,
the lemmas will be stated in terms of the infinite volume quantities oy, and &, but the proofs will
work with measures on A;, .

Recall that we have the FK-Potts measure on A;, ,, with Dobrushin boundary conditions denoted

Pd°P with marginals (ud°°, 7d°P). We also have the FK-Potts measure with wired red boundary

conditions denoted Pred with marginals (ufed, 7).

Lemma 4.4. Let 8 be sufficiently large and ¢ > 2. We have that for all h > 1,
|an — (& — 26 +1log(q — 1)) < &5

Proof. The discrepancy of 23 — log(q — 1) occurs because of differences of the marginal on o =
(%, %, %), so we will isolate this by defining £9°° and " as purely random-cluster events, intending
to capture the typical behavior in the random-cluster marginals 7‘r§i°b and 7)) when o, is in Vi,
under P9°® and P respectively. First, we define the following cones:

Cy = ([—%, %]2 x [0, Lg]) U{(z1, 22, 23) : z% > (/22 + 22 for z3 > Lg},
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Cy = LoU{(21,20,23) : 23 < (log \/ 2} + 23)? for /27 + 23 > Lg},

where Lg is chosen such that Lg — oo as 8 — oo. Let C be the outermost 1-connected set of
dual-to-closed plaquettes which separates o from &edA;l,n, i.e., there is no path from o to Jreq A}, ,,

which does not pass through C. Let C be the four vertical plaquettes surrounding o.

and

Let & be the event that C7 C C, and C \ Cy consists of two 1-connected components.

Let & be the event that the 1-connected component of C \ C that is above Cy lies inside
the cone Cy,. Call this portion of the component C*.

Let £9°° be the event that the rest of C lies in Cy and o is w-connected to Obluely, ,,- Let
&Y' be that the rest of C is just the single horizontal plaquette below o.

Let £5°° be the event that there is no w-path from dpieA, ,, t0 dreqA},,, (equivalently on
£§°P, no w-path from o to dreqA}, ,,). Let £ be that there is no w-path from o to A}, .

Define

9P — £ NENEIPNEPP and  EV=EN&ENEYNEY.

Note that under ﬁffb (and on 5d°b), C will be equivalent to the full interface Zr,. We observe
(see [12, Lemma 4.5] for the algebra) that

SN e MK < g (4.1)

feCy geCy
We begin by showing that £9°° and £“ are indeed typical events, in the sense that
Prd(EY | Aop) > 1—c5, and  PIP(£9P | py(PronRy > p) > 1 —¢5. (4.2)
from which it would follow that
P (Aon) < (1425)PrA(EY, Aon) ,
and
PUP(he(PLR) > h) < (1 -+ 25)PEP(E%, ht(PL"R) > h).

The second (more complicated) of the bounds in (4.2) is a consequence of the “isolated pillar”
results of [5]. There, a “top pillar” P was defined analogous to Definition 3.3 but using Viep
instead of Vyeq (we will not use this definition except to reference the results proved in that paper).
If E}, is the event that the top pillar reaches height h, then [5, Thm. 3.8] (in the case of the Ising

model, [12, Thm. 4.2]) proves that
ﬁgob(f,’d‘)b | Eh) >1— €3, (43)

(the event Iso, 1, defined there implies the event £9°0 above). On the other hand, by [7, Lemmas
5.16, 5.17] (with A there taken to be ht(P2°"R) > h and Q taken to be £9°°), we have

PcTiLob<ht(ngonR) Z h | gdob)
Paob(ht(PgonR) > h | Ep)

Combining Eqs. (4.3) and (4.4) with the observation that ht(Pm°"R) > h C E}, concludes.

We now argue that Eq. (4.2), follows from a simplification of the same arguments of [5] that
yielded Egs. (4.3) and (4.4). The proof of Eq. (4.3) began by defining a cut point as a vertex
v € PP with no other vertices in P having the same height, and such that removing the four
vertical plaquettes surrounding v cuts C into two 1-connected components, with the component
above v contained in Ly (,). The portion of C above the lowest cut point was labeled the “spine”
So. There was then a map which straightens the spine when it is too large, and deletes walls in
the rest of C when they are too close to the spine. Doing so deletes the portion of PP below the
spine, so the map finishes by appending a column to rejoin the spine to the rest of C. The proof

— 1] <eg. (4.4)
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follows the same way, treating all of C as the top pillar. Namely, one can define a cut point and
the spine of the component C, and apply the same map to the spine portion. Since under 7)) there
is no need to preserve the disconnection event D, ,, (recall Eq. (2.4)) as there was under 79°P, the
remainder C \ S, is handled by the simpler Peierls map which deletes it entirely and replaces it by
a column of height ht(v) up from o. Finally, Eq. (4.4) was shown by observing that when a portion
of the spine is straightened, it becomes a column of vertices connected by open edges, and hence
under the FK—Potts coupling they are all the same color. Clearly this observation holds regardless
of whether the joint measure is Pred or P4
Hence, with Eq. (4.2) in hand, it is sufficient to show

T (E%) _
dob gaoby — (1 F£8)ae 2% and (4.5)
Pred(th‘gw) q—l
(PromR = (I+ep)—. 4.
P%ob(ht(’])gonR) >h ’ gdob) ( 65) q ( 6)

(where we use the shorthand notation a = b(1 & eg) to mean a € [b(1 —€3),b(1 +€3)]). We begin
with (4.5). It is easy to see (by a Peierls argument) that =)y(£Y) is dominated by (i.e., 1 — &g
of its mass is on) the event that C is just the six plaquettes surrounding o, which happens with
probability ge=%%(1 4 €5). Moreover, by rigidity of Z¢y (Theorem 2.5)

—dob
T

(f(o—es,0) 18 @ ceiling plaquette) > 1 — ez,
and then with a cost of (14 eg)e™% we can add one open edge between o — ¢3 to o and close the
five other incident edges to o. This shows that 79°°(£9°P) = (1 4 eg)e~*7.

We turn to establishing (4.6). First note that on £9°°, the event ht(P°"R) > h is equivalent to
Ao - Now, intending to utilize the FK—Potts coupling, we wish to first reveal in the random-cluster
model the component C. In order for the event A, to be possible, C must be a set of plaquettes
that confines a chain of vertices connecting o to height h. Crucially, the events £ and £9°° were
defined so that the set of plaquettes C* such that 7% (C* = C* | £¥) and 79°P(C* = C* | £9°P) both
have positive probability is the same, let this set be denoted C*. In particular, C* € C* if C* is a
1-connected component of plaquettes in Cy, that forms part of a bounding surface in the sense that
there can be no path in £+ from o to GA;W which does not cross a plaquette of C* U C;. Thus,
we can express

Prd(Agp | €)= ) wy(C =C" | EY)PY (Ao | CF = C",EY),

C*eC*
PgOb(Ao,h | gdob) _ Z ,ﬁgob(c* — O | gdob)Pgob(onh | C* = C*7Sd°b) )
C*eC*

Now, first studying the latter terms in the sums concerning the event A, j, the difference between
conditioning on £ and £9P is that on £9°° we know that the color o, is blue (because of £$°P),
whereas €W does not provide any information about the color o4, so the conditional probability
that o € V4 (which on £V is equivalent to o, = nonR) is q%ql. Given C* = C*, its outer boundary
is entirely in Vg except o which is not in V,eq. Therefore, membership in V,eq interior to C* is
fully measurable with respect to the coloring on finite components in C*, and so the event A,
is measurable with respect to the same. Moreover, the coloring in A, is independent of the

realization of the rest of C. Hence, we have

-1
P;fd(Ao,h | C* — C*’SW) — PgOb(Ao,h ’ C* — C*ﬂngb)qT )
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Thus, it suffices to show that the random-cluster Radon—Nikodym derivative satisfies
m(Ct = C* | £)

ﬁ%Ob(C* = (O ‘ gdob)

Beginning with the numerator, the event €Y is equivalent to asking that C* € C*, and that C \ C*

is equal to the five plaquettes to the sides and below o. By maximality, this requires that the other
plaquettes 1-connected to f(,o—c,) are open. Let I be the union of these plaquettes with C\ C*.

=1+4ep for every C* € C*. (4.7)

We can then write m))(- | £¥) as 7}, \ (- | C* € C*), where 7 is the boundary condition induced

by the realization of C \ C* on &%.

For the denominator, the event £9°° is equivalent to asking that C* € C*, and that the set of
plaquettes C \ C* satisfies a set of criterion independent of C*. (Namely, that C \ C* contains C1,
is a subset of Cy U (4, does not cut off o from 8b|ueA;%n, and combines with C* such that C is
an interface satisfying ®, ,. This last event appears as though the choice of C \ C* affects the
possible choices of C*, but the cut-point at o means it does not.) Exposing C \ C* reveals a set of
dual-to-open plaquettes around it by maximality. Let F9°® be the union of these plaquettes with
C\ C*. Noting that the separation event D,,,, is included in £9°°, we can write 7d°P(. | £9°P) as

Ec\c+ [WX/ \ Faon (| C* € C) | £9°P] where v is the boundary condition induced by revealing C \ C*.
It thus suffices to show that for any C* € C*, and any realization of v under E¢\¢-,

TP (€= C7)

Ty (€7 =€)

—1+eg, (4.8)

as summing over C* then implies that 7, \Fw (C* e C*) =7, \ frdcb (C* € C*)(1 £ €3), which

in turn implies Eq. (4.8) even conditional on the event C* € C* ﬁp to a change of the e5. Then,

averaging over v and applying the equivalence of measures discussed above implies Eq. (4.7).
Finally, to show Eq. (4.8), observe that each C* € C* is a compatible set for (A;,,, \ F™,n) and

(A;w \ F9°b 4), so we can apply Proposition 4.2 to obtain that

n O L W w
log 7TA%,n\FW(C =) —log 2" (A \ F™) Z7 (A 5\ ) ’ < exp ( Z Z e_ﬁd(f’g)/K>
ﬂ-X%,n\F“b(c* = C*) ZU(A;L,n \ FW) ZW(A'/n,n \ FdOb) B fEC* gEFWUFdOb

In A7, \ F with boundary condition 7, there are two components of boundary vertices which are
not wired together. The weight of a configuration w in Z%¥(A;, ,,\ ) is the same as in Z"(A], ,\ F")
when these two components are wired together by w, and off by a factor of ¢ when they are not.
However, the 7'['7\, —probability that the two boundary components are not wired together is

n,n

\F™
g (this is true whenever the two boundary components can be connected by a path of constant
length, as in this case, as the probability that an edge is open is always > m =1-—¢5 even
conditional on a worst case configuration for the rest of the edges). This implies that the ratio of
the two partition functions is at least 1—¢g, and similarly, Z7(A], ,\ F4P)/Z% (A}, \ F9) < 1+eg.

Finally, the double summation above is at most g per (4.1), concluding the proof. |

4.2. Exact additivity of the rates. We finally establish additivity (up to a 1+eg) of the sequence
&p; this allows us to replace &, by the limiting £h without loss in our main theorem. We again
truncate our consideration to high probability events on the interface’s large deviation, and then
establish the additivity on those events. The events will be of a similar cone-form to those in the
previous subsection. N

It will actually be better to work with &, which we define exactly as in (1.2), but with an extra
conditioning on {o,—; = nonR} (or equivalently since it is only one site, by color symmetry, being
blue). This will turn out to be exactly additive. We first show the following relating &, to &.



34 JOSEPH CHEN, REZA GHEISSARI, AND EYAL LUBETZKY

Lemma 4.5. We have that for all h > 1,
|§h — (& —28+1og(qg—1))| <ep and thus by Lemma /. \Eh —oypl <eg.

Proof. The cone event ¥ implies that in the Potts marginal ;/*?, on the event Ao, the nonR
component of o contains just a single vertex at height 1/2. From there, it is not hard to see by
a Peierls map that for any A > 1, under p'®d(- | A,4), the probability that o — e3 is nonR is
(1+epe —48_ A simple Peierls argument implies that unconditionally, the probability that o — e3
is nonR is (¢ — 1)(1 £ eg)e~%%. We then have

red pie (0—es = nonR | Aoh)

- (A o,h | 0o—e5 = NONR) =

1
,U#Led(o'o—eg — nonR) :u’;zed(AO,h) = q— (1 + 85)6 /j’;’zed(Ao,h)7

which when rearranging and taking logarithms implies the claimed bound. |
Lemma 4.6. We have for all hy, ho,
[€ha+ha — (Eny +Ena)| < €5

Proof. Let i be the distribution p'® conditioned on o, ¢; being nonR (or equivalently by sym-
metry, being blue). This implies that in the corresponding joint measure PIreGI there is no w-path
from o — e3 to BAnn, or equivalently there is a confining set of dual-to- closed plaquettes which
surrounds o — e3. Let C be the 1-connected component of dual-to-closed plaquettes which contains
the innermost such confining set. Call a vertex y at a height h a cut-point if it is the unique vertex
at height h which is separated from 9A;, ,, by C, and the only plaquettes of C which have height h
are the four vertical plaquettes bounding the sides of y. Call h a cut-height if there is a cut-point
at height h.

We define certain high probability cone events in the random-cluster model, which we will show
all have probability 1 — e conditional on Ag p, 14y, Ao by Aok, Tespectively in Pred. We then show
the approximate additivity of the rates under those events. The events are defined as follows:

1) &y: is the event that heights hy — ...,h — + Lg A hg) are cut-heights, and if y =
2 B
Y1,Y5, hy — =) is the unique vertex at height hy — conﬁned by C, then CNL>p, lies inside
1
the cone
{(21,22,23) t (23 — h1)? > /(21 — (22 — Y2)?}.

(2) &v: heights 1,...,(Lg A k1) — 5 are cut-heights, and C N L3> lies inside the cone

{(z1,22,28) : 3 > /22 + 23}

(3) & h1 — 3 is a cut-height.
In the same way that we described Eq. (4.2) following from the “isolated pillar” results of [5] now
that we have the generalized cluster expansion for C, we also have the following bounds:

P&y | Aopins) > 1—c5  PRUE | Aopy) > 1 —¢5 f);fd(g\\ [ Aop) 2 1—ep.  (49)

It thus suffices to show

Pred(ey. A f’;fd Ey, Ao &, Ao
_ n ( Y ~o,h1+hz) _ ( Y~ hi+ha ‘ I 7h1) =14+ €G- (410)
ngd (8\/7 AO,hz)szed (€|| ) AO,hl) P;{Ed (5\/7 onhQ)

The first equality here is simply the fact that & N Ao pyyn, C & N Aopy. Now we study the
conditional joint measure f’{fd(- | €|, Ao,ny)- We can expose the component of C which is below

the cut-height at hq — %, which reveals additionally a set of dual-to-open plaquettes around it by
maximality of the component. This determines the set of vertices V' which are in a finite component
of C and in Lp,,. We furthermore reveal the colors of V. Let 1 be the FK-Potts boundary condition
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described by the above revealing, together with the wired red boundary at 8A;1’n. Let E be the set
of plaquettes which are fixed by 1. Then, we can write

P;fd(‘ | 5||7Ao,h1) = EW[PT/?\’”’”\E(') | g||»A0,h1700,077% = nonR} ) (4'11)

as the events &, Ao p,, and 06—y = nonR are implied by the closed edges and colors given by 7.

Now notice that given such a realization 7 satisfying & N Aoy, the event Ey N Ag 41, is exactly
equivalent to the translation by (Y7, Y2, h1) (measurable with respect to I') of the pair of events
Ev N Ag h,. By this translation, and denoting 7/, E” as the shifted versions (by (—Y1, —Y2, —h1)) of
n, E, we have

PX/HM\E(EY; Ao hi+hy) = PXM\E/ (EvyAohy) -

For an analogous setup in the denominator of Eq. (4.10), we want to expose the component of C
which is below height 0. Let &, denote the event that C N L. consists only of the five plaquettes
which are to the sides of and below o — e3. A standard Peierls map argument in the FK—Potts
model shows that we have

PlE)>1—e5 and  PrYEL|Ey, Aop,) =1 —e5.

(Indeed, for the first bound, the map would be to delete the outermost 1-connected component
of dual-to-closed plaquettes, and if this causes o — ¢3 to be in the same connected component as
OAQW, then force its six incident edges to all be closed, so that it can be assigned the requisite
nonR color. For the second one, the map would be to delete the 1-connected component in £
of dual-to-closed plaquettes incident to o — e3, and replace it by the minimal five dual-to-closed

plaquettes incident to o — e3 in L-¢.) This implies that

P& | Ev, Aony)
Pred(£,))

Note that conditioning on & is equivalent to conditioning on the aforementioned five plaquettes
to be dual-to-closed, as well as on the plaquettes that are 1-connected to them and have height
< 0 to be dual-to-open. Let ¢ be the FK—Potts boundary condition with these dual-to-open and
dual-to-closed plaquettes, the wired red boundary at dA;, ,,, and oo, = blue (by symmetry, any

nonR color is equivalent). Let F' be the set of plaquettes fixed by ¢. Then we can write

P | 60) =P, ().

f);zed(g\/on,hz ’ gu) = ﬁ;fd(gV7Ao,h2) = i:v);zed(g\/v Ao,hz)(l + 55) :

Now, we observe that the random-cluster marginal of PX/, \E has the same law as the random-

cluster measure on A'nm \ E’ with all the dual-to-open and dual-to-closed plaquettes in 7’ as a
boundary condition, further conditional on the event that there is no w-path from o — e3 to 8Aﬁw.

n'(RC)

KONV (- | ®o), where D, denotes this separation event for o—es.

Call this random-cluster measure 7

Furthermore, by the FK—Potts coupling, the joint configuration under PKI;L \gv can be sampled by

first sampling a random-cluster configuration w under WXZ(RC\)E/(' | ©o), assigning vertices in the

same w-component of o — e3 the same nonR color as given by 1’ (by symmetry, we may assume this
is blue), assigning vertices in the w-component of OA;w the color red, and assigning all other w-
components colors chosen independently at random. In the same way (with analogous notation), we
can sample a joint configuration under Pfx41 A\F by first sampling a random-cluster configuration w

under WIC\(%RR (-1 Do), assigning vertices in the same w-component of o —e3 the color blue, assigning

vertices in the w-component of OA;WZ the color red, and assigning all other w-components colors
chosen independently at random.
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Now, let C* := CNL>g. Let C* be the set of possible realizations of C* satistying £, and ®, when
combined with the boundary conditions 7/(RC) or ¢(RC) (note that because o — e3 is a cut-point
for C under both boundary conditions, the set C* will be the same). We can now write

/ /RC * * / * *
Py, (& Aon) = D T 0(C = T D)PY, (Ao |CT=C),

C*eC*
RC * * * *
P, \p(EAops) = D m (€ = O [ D)PS, | (Ao, | €7 =C).
C*eC*

As Ay p, now depends only on the coloring of the finite components enclosed by C*, which is
independent of the rest of the FK—Potts model, we have

P’Xln,n\E/ (A07h2 ‘ C* = C*) = Pi%,n\F(Ao’hQ | C* - C*) ’
Hence, in order to prove Eq. (4.10), it suffices to prove that

(RC * *
T (€ = C* | Do)

RC
mir(C = 0% | Do)

— (1+e5), (4.12)

at which point we can conclude via the sequence of equalities between Eq. (4.11) and Eq. (4.12),
and averaging over 7 in Eq. (4.11). Now, since each C* € C* is a compatible set for (A7, ,, \ E',7)
and (A}, ,, \ F,¢), we can apply Proposition 4.2 with the same argument used to show Eq. (4.8),
getting that

'(RC * *
ORI

RC
(€= )

:(1185).

Hence, it remains to show that

"(RC
T (o)

RC
T r(20)

=(1+ep).

However, a Peierls type argument shows that if f is the plaquette above o — e3, then

'(RC '(RC . RC RC .
WX,TE’n\)E./ (Do) = Wxif,n\)E’(f is closed)(1 £e5) and W/C\(él,niF(Qo) = Wf\(élniF(f is closed)(1 £¢€g3).

Finally, the proof concludes by observing that the probability that f is closed under both measures
is the same, being equal to (ge™?)/(1 — e™# 4 ge=7). [ |

Proof of Theorem 4.1. By Lemma 4.5, we have that limy, o &,/h = limp, o éh/h =&, and by
Lemma 4.6 together with Fekete’s lemma, the latter limit exists so it must be what we defined
to be & in (1.3). Moreover, by Lemma 4.6, |, — h| < eg uniformly over A > 1 (indeed, if
Ahy+hy < ap, + ap, + € for all hy, hy then ap, := ap + € is sub-additive, thus by Fekete’s Lemma,
a = limay/h = inf ay /h, that is, a, > ah — € for all h; similarly, a < ah + ¢ for all h whenever we
have ap,+n, > ap, + apn, — € for all hi, he). The bound on «y then follows from the second part of
Lemma 4.5. |

APPENDIX A. GENERALIZED CLUSTER EXPANSION

In this section, we provide the proof of Proposition 4.2. The following two lemmas were proved
by Grimmett in [15] (with a minor adjustment to the latter, see the proof of Lemma A.2 below).
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Lemma A.1 ([15, Lem. 7.90]). Let U = (V,E) be a connected finite graph and n a boundary
condition on I where d C T". Then,

log Z}}(p,q) =logq+ Y £ (),
eck

ls—m) (we=1)
7 — U,s,q\ "¢
£ ,406) = / S1—) ds.

Moreover, we have 0 < fﬂpq(e) <(1-=p)(g—1) for anyU,n.

where

Lemma A.2 ([15, Lem. 7.93]). Let U,U' C Z3 be two sub-graphs. Let e €U, e’ € U’ be two edges.
Suppose that there exists r > 1 such that By(e) NU = B,(e') NU'. Then, there exists a constant
K > 0 such that for B sufficiently large,

—Br/K
167 .q(€) = £, 4 ()] < e K

Proof. We note that Lemma A.2 was originally stated with a exponential bound of e~"/X for all
B > fy instead of e #7/K as above. We show here however that the stronger bound can be concluded
from their proof. As was done, we can write

5 — WZ’Syq(we =1) B (¢g—1)(1— FZ,qu(Ke))
s(1—s) N s+q(l—3s)
where K, is the event that the endpoints of e are joined by an open path without using the edge

e. Now let ps = m. It was then shown that for some c1,co > 0, we have

’FZZ,s,q(Ke) - ﬂlZ,s,q(Ke)‘ <c(l- PS)T/CQ .

Note that p, is increasing for s < 1, and hence is minimized at p, on the interval [p,1). One can
compute that 1 — p, > %e*ﬁ. Hence, we can conclude that

1
w w r r/c2 ,—Br/c 4= 1
1B (€)= Bl g (€] < €l (§)7/ 2/ / sTa—s)

The integral above is a constant, so it and the term c’”(%)’”/C can be absorbed into the term e=#7/c2
by increasing the constant ¢z to some sufficiently large (but § independent) constant K. |

Proof of Proposition 4.2. We follow the proof of [15, Lem. 7.104], with a few minor adjustments.
Let U \ F denote the graph resulting by removing from U the edge set {e : f. € F'}). Then, the
fact that F' is a compatible set for (U, n) means that conditioning on CI(F') induces wired boundary
conditions on each component of & \ F. Thus, as in [15, Eq. 7.102], we can write

) (CI(F)) = ?:((Z)) ZWZ(V%’(;P (1 — e P)loFle=AIFlgnn =1 (A1)

Applying Lemma A.1, we get that

log (W) = (B 7 (&) — Tt pq(€)) = >Rl (A.2)

eeu\f e:fe€F

We can group the edges in the above sums according to which plaquette of F' they are the closest
to. Let ¢(e, F) be the plaquette f € F which is closest to the edge e, with distance d(e, f) given by
the L*° distance between their centers. Ties can be decided in any arbitrary predetermined way,
e.g., choosing the plaquette that is earliest in lexicographic ordering. Then, define

g(f7 F, Z/{) - Z (f;v\?’p’q(e) - fl\/l{v,p7q(e)) - Z fl\:lv,p,q(e) : (A?’)
e€U\F, e:fe€F,
¢(€7F):f d)(e:F):f
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We claim that g satisfies the requirements of the lemma. Combining Egs. (A.1) to (A.3) immediately
proves Item 3.

To show Item 1, let ¢(e, F') = f and let r = d(e, f). Then, B,_2(e) does not contain any
plaquettes of F, so by Lemma A.2 we get that for r > 3,

7 (€)= i gle)] < PO (A4)

For r = 1,2, we can apply the bound fi’,qu(e) < (¢ — 1)e™# from Lemma A.1. Thus, using the

fact that the number of edges e € U \ F such that ¢(e, F) = f and d(e, f) = r is at most ¢ for
some constant ¢ > 0, we can sum over the exponential tails to bound the first sum in Eq. (A.3) by
e P/E" for some constant K’. The second sum in Eq. (A.3) has a constant number of terms, and
can thus be bounded by Ce™? for some constant C, which can then be absorbed for large enough
3 into the constant K.

Finally, the proof of Item 2 follows in the same way as in [15, Lem. 7.104] with similar adjustments
as above. Indeed, let r be the largest radius such that B,(f) "U = B.(f') NU" and B,(f) N F =
B.(f') N F'. The original proof showed that |g(f, F,U) — g(f', F",U")| < e /K for r > 9. By
applying the stronger, S-decaying bound in Lemma A.2 whenever needed, the same proof now
shows that |g(f, F,U) — g(f', F',U')| < e P"/K_ We can then apply Item 1 to extend this bound
to r <9 as well, at the cost of increasing the constant K. |

APPENDIX B. PROOF OF THEOREM 2.5

Recall the definitions of walls and ceilings, and their excess areas from Section 3.3. Recall
from [14] the notion of groups of walls (collections of nearby walls clustered by a threshold on their
interactions through g relative to their excess areas) that are essential to being able to execute the
deletion operations and establish rigidity in 7’79\41 L

The proof of Theorem 2.5 with m = oo, found in [11], goes by considering the Peierls-type map
that deletes a group of walls 20 from the standard wall representation of Zg,, and then bounds
the entropy lost from the operation (controlled by enumerating the number of possible groups of
walls of size k nesting a vertex = by C*) by the energetic gain from the deletion, which is given by
exp(—f > yeqn m(W)).

When the domain is capped at distance m away from height zero, there is the potential concern
of interactions with the hard floor (the extreme case of m = 0 of course being the same form as
the interactions that cause many of the difficulties encountered in this present paper). However,
when it is at distance Q(n) away in both directions, the interaction is fairly crudely bounded by
the energetic cost of reaching up to such a high height.

To begin, notice that for any configuration Zg, having ht(Z,) = max, ht,(Zsy) < m/4, say,
the operation of deleting a group of walls can induce a shift, at most, of m/4 on its internal walls,
so after the operation, the interface will retain distance at least m/2 to the boundary conditions
at heights +=m. Then, per Remark 2.4, the only difference in the change of weights caused by
this map, relative to the same map in Aj, ., is an additive Cn2e~™? from the radius r(f,I; f', I')
possibly being attained from faces in the boundary. This is of course negligible compared to the
cost of Br for deletion of a group of wall of excess area 7.

Thus, without any change to the argument that takes one from Proposition 2.3 to Theorem 2.5,
we get for m > 4k, for every x,

77['9\4”” (Hx(Ifu”) >k, m?jiXHy(Ifu“) < m/4) < exp(—apk:),

It therefore suffices to upper bound the probability of max, ht,(Za) > m/4, for m > n, by

exp(—a,m) as that will be smaller than exp(—ayk) up to changing the constant a,. For that

purpose, consider any interface with max, ht,(Zgy) > m/4. There must be a nested sequence
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of groups of walls 20 (meaning the union of the groups of walls of a nested sequence of walls

Wi, ..., Wn) whose total excess area satisfies m(20) > m/4.
Consider the map @ that iteratively,

(1) Picks a nested sequence of groups of walls whose total excess area exceeds m/4 (if one
exists) and deletes it from the standard wall representation;
(2) If no more exist, stops and outputs the resulting interface as ®(Zg).

Notice that the resulting interface must be a valid interface in Aj,,, with ht(®(Zwy)) < m/4.
When considering the weight gain from this map, as compared to the infinite-cylinder analysis, the
only difference is the possibility that the radius of congruence r(f, Zy; f/, ®(Zsy)) is attained by
interactions between a face f interior of a wall that was deleted, and the boundary conditions at

heights +m. Indeed if Zg, is any such interface, and 20 is the set of walls deleted, then by [11]
| Tar _(Zsun)
[0} [ e e

7, (@Tw)

while at the same time, by Proposition 2.3 and Remark 2.4,

+ Am(2)| < Cm(2W), (B.1)

-0 —0
7 (Zean) Tar  (Zean)
log —5—"——— —log —5—5———| < Kne” ™" 4 > Ke cdhLem) (B.2)
i, (2(Zrn) i, (®(Zaun)) FeCeil(@)] ht(f)|>m

where ¢, K are the constants from Proposition 2.3, and the sum runs over f € Zg, in ceilings
interior to walls of 20. At this point, we wish to bound the number of summands in (B.2) by
m(20). Notice that if we partition A = p({f € Ceil(W) : |ht(f)| > m/2}) where p(-) is used to
denote projecting it down to faces of Lg, for any M and any partition of A into €1, ..., &, we have

M M
Al <) diam(€;)? <) diam(€;) - n, (B.3)
=1 i=1

(because at worst, we are overcounting faces with this bound). On the other hand, for every height
between j = 1,...,m/2, there must have been a collection of wall faces in 20 nesting these ceilings,

and therefore at each height, there was some partition QI{, e @g\/[j such that those deleted wall faces

at height j contributed at least Zf\ijl diam((’:gwj). By (B.3), for each j, this is at least |A|/n and
we sum over j = 1,...,m/2 to get that m(2) > |A|F>. Since m > n/2, this is at least |A|/4, so the
term in (B.2) the right hand side is bounded by Kn?e~“"/® + Km(20), which combined with (B.1)
implies the same bound as in that equation for 7?9\;”” up to a change of C' to C’ for another f3

independent constant.

The only other thing left to verify is that the entropy lost by deletion of these walls is controlled by
C™®) for a universal constant C. To see this, consider the number of pre-images of a J = ®(Zg),
having m(Z; J) = L. We first pick a number I € {1,..., L/m} of iterations of step (1) of the map ®
before it terminated; then pick I many vertices vy,...,vr in [-5, %]2 x {0}, allocate the total excess
area L between them with each being allocated at least m/4 into Ly, ..., Ly, and then enumerate
over nested sequences of groups of walls containing a vertex v; by C* per [14, Proof of Lemma 15].

In total, this bounds the entropy loss by

I
L
— max n212LHCLi < C'lL
m I<L/m 1
where we used the fact that m > n/2. Since we established that the weight change from such
maps with m(Z; J) = L is exp(—(8 — C')L), summing over L > m/4 is at most exp(—(8 — C")n/4)
concluding the proof. [ |
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