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Abstract

We combine hydrodynamic and modulated energy techniques to study the large deviations
of systems of particles with pairwise singular repulsive interactions and additive noise. In par-
ticular, we consider periodic Riesz interactions indexed by parameter s P r0, d´ 2q for d ě 3 on
the torus. When s “ 0, that is, when the interaction potential is logarithmic, we establish a full
LDP for the empirical trajectories of the particles given sufficiently strong convergence of the
initial conditions. When s P p0, d´ 2q, we give an LDP upper bound and partial lower bounds.
Additionally, we show a local LDP holds in a stronger distance.

1. Introduction

1.1 The Problem

We are interested in the large deviations as N Ñ8 of the systems of interacting particles given by

$

&

%

dxti “ ´
1
N

ř

1ďjďN :j‰i

∇gpxti ´ x
t
jqdt`

?
2σdwti ,

xti|t“0 “ x0
i ,

i P t1, ¨ ¨ ¨ , Nu. (1.1) eq:SDE

Above, twiu
N
i“1 are N independent standard Brownian motions in the d-dimensional torus1 Td,

σ ą 0 is the temperature of the system, and g is a periodic sub-Coulombic Riesz potential. Indexed
by s P r0, dq, the periodic Riesz potentials are the unique zero average solutions to

p´∆q
d´s

2 g “ cd,spδ0 ´ 1q, cd,s :“

#

4pd´sq{2Γppd´sq{2qπd{2

Γps{2q s P p0, dq,
Γpd{2qp4πqd{2

2 s “ 0.
(1.2) eq:Riesz

The choice of the scaling constants are made so g behaves like ´ log |x| or |x|´s near the origin
when s “ 0 or s P p0, dq respectively [HSSS17]. We restrict our attention to the sub-Coulombic
potentials: the sub-family corresponding to s P r0, d ´ 2q when d ě 3. As g is singular, the well-
posedness of the stochastic differential equation (1.1) is not immediate, but holds as long as the
initial conditions are pairwise distinct.

The aggregate behaviour of (1.1) is described by the associated empirical measure and empirical
trajectory

µtN :“
1

N

N
ÿ

i“1

δxti , µN : t ÞÑ µtN .
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For fixed t the empirical measure µtN is a random element of the space of probability measures
PpTdq metrized by the Wasserstein-2 distance. For a fixed time horizon T ą 0, the empirical
trajectory is naturally viewed as a random element of Cpr0, T s,PpTdqq.

The main result of this paper gives large deviation estimates on the empirical trajectories
pµN qNě1 at speed N given strong convergence of the initial conditions. We show that for all
s P r0, d´ 2q there exists a function I : Cpr0, T s,PpTdqq Ñ r0,8s with compact sublevel sets and a
dense subset A Ă Cpr0, T s,PpTdqq so that for all Borel B Ă Cpr0, T s,PpTdqq

´ inf
µPB˝XA

Ipµq ď lim inf
NÑ8

1

N
logPpµN P Bq ď lim sup

NÑ8

1

N
logPpµN P Bq ď ´ inf

µPB
Ipµq.

B˝ and B respectively denote the interior and closure of B in Cpr0, T s,PpTdqq. In particular,
tI ă 8u Ă A when s “ 0, thus pµN qNě1 satisfy an LDP with good rate function I.

When µ P A and Ipµq ă 8

Ipµq “
1

4σ

ż T

0
}Btµ

t ´ σ∆µt ´ div pµt∇g ˚ µtq}2´1,µt dt,

where } ¨ }´1,µ is a norm on distributions that depends on µ. This is the same as the rate function
in the case where g is regular [DG87].

1.2 Background

The system (1.1) corresponds to dissipative dynamics with respect to the energy

HN pxN q :“
1

N2

ÿ

1ďi‰jďN

gpxi ´ xjq, xN :“ px1, . . . , xN q P pTdqN .

If ∇g is replaced with M∇g in the definition of (1.1) where M is an antisymmetric matrix, then the
system instead corresponds to conservative dynamics. For reasons explained later, we only consider
the dissipative setting.

Systems of the form (1.1) arise in many pure and applied settings where particles or individuals
interact pairwise with each other. They describe the dynamics of gases [Vla68], the eigenvalues of
random matrices [Dys62, AGZ09], vortices in viscous fluids [Hel67, Osa85], the collective motion
of animals or bacteria [Per07, FJ17], and scaling limits for neural networks [MMN18, RVE22].

There has been significant recent interest in studying the concentration of the empirical measures
as N Ñ 8. If µtN converge in a suitable topology, the system is said to satisfy a mean-field limit.
In particular, one expects that if µ0

N Ñ µ0, then µtN converges to the deterministic solution of the
McKean–Vlasov equation

Btµ´ σ∆µ´ div pµ∇g ˚ µq “ 0, µ|t“0 “ µ0. (1.3) eq:mve

This can be justified by a formal argument using Itô calculus.
Mean-field limits for systems with regular interactions are well understood [McK67, Dob79,

Szn91]. One classical approach involves coupling solutions of (1.1) with different values of N to
show that µtN is Cauchy in a suitable metric [McK67]. There has been some recent success in
using this strategy to show mean-field convergence of Riesz interacting systems in one dimension
[GLBM22], but the proof does not generalize to larger dimensions.

Mean-field limits were first proved for deterministic sub-Coulomb Riesz interactions in the
Wasserstein-8 topology [Hau09, CCH14]. Later, in [JW18], quantitative mean-field limits were
shown for singular kernels of so called W´1,8 type using relative entropy techniques.
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In [Due16, Ser20], mean-field limits were shown for the deterministic system of ODEs given
by (1.1) with σ “ 0 and Coulomb or super-Coulomb (s P pd´ 2, dq) interaction when the limiting
equation satisfies some regularity conditions. These works introduced the modulated energy, defined
for a particle configuration xN P pTdqN and a probability measure µ P L8pTdq by

FN pxN , µq :“

ĳ

pTdq2z∆

gpx´ yq d

ˆ

1

N

N
ÿ

i“1

δxi ´ µ

˙b2

px, yq, ∆ :“
!

px, yq P pTdq2 : x “ y
)

. (1.4) eq:modulated-energy

This acts as a pseudo-distance between the empirical measure µN “
1
N

řN
i“1 δxi and µ. If xN are

a sequence of point configurations so that limNÑ8 FN pxN , µq “ 0, then the associated empirical
measures µN converge to µ weakly. The proofs of the mean-field limits in [Due16, Ser20] proceed via
a Grönwall argument applied to FN px

t
N , µ

tq when xtN is the solution to the ODE system and µt is a
solution to the limiting equation (1.3). The crucial point of the proof is the following commutator
estimate which allows the modulated energy to control a term in its time derivative

ˇ

ˇ

ˇ

ˇ

ˇ

ż ż

pTdq2z∆
pφpxq ´ φpyqq ¨∇gpx´ yq d

ˆ

1

N

N
ÿ

i“1

δxi ´ µ

˙b2

px, yq

ˇ

ˇ

ˇ

ˇ

ˇ

ď Cφ

´

FN pxN , µq ` C}µ}L8N
´β

¯

,

(1.5) eq:intro-commutator-estimate

where Cφ is a constant depending on the derivatives of a vector field φ, and C, β ą 0. This inequality
is also crucial for the techniques used in this paper. The conditions on the limiting equation were
further relaxed in [Ros22b, Ros22a]. In [NRS22], the modulated-energy method was used to show
the mean-field convergence of systems interacting via sub-Coulomb potentials.

Returning to the non-deterministic setting (σ ą 0), in the works [BJW19a, BJW19b, BJW20],
the authors introduced the modulated free energy which combines the modulated energy with rel-
ative entropy. Using an exact cancellation which occurs between terms, they demonstrated the
mean-field convergence of systems of the form (1.1) with a wide class of singular interactions, in-
cluding logarithmic attraction. In [RS23], global-in-time quantitative mean-field convergence was
shown for sub-Coulombic interactions in Rd using the modulated energy method. Most recently,
in [dCRS23], by combining the modulated free energy with relaxation rates of the limiting equa-
tion to equilibrium, the authors showed global-in-time mean-field convergence for periodic Riesz
interactions when s P rd´ 2, dq on the torus.

The large deviations of the empirical paths of the system (1.1) have also been studied extensively
when g is regular. In the early work [DG87], the empirical paths of weakly interacting diffusions
were shown to satisfy an LDP in Cpr0, T s,PpRdqq. In [BAB90], this was improved to LDPs on the
level of the entire process, where one instead considers the process level empirical measure

1

N

N
ÿ

i“1

δxi|tPr0,T s P PpCpr0, T s,T
dqq,

which is a random measure on paths. The proof techniques in [DG87, BAB90] rely on the Cameron-
Martin-Girsanov theorem to view the law of interacting diffusions as a measure transform of the
laws of non-interacting processes. Using ideas from stochastic optimal control theory, in [BDF12],
LDPs were shown for diffusions with regular drift and diffusion coefficients which depend on the
current empirical distribution of the particles. In [FK06, Section 13.3], a strategy to prove LDPs
for interacting diffusions using Hamilton-Jacobi theory was introduced.

As opposed to measure transform methods, LDPs have also been shown for regular interactions
using the contraction principle [CDFM20]. This uses the construction of a continuous map from the
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process level empirical measure of the noise to the process level empirical measure of the process,
and can also handle non-martingale noise.

Much of the study of LDPs for interacting diffusions with singular interactions has been in
the context of random matrix theory. Dyson Brownian motion is a solution to (1.1) on R with
logarithmic repulsion and N dependent temperature σ “ pβNq´1 for some inverse temperature β.
A large deviation upper bound at speed N2 and inverse temperature β “ 1 was shown in [DG01].
Furthermore, a partial lower bound was given. This was expanded to a complete lower bound for
β “ 1 or 2 in [GZ02, GZ04]. Recently, in [GH21], LDPs were shown for Dyson Bessel processes,
and the range of β for which the LDP holds for Dyson Brownian motion was extended to β ě 1.
In all of these papers the fact that the space is one dimensional is central to the proof techniques.

There are few results for more general singular interactions. The measure transformation tech-
nique used for regular interactions in [BAB90] has been successfully extended to interactions which
are less singular than logarithmic potentials [HHMT20]. In [Fon04], using the ideas from [DG01]
together with a uniqueness result for perturbed Mckean-Vlasov solutions, an LDP upper bound
and a partial lower bound were shown in one dimension with s “ 0. Recently, an LDP for (1.1)
with conservative dynamics was shown on the two dimensional torus with s “ 0 [CG22]. Up to
now, no LDP-type results for Riesz interactions in dimensions greater than 2 or s ą 0 have been
shown.

1.3 Spaces and energy functions
subseq:notation

Before introducing the main results, we define some of the relevant spaces, norms, and energies.

1.3.1. Wasserstein-2 distance and absolutely continuous curves. We endow PpTdq with the
Wasserstein-2 distance

dpµ, νq2 “ sup
πPΠpµ,νq

ż

|x´ y|2 dπpx, yq,

where |x´ y| is the canonical distance on Td and Πpµ, νq is the set of all couplings of µ and ν. As
the torus is compact, the Wasserstein-2 distance induces the same topology as weak convergence.

ACT :“ ACpr0, T s,PpTdqq then denotes the space of absolutely continuous curves from r0, T s to
PpTdq [AGS08]. Notably, µ P ACT if and only if there exists a vector field v P L2pr0, T s, L2pµtqq so
that µ is a weak solution to

Btµ` div pvµq “ 0.

We then say that Btµ
t “ ´div pvtµtq. Given a probability measure µ, the function

}T }2´1,µ :“ sup
φPC8pTdq

#

2xT, φy ´

ż

Td
|∇φ|2dµ

+

, T P C8pTdq1,

defines a norm on the subspace of distributions tT P C8pTdq1 : }T }´1,µ ă 8u. This notation is
justified by the fact that }T }´1,µ ă 8, then T “ div pvµq for some v in the closure of t∇φ : φ P
C8pTdqu with respect to the L2pµq norm and

}T }2´1,µ “ }div pvµq}2´1,µ “

ż

|v|2 dµ.
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1.3.2. Fractional Sobolev spaces and energy functions. For α P R, we define the semi-norm

}f}29HαpTdq :“
ÿ

kPZd:k‰0

|k|2α| pfpkq|2

on distributions. This is a norm on the space of zero mean distributions with finite semi-norm,
which we denote 9Hα

0 pTdq. More generally, |∇| denotes the operator p´∆q1{2 with Fourier multiplier
2π|k|.

For s P r0, dq, of particular relevance is the 9H
s´d

2 pTdq semi-norm. By taking the Fourier trans-
form it holds that

Epµq :“

ĳ

pTdq2

gpx´ yq dµpxq dµpyq “ cd,s}µ}
2

9H
s´d

2 pTdq
. (1.6) eq:sobolevequivalence

For convenience we set

C T :“ Cpr0, T s, 9H
s´d

2
0 pTdqq.

If s P r0, d ´ 2q, then since p´∆qg is a constant multiple of the Riesz kernel corresponding to
parameter s` 2, it also holds that

p´∆qEpµq :“

ĳ

pTdq2

p´∆qgpx´ yq dµpxq dµpyq “ cd,s}µ}
2

9H1` s´d
2 pTdq

.

Given µ P Cpr0, T s,PpTdqq we define the energy

QT pµq :“ sup
tPr0,T s

"

Epµtq ` 2σ

ż t

0
p´∆qEpµτ q dτ `

ż t

0
}div pµτ∇g ˚ µτ q}2´1,µτ dτ

*

. (1.7) eq:energy-definition

It is not clear the last term in the supremum is well defined, but if Epµq ă 8, then µ∇g ˚µ can be
made sense of as a distribution (see Proposition 2.2). If div pµt∇g ˚ µtq is not well-defined for any
t P r0, T s, we let QT pµq “ `8. This is similar to the function introduced in [CG22], and will play
a similar role in the proof of the LDP.

1.4 Main results

Our main theorem states that if the initial conditions of (1.1) converge strongly to some regular
probability measure µ, then an LDP upper bound and a partial lower bound hold.

thm:LDP Theorem 1.1. Let d ě 3 and s P r0, d ´ 2q. Suppose pµN qNě1 are the empirical paths associated
to solutions to (1.1) with initial conditions satisfying

lim
NÑ8

FN px
0
N , µ0q “ 0 (1.8) cond:initial-convergence

for some µ0 P PpTdq X L8pTdq. Then I : Cpr0, T s,PpTdqq Ñ r0,8s defined by

Ipµq :“

$

&

%

1
4σ

ˆ

şT
0 }Btµ

t ´ σ∆µt ´ div pµt∇g ˚ µtq}2
´1,µt dt_

`

QT pµq ´ Epµ0q
˘

˙

µ P ACT , µ0 “ µ0

`8 o.w.

is a good rate function with the following properties.
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1. For all closed Γ Ă Cpr0, T s,PpTdqq

lim sup
NÑ8

1

N
logPpµN P Γq ď ´ inf

µPΓ
Ipµq. (1.9) eq:LDP-upper-bound

2. For all open O Ă Cpr0, T s,PpTdqq

lim inf
NÑ8

1

N
logPpµN P Oq ě ´ inf

µPOXA
Ipµq, (1.10) eq:LDP-lower-bound

where

A :“

"

µ P Cpr0, T s,PpTdqq :

ż T

0
}|∇|

1
2
` s´d

2 µt}3
L

6d
3d´s´1 pTdq

dt ă 8

*

.

In particular, when s “ 0, tIpµq ă 8u Ă A , thus pµN qNě1 satisfy a large deviation principle.

Remark 1.2. When µ P A XACT it holds that

QT pµq ´ Epµ0q ď

ż T

0
}Btµ

t ´ σ∆µt ´ div pµt∇g ˚ µtq}2´1,µt dt,

thus

Ipµq “
1

4σ

ż T

0
}Btµ

t ´ σ∆µt ´ div pµt∇g ˚ µtq}2´1,µt dt.

As a consequence, since tI ă 8u Ă A when s “ 0, the LDP holds with the good rate function

rIpµq :“

#

1
4σ

şT
0 }Btµ

t ´ σ∆µt ´ div pµt∇g ˚ µtq}2
´1,µt dt µ P ACT , QT pµq ă 8, and µ0 “ µ0

`8 o.w.

The upper and lower bounds in Theorem 1.1 also hold with I replaced with rI for s ą 0, but rI
is not clearly lower semi-continuous. In particular, there could exist a sequence of measures µk
converging to µ so that QT pµq “ 8 but

lim sup
kÑ8

ż T

0
}Btµ

t
k ´ σ∆µtk ´ div pµτk∇g ˚ µtkq}

2
´1,µ dt ă 8.

It is for this reason we’ve included QT pµq in our definition of I.

As a secondary theorem, we show that local large deviation principle estimates hold for the
distance given by the modulated energy.

thm:local-LDP Theorem 1.3. Under the conditions of Theorem 1.1, if µ P L8pr0, T s, L8pTdqq, then

lim
εÑ0

lim inf
NÑ8

1

N
logP

ˆ

sup
tPr0,T s

FN px
t
N , µ

tq ă ε

˙

“ lim
εÑ0

lim sup
NÑ8

1

N
logP

ˆ

sup
tPr0,T s

FN px
t
N , µ

tq ă ε

˙

“ ´

´

Ipµq1pµ´1qPC T `8 ¨ 1pµ´1qRC T

¯

.

Remark 1.4. Theorem 1.3 is not a consequence of Theorem 1.1 since the convergence of µN Ñ µ in
Cpr0, T s,PpTdqq does not imply that suptPr0,T s FN px

t
N , µ

tq Ñ 0. In particular, the equality involving
the lim inf is stronger than the LDP lower bound.
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1.5 Overview of proof

It is natural to attempt to adapt the proof of large deviation principles for process level empirical
measures given in [BAB90]. Letting PN and WN respectively denote the law of the process level
empirical measure of xN and the noise pw1, ¨ ¨ ¨ , wN q, one can use the Girsanov theorem to compute
the Radon-Nikodym derivative

dPN
dWN

pµq “ exppNF pµqq,

for some function F . If F was continuous with respect to the weak topology on PpCpr0, T s,Tdqq,
then since WN satisfy a LDP by Sanov’s theorem, we could conclude an LDP holds by Laplace’s
method [DZ10, Theorem 4.3.1].

The problem is that as g is singular, the resulting function F is not continuous. In particular,
it has a problematic term of the form

ż T

0

ż

|∇g ˚ µt|2 dµt dt,

which is difficult to analyze.
For this reason we will instead use hydrodynamic techniques as first introduced in [KOV89].

The main advantage of this strategy is that we only have to show continuity of the function

µÑ

ż T

0

ż

∇φt ¨∇g ˚ µt dµt dt “
1

2

ż T

0

ĳ

p∇φtpxq ´∇φtpyqq ¨∇gpx´ yq dµtpxqdµtpyq dt (1.11) eq:slope-term

for a fixed smooth function φ. Although it is still challenging to show this function has the desired
behaviour, tools have already been developed in the study of mean-field limits for Riesz flows which
will be helpful.

Hydrodynamic techniques are also the basis of the previous LDP results for s “ 0 [DG01, GZ02,
Fon04, GZ04, GH21, CG22]. In these papers, as the potential is only taken to be logarithmic, (1.11)
is much easier to define and analyze.

To explain the exact technical difficulties which arise, below we sketch a proof for an LDP upper
bound when g is smooth using the hydrodynamic argument. We then explain how this argument
needs to be modified when g is singular, and summarize the proof of our lower bounds. Similar to
as in [CG22], we will introduce an auxiliary functional which is vital to the proof. Throughout we
ignore the role of the initial conditions as they only add some small technical difficulties.

subseq:smooth-upper-bound

1.5.1. Upper bound for smooth potentials. For the purpose of this subsection g is assumed to be
smooth and even.

The starting point to show an LDP upper bound for the empirical trajectories µN is noting that
their evolution is described by a differential equation. For µ P Cpr0, T s,PpTdqq, φ P C8pr0, T sˆTdq
and 0 ď s ď t ď T let

Ls,tpµ, φq :“ xµt, φty ´ xµs, φsy ´

ż t

s
xµτ , Btφ

τ y ` xσ∆µτ ` div pµτ∇g ˚ µτ q, φτ y dτ.

Then Ls,tpµ, φq “ 0 for all s, t and φ if and only if µ is a weak solution to the McKean-Vlasov
equation (1.3).

By applying Itô’s formula to xµτN , φ
τ y we find that

Ls,tpµN , φq “

?
2σ

N

N
ÿ

i“1

ż t

s
∇φτ pxτi q ¨ dwτi , (1.12) eq:overview-ito
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where we’ve written

1

N

N
ÿ

i“1

∇φτ pxτi q ¨
ˆ

1

N

ÿ

1ďjďN ;j‰i

∇gpxτi ´ x
τ
j q

˙

“

ż

∇φτ ¨ p∇g ˚ µτN q dµ
τ
N “ ´xdiv pµτN∇g ˚ µτN q, φ

τ y.

The point is that µN is almost a weak solution to the limiting equation (1.3) except for the random
term

M t :“

?
2σ

N

N
ÿ

i“1

ż t

s
∇φτ pxτi q ¨ dwτi .

M t is a bounded continuous martingale with respect to the filtration generated by the noise for
fixed s, and has quadratic variation

xM ty “
2σ

N

ż t

s

ż

|∇φτ |2 dµτN dτ.

This implies that exppNM t ´ N2

2 xM
tyq is also a martingale, so has expectation 1. Setting

Ss,tpµ, φq :“ Ls,tpµ, φq ´ σ

ż t

s

ż

|∇φτ |2 dµτ dτ,

then since

Ss,tpµN , φq “M t ´
N

2
xM ty,

Chebyshev’s inequality gives us the bound

1

N
logP

`

µN P Bεpµq
˘

ď ´ inf
µNPBεpµq

Ss,tpµN , φq,

for any µ P Cpr0, T s,PpTdqq and any s, t and smooth φ. Since g is smooth, it is easy to show that
if µk Ñ µ in Cpr0, T s,PpTdqq, then

lim
kÑ8

ż t

s
xdiv pµτk∇g ˚ µτkq, φ

τ y dτ “

ż t

s
xdiv pµτ∇g ˚ µτ q, φτ y dτ. (1.13) eq:overview-slope-continuity

As a consequence, if µk Ñ µ, then limkÑ8 S
s,tpµk, φq “ Ss,tpµ, φq. This implies that

lim
εÑ0

lim sup
NÑ8

1

N
logP

`

µN P Bεpµq
˘

ď ´ lim
εÑ0

lim inf
NÑ8

inf
µNPBεpµq

Ss,tpµN , φq

ď ´Ss,tpµ, φq.

After optimizing over s, t and φ this gives us the bound

lim
εÑ0

lim sup
NÑ8

1

N
logP

`

µN P Bεpµq
˘

ď ´ sup
φ,s,t

Ss,tpµ, φq,

thus supφ,s,t S
s,tpµ, φq is a candidate for our rate function. The law of µN can be shown to be

exponentially tight (see [DG87]), thus this local upper bound implies a complete LDP upper bound.
Using that Ls,tpµ, φq is a linear function in φ while

şt
s

ş

|∇φτ |2 dµτ dτ is quadratic, it is not
difficult to show using the Riesz representation theorem that if

sup
φ,s,t

Ss,tpµ, φq ă 8,
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then there must exist some b in the closure of t∇φ : φ P C8pr0, T s ˆ Tdqu under the
L2pr0, T s, L2pµtqq norm so that for all smooth φ

Ls,tpµ, φq “

ż t

s

ż

∇φτ ¨ bτ dµτ dτ.

This says that µ is a weak solution to

Btµ´ σ∆µ´ div pp∇g ˚ µqµq “ ´div pbµq, (1.14) eq:overview-mve+b

and also implies that

sup
φ,s,t

Ss,tpµ, φq “
1

4σ

ż T

0

ż

|bτ |2 dµτ dτ.

The fact µ solves (1.14) and both b and ∇g ˚ µ are in L2pr0, T s, L2pµtqq imply that µ P ACT , and
we can further write

1

4σ

ż T

0

ż

|bτ |2 dµτ dτ “
1

4σ

ż T

0
}Btµ

τ ´ σ∆µτ ´ div pµτ∇g ˚ µτ q}2´1,µτ dτ.

Using the convention that the right-hand side below is infinite if µ R ACT , in total we’ve found that
for any closed Γ Ă Cpr0, T s,PpTdqq

lim sup
NÑ8

1

N
logPpµN P Γq ď ´ inf

µPΓ

1

4σ

ż T

0
}Btµ

τ ´ σ∆µτ ´ div pµτ∇g ˚ µτ q}2´1,µτ dτ,

which is the correct LDP upper bound [DG87].
There are several places where the above proof sketch needs to be modified when g is a Riesz

potential:

• The distribution µ∇g ˚ µ is not defined for arbitrary probability measures, so Ss,tpµ, φq does
not make sense for all measure trajectories.

• When Ss,tpµ, φq is well defined, its continuity with respect to the Cpr0, T s,PpTdqq topology
is nonobvious.

1.5.2. Energy bounds. By using an energy equality the SDEs (1.1) almost solve, we will reduce
the class of measure trajectories for which we need to establish a local LDP upper bound by using
hydrodynamic techniques. This is vital as the admissible class has enough regularity for us to define
Ss,tpµ, φq.

If µ is a smooth solution to (1.3), then by taking the time derivative of Epµtq it is easy to
compute that for all t

Epµ0q “ Epµtq ` 2σ

ż t

0
p´∆qEpµτ q dτ ` 2

ż t

0

ż

|∇g ˚ µτ |2 dµτ dτ.

As xN is almost a solution to (1.3) we expect something similar. Formally taking the Itô derivative
of HN px

t
N q, we find

HN px
0
N q `M

t “ HN px
t
N q ` 2σ

ż t

0
p´∆qHN px

τ
N qq dτ ` 2

ż t

0
DN px

τ
N q dτ,

9



where

p´∆qHN pxN q :“
1

N2

ÿ

1ďi‰jďN

p´∆qgpxi ´ xjq, DN pxN q :“
1

N

N
ÿ

i“1

ˇ

ˇ

ˇ

ˇ

1

N

ÿ

1ďjďN ;j‰i

∇gpxi ´ xjq

ˇ

ˇ

ˇ

ˇ

2

,

and

M t :“
2
?

2σ

N

N
ÿ

i“1

ż t

0

ˆ

1

N

ÿ

1ďjďN ;j‰i

∇gpxτi ´ x
τ
j q

˙

¨ dwτi .

Using that M t is a martingale with quadratic variation xM ty “ 8σ
N

şt
0DN px

τ
N q dτ , it should hold

that

P
`

QTN pxN q ą L
˘

ď e´
N
4σ

`

L´HN px
0
N q

˘

,

where

QTN pxN q :“ sup
tPr0,T s

"

HN px
t
N q ` 2σ

ż t

0
p´∆qHN px

τ
N q dτ `

ż t

0
DN px

τ
N q dτ

*

, xN P Cpr0, T s, pTdqN q.

As g is singular, to make this argument rigorous we need to truncate g and use stopping times.
In fact, we show the strong (and weak) existence and uniqueness of solutions to (1.1) as a conse-
quence of the bounds on QTN pxN q. The truncation argument proceeds similarly to as the arguments
in [AGZ09, Lemma 4.33] or [RS23]. For the argument to proceed, it is important that both s ă d´2
so that p´∆qg is bounded below, and that the dynamics are dissipative as otherwise the DN px

t
N q

term disappears.
The control of QTN pxN q allows us to show that

lim sup
NÑ8

1

N
logP

´

QTN pxN q ą L
¯

ď ´
1

4σ

´

L´ Epµ0q

¯

, (1.15) eq:overview-energy-control

and in particular that

lim
εÑ0

lim sup
NÑ8

1

N
logP

`

µN P Bεpµq
˘

ď ´
1

4σ

´

QT pµq ´ Epµ0q

¯

. (1.16) eq:overview-QˆT-bound

As a consequence, to show the LDP upper bound we only have to use the hydrodynamic argument
for measure trajectories such that QT pµq ă 8. We can also use the bounds on the probabil-
ity that QTN is large to show that the empirical trajectories of (1.1) are exponentially tight in
Cpr0, T s,PpTdqq.

The proof of existence of (1.1), the bounds on QTN pxN q, and the exponential tightness of µN
can be found in Section 3.

1.5.3. Definition of Ss,tpµ, φq. To define Ss,tpµ, φq when QT pµq ă 8 we only need to define ν∇g˚ν
distributionally when Epνq ă 8.

If µ P C8pTdq, then for any smooth vector field φ it holds that

ż

φ ¨∇g ˚ µdµ “
1

2

ĳ

pφpxq ´ φpyqq ¨∇gpx´ yqµpxqµpyq

“
1

2

ĳ

pφpxq ´ φpyqq ¨∇gpx´ yqpµ´ 1qpxqpµ´ 1qpyq `

ż

φpxq ¨∇gpx´ yqµpyq.

10



The second term in the second equality is well-defined for any measure. To define the first term
when Epµq ă 8, we use the following commutator estimate, which holds for any smooth mean zero
functions f, g and Lipschitz vector field φ :
ˇ

ˇ

ˇ

ˇ

ˇ

ĳ

pφpxq ´ φpyqq ¨∇gpx´ yqfpxqgpyqdxdy

ˇ

ˇ

ˇ

ˇ

ˇ

Àd,s

˜

}∇φ}L8 ` }|∇|
d´s

2 φ}
L

2d
d´s´2

¸

}f}
9H
s´d

2
}g}

9H
s´d

2
.

(1.17) eq:overview-commutator

This allows us to extend the bilinear form on left hand side of (1.17) to 9H
s´d

2
0 pTdq, and thus gives

us a way to define µ∇g ˚ µ distributionally. It also gives us the quantitative bound
ˇ

ˇxµ∇g ˚ µ´ ν∇g ˚ ν, φy
ˇ

ˇ ď Cφ}µ´ ν} 9H
s´d

2
p}µ}2

9H
s´d

2
` }ν}2

9H
s´d

2
` 1q1{2. (1.18) eq:overview-commutator-bound

Accordingly, we can define Ss,tpµ, φq whenever Epµτ q is uniformly bounded in time. The proof of
the above bounds are given at the beginning of Section 2.

1.5.4. Continuity of Ss,tpµ, φq. We still need to show that if µN is a sequence of empirical trajecto-

ries which converge to µ in Cpr0, T s,PpTdqq, then Ss,tpµN , φq converges to Ss,tpµ, φq. Due to (1.15)
we actually only have to show that

lim
NÑ8

ż t

s

1

N

N
ÿ

i“1

∇φτ pxτi q ¨
ˆ

1

N

ÿ

1ďjďN ;j‰i

∇gpxτi ´ x
τ
j q

˙

dτ “ ´

ż t

s
xdiv pµτ∇g ˚ µτ q, φτ y dτ, (1.19) eq:overview-grad-convergence

when µN Ñ µ and QTN pxN q are uniformly bounded.
As a heuristic, first we’ll sketch a proof that for fixed smooth φ the function

µ ÞÑ

ż t

s
xµτ∇g ˚ µτ , φτ y dτ (1.20) eq:overview-regular-grad-convergence

is continuous on the sublevel sets of QT . Suppose QT pµq ă 8 and µk are a sequence of measure
trajectories so that QT pµkq are uniformly bounded over k and µk Ñ µ in Cpr0, T s,PpTdqq. The
bound (1.17) and Hölder’s inequality imply that

ˇ

ˇ

ˇ

ˇ

ż t

s
xµτk∇g ˚ µτk ´ µ

τ∇g ˚ µτ , φτ y dτ

ˇ

ˇ

ˇ

ˇ

ď Cφ

ż t

s
}µτk ´ µ

τ }
9H
s´d

2
p}µτk}

2

9H
s´d

2
` }µτ }2

9H
s´d

2
` 1q1{2 dτ

ď Cφ

ˆ

sup
τPr0,T s

}µτk}
2

9H
s´d

2
` sup
τPr0,T s

}µτ }2
9H
s´d

2
` 1

˙1{2 ż t

s
}µτk ´ µ

τ }
9H
s´d

2
dτ

ď Cφ,d,s

ˆ

QT pµkq `Q
T pµq ` 1

˙1{2 ż t

s
}µτk ´ µ

τ }
9H
s´d

2
dτ.

Thus to show the continuity of (1.20) it suffices to show that

lim
kÑ8

ż t

s
}µτk ´ µ

τ }2
9H
s´d

2
dτ “ 0.

This then follows by interpolating between the convergence of µk to µ in Cpr0, T s,PpTdqq, and the
uniform bounds on

ż T

0
}µτk}

2

9H1` s´d
2
dτ and

ż T

0
}µτ }2

9H1` s´d
2
dτ,
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where we note that s´d
2 ă 1` s´d

2 .
To adapt this proof when µN are empirical trajectories and QTN pxN q ď L we use the modulated

energy. In particular, we show an analogous bound to (1.17), namely that for any xN P pTdqN and
µ P PpTdq X L8pTdq

ˇ

ˇ

ˇ

ˇ

1

N

N
ÿ

i“1

φpxiq ¨

ˆ

1

N

ÿ

1ďjďN ;j‰i

∇gpxi ´ xjq

˙

´ xµ∇g ˚ µ, φy

ˇ

ˇ

ˇ

ˇ

ď Cφ

´

FN pxN , µq ` C}µ}L8N
´β

¯1{2´

HN pxN q ` }µ}
2

9H
s´d

2
` C

¯1{2
(1.21) eq:overview-renormalized-commutator-bound

where C, β ą 0 depend on d and s. This follows by a renormalization argument as pioneered
in [Ser20], and is similar to the commutator estimate (1.5).

The rest of the proof proceeds similarly to the proof of the continuity of (1.20), but now we
interpolate between the weak convergence of µN to µ and the uniform bounds on

ż T

0
p´∆qHN px

t
N q dt

to show that

lim
NÑ8

ż T

0
FN px

t
N , µ

tq dt “ 0

when µ P L8pr0, T s, L8pTdqq. When µ is a more general measure trajectory, we adapt the argument
by mollifying µ appropriately.

The complete proof of the continuity of Ss,tpµ, φq on sublevel sets of QT and the conver-
gence (1.19) along with the necessary preliminary bounds are in Section 2.

1.5.5. Completing the upper bound. Using (1.16) and (1.19) we can adapt the argument sketch in
Subsection 1.5.1 to find that

lim
εÑ0

lim sup
NÑ8

1

N
logP

`

µN P Bεpµq
˘

ď ´

ˆ

sup
φ,s,t

Ss,tpµ, φq _
1

4σ

`

QT pµq ´ Epµ0q
˘

˙

.

We can use the same argument as in the smooth case to show that if both QT pµq and
supφ,s,t S

s,tpµ, φq are finite, then µ must be a weak solution to (4.2). To prove the equality

sup
φ,s,t

Ss,tpµ, φq “
1

4σ

ż T

0
}Btµ

t ´ σ∆µt ´ div pµt∇g ˚ µtq}2´1,µt dt,

we still need that µ P ACT . It is here we use the last term in the definition of QT pµq since if

ż T

0
}div pµt∇g ˚ µtq}2´1,µt dt ă 8,

then there must exist some E P L2pr0, T s, L2pµtqq so that div pµt∇g ˚µtq “ div pEtµtq distribution-
ally for almost every t.

The complete arguments are all given in Section 4, where the lower semi-continuity of the rate
function is also proved.
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1.5.6. Proof of lower bound. We use the same general strategy for proving lower large deviation
bounds as used in the previous papers on LDPs for Riesz flows. This proceeds in three steps:

1. First we show that if µ is a weak solution to

Btµ´ σ∆µ´ div pµ∇g ˚ µq “ ´div pbµq

and µ and b are sufficiently regular, then the empirical trajectories corresponding to the SDE

$

&

%

dxti “ ´
1
N

ř

1ďjďN :j‰i

∇gpxti ´ x
t
jqdt` b

tpxtiqdt`
?

2σdwti ,

xti|t“0 “ x0
i ,

i P t1, ¨ ¨ ¨ , Nu (1.22) eq:SDE+b

almost surely converge to µ. This says that (1.22) satisfy a pathwise mean-field limit.

2. We use this to show that if µ satisfies the regularity conditions of the mean-field limit, then
for all ε ą 0

lim inf
NÑ8

1

N
logP

`

µN P Bεpµq
˘

ě ´

ż T

0

ż

|bt|2 dµt dt.

This uses that (1.22) is equal in law to solutions of (1.1) under the tilting

dP
dPb

:“ exp

˜

1
?

2σ

N
ÿ

i“1

ż T

0
btpxtiq ¨ dw

t
i ´

1

4σ

N
ÿ

i“1

ż T

0
|btpxtiq|

2dt

¸

by the Girsanov theorem.

3. Finally, if µ P A and Ipµq ă 8, we show that there exists a sequence of measures µk with
drifts bk satisfying the regularity conditions for the mean-field limit so that

lim sup
kÑ8

ż T

0

ż

|btk|
2 dµtk dt ď Ipµq,

and µk Ñ µ in Cpr0, T s,PpTdqq. This allows us to conclude that

lim inf
NÑ8

1

N
logP

`

µN P Bεpµq
˘

ě ´Ipµq.

With this rough plan, our proof does diverge from the previous papers in several ways.

1.5.7. Mean-field limit. We use a modulated energy argument to show a quantitative mean-
field limit as opposed to a soft argument which uses the uniqueness of solutions to (4.2). If
µ P L8pr0, T s, L8pTdqq is a solution to (4.2) with drift satisfying

ż T

0
}∇bt}2L8pTdq ` }|∇|

d´s
2 bt}2

L
2d

d´2´s pTdq
dt ă 8,

and xN are the solutions to (4.2), then we prove that if limNÑ8 FN px
0
N , µ

0q “ 0, then

lim
NÑ8

sup
tPr0,T s

FN px
t
N , µ

tq “ 0

almost surely. It is here where we use the strong convergence of the initial conditions.
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The proof of the mean-field limit is very similar to that of the main result in [RS23]. The
argument follows by applying Itô’s formula to FN px

t
N , µ

tq, and then using the commutator esti-
mate (1.5), Grönwall’s inequality, and Doob’s martingale inequality. The restriction that s ă d´ 2
again arises to make sense of an Itô correction term of the form

ż t

0

ĳ

p´∆qgpx´ yq d
`

µτN ´ µ
τ
˘b2
px, yq dτ.

We need to be careful when applying Itô’s formula to FN px
t
N , µ

tq and use a truncation and stopping
time argument similar to as in the proof of the existence of (1.1). The argument is given in Section 5.

1.5.8. Lower LDP bounds for regular trajectories. As it is useful for Theorem 1.1, we actually show
that

lim inf
NÑ8

1

N
logP

ˆ

sup
tPr0,T s

FN px
t
N , µ

tq ă ε

˙

ě ´
1

4σ

ż T

0

ż

|bt|2 dµt dt.

Since the modulated energy controls weak convergence this also implies the LDP lower bound for
balls in Cpr0, T s,PpTdqq. The proof of this is given in Section 6.

1.5.9. Approximating sequences. We use space mollifications to approximate measure trajectories
µ P A with Ipµq ă 8. Letting µε “ Φε ˚ µ, where Φt is the fundamental solution of the heat
equation, it is immediate that µε P L

8pr0, T s, L8pTdqq and µε Ñ µ in Cpr0, T s,PpTdqq. Since µ
solves (4.2) for some drift b, it is easy to verify that µε is a weak solution to

Btµε ´ σ∆µε ´ div pµε∇g ˚ µεq “ ´div pbεµεq

for the drift

bε “
pbµqε
µε

`
pµ∇g ˚ µqε

µε
´∇g ˚ µε.

It is here where we use that our domain is the torus as it implies that µε is uniformly bounded
below. This allows us to show that µε and bε satisfy the conditions of the mean-field limit.

To show that µε are well behaved with respect to the rate function, we want to show

lim sup
εÑ8

ż T

0

ż

|btε|
2 dµtε dt ď

ż T

0

ż

|bt|2 dµt dt ď Ipµq.

Lemma 8.1.10 in [AGS08] implies that

1

4σ

ż T

0

ż

ˇ

ˇ

ˇ

ˇ

pbτµτ qε
µτε

ˇ

ˇ

ˇ

ˇ

2

dµτε dτ ď
1

4σ

ż T

0

ż

|bτ |2 dµτ dτ,

thus we only need to show that

lim
εÑ0

ż T

0

ż

ˇ

ˇ

ˇ

ˇ

pµτ∇g ˚ µτ qε
µτε

´∇g ˚ µτε

ˇ

ˇ

ˇ

ˇ

2

dµτε dτ “ 0.

Our class A is exactly the largest class where we know this holds. When s “ 0, by interpolating

between 9H´
d
2 pTdqq and 9H1´ d

2 pTdq, we can show that tQT pµq ă 8u Ă A , but the numerology does
not work when s ą 0.

The construction of the approximating sequences and the proof of the lower bound for µ P A
are also in Section 6.
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1.5.10. Proof of Theorem 1.3. The upper inequality in Theorem 1.3 is an immediate consequence
of the upper bound of Theorem 1.1, and is given as a proposition in Section 4. The lower bound
is essentially a consequence of the fact that the lower LDP bounds around regular trajectories are
shown with respect to the modulated energy. The full proof is at the very end of Section 6.

1.6 Notation

We will use the following notation and conventions throughout the rest of the paper.

• DpTdq denotes the space of test functions C8pTdq.

• For a set of parameters Θ, A ÀΘ B means that there exists a constant CΘ ą 0 depending on
these parameters so that A ď CΘB. We say A «Θ B if A ÀΘ B and B ÀΘ A.

• Throughout we allow the constant β in N´β to change line to line as is common with the
multiplicative constant C. β is always allowed to depend on d and s.

• For two vector valued function f and g we abuse notation by letting

f ˚ gpxq “

ż

fpx´ yq ¨ gpyqdy.

• Given a distribution T , Tε denotes T ˚ Φε where Φ is the heat kernel satisfying
#

BtΦ´ σ∆Φ “ 0,

Φ|t“0 “ δ0.

• Unless ambiguous, we drop the domain Td in spaces and norms.
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1.8 Layout of paper

Let us briefly comment on the organization of the rest of the article.
In Section 2 we show that µ∇g˚µ has a well-behaved distributional definition. We then prove a

number of inequalities involving the modulated free energy before completing the proof of (1.19). In
Section 3 we show that the SDE (1.1) is well-posed, prove the exponential bounds on the probability
QTN pxN q is large, and argue that µN are exponentially tight. In Section 4 the results of the previous
two sections are used to prove the upper bound of Theorem 1.1 and one half of the statement of
Theorem 1.3. The goodness of the rate function is also proved in this section. In Section 5 the
systems (1.22) are shown to satisfy a mean-field limit when the drift and limiting solution are
sufficiently regular. In Section 6 the result of the previous section is used to prove the lower bound
of Theorem 1.1 and complete the proof of Theorem 1.3.
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2. Modulated energy, renormalization, and functional inequalities
sec:modulated-energy-etc

The primary goals of this section are to:

1. Define µ∇g ˚ µ when Epµq ă 8.

2. Show that if xN are a sequence of trajectories so that µN Ñ µ and QTN pxN q is uniformly
bounded, then for any φ P C8pr0, T s ˆ Tdq

lim
NÑ8

ż T

0

1

N

N
ÿ

i“1

∇φtpxtiq ¨
ˆ

1

N

ÿ

1ďjďN
j‰i

∇gpxti ´ x
t
jq

˙

dt “ ´

ż T

0
xµt∇g ˚ µt, φty dt.

The first point is shown in Subsection 2.1. In Subsection 2.2 the modulated energy FN pxN , µq
is shown to be asymptotically equivalent to the s´d

2 -Sobolev distance between a regularization of
the empirical measure of xN and µ. This is used in Subsection 2.3 to prove the commutator-like
inequality (1.21). Finally, in Subsection 2.4, using the propositions from the previous subsections,
the second point is proved.

2.1 The commutator estimate
subseq:com-first

As discussed in the overview of the proof, to define µ∇g ˚ µ first we will show that we can extend
ĳ

pφpxq ´ φpyqq ¨∇gpx´ yqfpxqgpyq dxdy

to arbitrary f, g P 9H
s´d

2
0 . For notational convenience, for a vector field φ we set

Kφpx´ yq :“ pφpxq ´ φpyqq ¨∇gpx´ yq.

The following proposition is analogous to Proposition 3.1 in [NRS22] in the periodic setting.
As we only consider potentials which are exact solutions to (1.2), we give a simpler proof which
essentially follows by repeated integration by parts.

prop:commutator-estimate Proposition 2.1. For any f, g P DpTdq with zero mean and Lipschitz vector field φ
ˇ

ˇ

ˇ

ˇ

ˇ

ĳ

Kφpx, yqfpxqgpyqdxdy

ˇ

ˇ

ˇ

ˇ

ˇ

Àd,s

˜

}∇φ}L8 ` }|∇|
d´s

2 φ}
L

2d
d´s´2

¸

}f}
9H
s´d

2
}g}

9H
s´d

2
. (2.1) eq:commutator

Consequently, the integral in the left-hand side of (2.1) extends to a bounded bilinear form on

9H
s´d

2
0 pTdq satisfying the bound (2.1).

Proof. By approximation we may assume that φ is smooth. We then set

F “ g ˚ f and G “ g ˚ g,

so that
}F }

9H
d´s

2 pTdq
“ cd,s}f} 9H

s´d
2

and }G}
9H
d´s

2 pTdq
“ cd,s}g} 9H

s´d
2
,

where cd,s depends on d and s. Using that g solves (1.2) we can then write
ĳ

Kφpx, yqfpxqgpyqdxdy “ cd,s

ż

φ ¨
`

∇F p´∆q
d´s

2 G`∇Gp´∆q
d´s

2 F
˘

.
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Letting d´s
2 “ α it thus suffices for us to prove that for all 0 ă α ď d

2 and any smooth zero mean
F and G that

ż

φ ¨
`

∇F p´∆qαG`∇Gp´∆qαF
˘

Àd,α

´

}|∇|αφ}
L

2d
2pα´1q

1αą1 ` }∇φ}L8
¯

}F } 9Hα}G} 9Hα . (2.2) eq:commutator-equivalence

We will prove this inductively in the integer part of α, namely m P N so that α “ m` β for some
0 ă β ď 1.

We will frequently use the Caffarelli-Silvestre extension on the torus [RS16]. For 0 ă β ď 1 let

k “ 1 when β ă 1 and k “ 0 when β “ 1. Then for all H P D there exists an extension ĂH on
Td ˆ Rk so that

p´∆qβHδTdˆt0u “ ´div zp|y|
1´2β∇z

ĂHq.

Above z “ px, yq P Td ˆRk and δTd denotes the restriction to Td viewed as a subspace of Td ˆRk.
For convenience we will set γ :“ 1´ 2β.

The base case m=0: Abusing notation so that φ denotes both φpxq and φpx, yq “ pφpxq, 0q, by
integrating by parts we find that

ż

Td
φ ¨

`

∇F p´∆qβG`∇Gp´∆qβF
˘

“ ´

ż

TdˆRk
φ ¨

`

∇z
rFdiv zp|y|

γ∇z
rGq `∇z

rGdiv zp|y|
γ∇z

rF q
˘

“

ż

TdˆRk
∇φ :

´

∇z
rF b∇z

rG`∇z
rGb∇z

rF ´ Id∇z
rF ¨∇z

rG
¯

|y|γ .

Applying Cauchy-Schwarz thus gives that

ˇ

ˇ

ˇ

ż

Td
φ ¨

`

∇F p´∆qβG`∇Gp´∆qβF
˘

ˇ

ˇ

ˇ
Àd }∇φ}L8

ˆ
ż

TdˆRk
|∇z

rF |2|y|γ
˙1{2ˆż

TdˆRk
|∇z

rG|2|y|γ
˙1{2

“ }∇φ}L8}F } 9Hβ}G} 9Hβ .

This is exactly (2.2).

Induction step: Suppose that the bound (2.2) holds for m. Then integrating by parts we find
that

ż

Td
φ ¨

´

∇F p´∆qm`1`βG`∇Gp´∆qm`1`βF
¯

“

d
ÿ

i“1

ż

Td
φi

´

BiF p´∆qm`1`βG` BiGp´∆qm`1`βF
¯

“

d
ÿ

i“1

ż

Td
∇pφiBiF q ¨∇p´∆qm`βG`∇pφiBiGq ¨∇p´∆qm`βF

“

d
ÿ

j“1

ż

Td
φ ¨∇pBjF qp´∆qm`βBjG` φ ¨∇pBjGq ¨ p´∆qm`βBjF

`

d
ÿ

i,j“1

ż

Td
BjφiBiF p´∆qm`βBjG` BjφiBiGp´∆qm`βBjF.
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We can bound the first term in the last line above using the inductive hypothesis and then the
Sobolev inequality to find that

ˇ

ˇ

ˇ

ˇ

ˇ

ż

Td
φ ¨∇pBjF qp´∆qm`βBjG` φ ¨∇pBjGqp´∆qm`βBjF

ˇ

ˇ

ˇ

ˇ

ˇ

Àd,α

´

}|∇|m`βφ}
L

2d
2pm`βq´2

1mą1 ` }∇φ}L8
¯

}BjF } 9Hm`β}BjG} 9Hm`β

Àd,α

´

}|∇|m`1`βφ}
L

2d
2pm`1`βq´2

1mą1 ` }∇φ}L8
¯

}F } 9Hm`1`β}G} 9Hm`1`β .

To bound the remaining terms we integrate by parts again to find that

ż

Td
BjφBiFBjp´∆qm`βG “

ż

Td
∇mpBjφiBjF q ¨ p´∆qβ∇mBjG

“ ´

ż

Td
Č∇mpBjφiBjfq ¨ div zp|y|

γ∇z
Č∇mBjGq

“

ż

TdˆRk
∇z

Č∇mpBjφiBjF q ¨∇z
Č∇mBjG|y|

γ .

Then by applying Cauchy-Schwarz we find that

ˇ

ˇ

ˇ

ż

Rd`k
∇z

Č∇mpBjφiBjF q ¨∇z
Č∇mBjG|y|

γ
ˇ

ˇ

ˇ

ď

ˆ
ż

TdˆRk
|∇z

Č∇mpBjφiBjF q|
2|y|γ

˙1{2ˆż

TdˆRk
|∇z

Č∇mBjG|
2|y|γ

˙1{2

“ }∇mpBjφiBjF q} 9Hβ}∇mBjG} 9Hβ

Àd,α }∇mpBjφiBjF q} 9Hβ}G} 9Hm`1`β .

The fractional Leibniz rule [Gra14, Theorem 7.6.1]2 then implies that

}∇mpBjφiBjF q} 9Hβ Àd,α }|∇|m`1`βφ}
L

2d
2pm`1`βq´2

}BjF }
L

2d
d´2pm`βq

` }∇φ}L8}F } 9Hm`1`β ,

and Sobolev’s inequality gives that

}BjF }
L

2d
d´2pm`βq

Àd,α }F } 9Hm`1`β .

Together these imply that

ˇ

ˇ

ˇ

ˇ

ż

Td
BjφBiFBjp´∆qm`βG

ˇ

ˇ

ˇ

ˇ

Àd,α

´

}|∇|m`1`βφ}
L

2d
2pm`1`βq´2

` }∇φ}L8
¯

}F } 9Hm`1`β}G} 9Hm`1`β .

A symmetric argument gives the bound

ˇ

ˇ

ˇ

ˇ

ż

BjφiBiG ¨ p´∆qm`βBjF

ˇ

ˇ

ˇ

ˇ

Àd,α

´

}|∇|m`1`βφ}
L

2d
2pm`1`βq´2

` }∇φ}L8
¯

}F } 9Hm`1`β}G} 9Hm`1`β ,

and we have completed the induction.

2The estimates are stated for Rd, but they carry over to mean zero functions on Td as well.
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Since probability measures are not zero mean, we need to modify Proposition 2.1 accordingly
to define

ĳ

pTdq2

Kφpx, yqdµpxqdµpyq,

for all µ so that Epµq ă 8.

cor:commutatorbreak Corollary 2.2. Let µ, ν P PpTdq XDpTdq and φ be a Lipschitz vector field. Then

ˇ

ˇ

ˇ

ˇ

ĳ

Kφpx, yqdpµ
b2 ´ νb2qpx, yq

ˇ

ˇ

ˇ

ˇ

Àd,s Cφ}µ´ ν} 9H
s´d

2 pTdq

´

1` }µ}2
9H
s´d

2 pTdq
` }ν}2

9H
s´d

2 pTdq

¯
1
2
, (2.3) eq:commutatoruu2

where Cφ “ }∇φ}L8 ` }|∇|
d´s

2 φ}
L

2d
d´2´s

. Consequently,

ĳ

Kφpx, yq dµpxqdµpyq

can be extended to an operator on tµ P PpTdq : Epµq ă 8u which satisfies the bound

ˇ

ˇ

ˇ

ˇ

ˇ

ż

pTdq2
Kφpx, yqdµpxqdµpyq

ˇ

ˇ

ˇ

ˇ

ˇ

Àd,s Cφ}µ} 9H
s´d

2

´

}µ}2
9H
s´d

2
` 1

¯1{2
. (2.4) eq:commutatoruu1

Proof. To show (2.3) we use that g is zero mean to write

ĳ

pTdq2

Kφpx, yqdpµ
b2 ´ νb2qpx, yq

“

ĳ

pTdq2

Kφpx, yqdpµ´ νqpxqdpµ` νqpyq

“

ĳ

pTdq2

Kφpx, yqdpµ´ νqpxqdpµ` ν ´ 2qpyq ` 2

ĳ

pTdq2

Kφpx, yqdpµ´ νqpxqdy

“

ĳ

pTdq2

Kφpx, yqdpµ´ νqpxqdpµ` ν ´ 2qpyq ` 2

ĳ

pTdq2

p∇g ˚ φqdpµ´ νq.

Proposition 2.1 with the triangle inequality imply that

ˇ

ˇ

ˇ

ˇ

ˇ

ĳ

pTdq2

Kφpx, yqdpµ´ νqpxqdpµ` ν ´ 2qpyq

ˇ

ˇ

ˇ

ˇ

ˇ

Àd,s Cφ}µ´ ν} 9H
s´d

2

´

}µ}2
9H
s´d

2
` }ν}2

9H
s´d

2

¯1{2
. (2.5) align:commutatorcommutator

Using Fourier multipliers we can bound the last term by

ˇ

ˇ

ˇ

ˇ

ˇ

ĳ

pTdq2

p∇g ˚ φqdpµ´ νq

ˇ

ˇ

ˇ

ˇ

ˇ

À }φ ˚∇g}
9H
d´s

2
}µ´ ν}

9H
s´d

2
À }φ}

9H
s´pd´2q

2
}µ´ ν}

9H
s´d

2
.

In fact }φ}
9H
s´pd´2q

2 pTdq
À }∇φ}L8 since s ă d´ 2, which completes the inequality.
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Throughout the rest of the paper we will also use µ∇g ˚ µ to denote the distribution

xµ∇g ˚ µ, φy “
1

2

ĳ

pTdq2

Kφpx, yqdµpxqdµpyq

when Epµq ă 8. We note that if µ is sufficiently regular (for example in L8pTdq), then the distri-
butional definition of µ∇g ˚ µ agrees with the pointwise definition.

The inequality (2.3) also allows us to show that Ss,tpµ, φq as defined in the introduction is a
continuous function on the sublevel sets of QT and that QT is lower semi-continuous.

prop:Aubin-Lions Proposition 2.3. Suppose that µk P Cpr0, T s,PpTdqq and µ P Cpr0, T s,PpTdqq are such that

QT pµkq is uniformly bounded,

µk Ñ µ in Cpr0, T s,PpTdqq.

Then
lim inf
kÑ8

QT pµkq ě QT pµq, (2.6) eq:QˆT-lsc

and for any smooth vector field φ

lim
kÑ8

ż T

0
xµtk∇g ˚ µtk, φ

ty dt “

ż T

0
xµt∇g ˚ µt, φty dt. (2.7) eq:grad-convergence-smooth

Proof. Since µtk Ñ µt for all t and gpx´ yq and p´∆qgpx´ yq are lower semi-continuous functions
on pTdq2,

lim inf
kÑ8

Epµtkq ě Epµtq,

and
lim inf
kÑ8

p´∆qEpµtkq ě p´∆qEpµtq.

Fatou’s lemma then implies that

lim inf
kÑ8

ż t

0
p´∆qEpµτkq dτ ě

ż t

0
p´∆qEpµτ q dτ,

thus

lim inf
kÑ8

Epµtkq ` 2σ

ż t

0
p´∆qEpµτkq dτ ě Epµtq ` 2σ

ż t

0
p´∆qEpµτ q dτ. (2.8) eq:one-half-lsc

If

lim inf
kÑ8

ż t

0
}div pµτk∇g ˚ µτkq}

2
´1,µτk

dτ ě

ż t

0
}div pµτ∇g ˚ µτ q}2´1,µτ dτ

we have shown that indeed QT is lower semi-continuous. As we will need (2.7) to establish this, we
move on to the proof of the functional convergence.

The bound (2.8) implies that the right-hand side of (2.7) is well defined. To show (2.7) we first
use (2.3) to bound

ˇ

ˇ

ˇ

ˇ

ż T

0
xµtk∇g˚µtk´µ

t∇g˚µt, φty dt

ˇ

ˇ

ˇ

ˇ

Àd,s,φ

ż T

0
}µtk´µ

t}
9H
s´d

2 pTdq

´

1`}µtk}
2

9H
s´d

2 pTdq
`}µt}2

9H
s´d

2 pTdq

¯
1
2
dt.
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Hölder’s inequality then implies that

ż T

0
}µtk ´ µ

t}
9H
s´d

2 pTdq

´

1` }µtk}
2

9H
s´d

2 pTdq
` }µt}2

9H
s´d

2 pTdq

¯
1
2
dt

ď T 1{2

ˆ
ż T

0
}µtk ´ µ

t}2
9H
s´d

2 pTdq
dt

˙1{2
´

1` sup
tPr0,T s

}µtk}
2

9H
s´d

2 pTdq
` sup
tPr0,T s

}µt}2
9H
s´d

2 pTdq

¯1{2

À T 1{2L

ˆ
ż T

0
}µtk ´ µ

t}2
9H
s´d

2 pTdq
dt

˙1{2

where L comes from the uniform bounds on QT pµkq. It thus suffices to show that

lim
kÑ8

ż T

0
}µtk ´ µ

t}2
9H
s´d

2
dt “ 0, (2.9) eq:Lˆ2-H-convergence

to conclude that (2.7) holds.
We will interpolate between the convergence of µk to µ in Cpr0, T s,PpTdqq and the bounds

given by QT pµkq. Let α ą d´s
2 so that 9Hα

0 compactly embeds into C1
0 . Then for any two measures

µ, ν P P and φ P 9Hα
0

ż

φdpµ´ νq ď }φ}C1
0
dpµ, νq ď Cα}φ} 9Hαdpµ, νq

where we’ve used that the Wasserstein-2 distance controls the Wasserstein-1 distance. As a conse-
quence, }µ ´ ν} 9H´α ď Cαdpµ, νq, thus the convergence of µk to µ in Cpr0, T s,PpTdqq implies that

pµk ´ µq converges to 0 in Cpr0, T s, 9H´α0 pTdqq.
We can interpolate between 9H´α and 9H1` s´d

2 to find that for all δ there exists a constant
Cδ [CF88] so that

}µ}
9H
s´d

2
ď Cδ}µ} 9H´α ` δ}µ} 9H1` s´d

2
.

This implies that

ż T

0
}µtk ´ µ

t}2
9H
s´d

2
dt À Cδ

ż T

0
}µtk ´ µ

t}29H´α
dt` δ

ż T

0
}µtk}

2

9H1` s´d
2
` }µt}2

9H1` s´d
2
dt

À Cδ

ż T

0
}µtk ´ µ

t}29H´α
dt` δTL,

where L is again some constant depending on the uniform bound on QT pµkq. Taking k Ñ 8 and
then δ Ñ 0 implies that (2.9) holds.

We can now complete the proof of the lower semi-continuity of QT . We note that if }T }´1,µ ď 8,
then for all φ P D

|xT, φy| ď }T }´1,µ}∇φ}L2pµq.

Thus, for any φ P C8pr0, ts ˆ Tdq the Cauchy-Schwarz inequality implies that

ż t

0
xµτk∇g ˚ µτk,∇φτ y dτ ď

ˆ
ż t

0
}div pµτk∇g ˚ µτkq}

2
´1,µτk

dτ

˙1{2ˆż t

0

ż

|∇φτ |2 dµτk dτ
˙1{2

.

Taking k Ñ8 and using the convergence of µk to µ and (2.7), this implies that

ż t

0
xµτ∇g ˚ µτ ,∇φτ y dτ ď lim inf

kÑ8

ˆ
ż t

0
}div pµτk∇g ˚ µτkq}

2
´1,µτk

dτ

˙1{2ˆż t

0

ż

|∇φτ |2 dµτ dτ
˙1{2

.
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We can then use the Riesz representation theorem to find that there exists some

E P t∇φ : φ P Cpr0, ts ˆ Tdqu
L2pr0,ts,L2pµτ qq

so that for all φ P Cpr0, ts,Tdq
ż t

0
xdiv pµτdivµτ q, φτ y dτ “

ż t

0

ż

E ¨∇φτ dµτ dτ,

and
ż t

0

ż

|Eτ |2 dµτ dτ ď lim inf
kÑ8

ż t

0
}div pµτk∇g ˚ µτkq}

2
´1,µτk

dτ.

This immediately implies that for almost every τ

div pµτ∇g ˚ µτ q “ div pEτµτ q

in distribution and Eτ P t∇φ : φ P DuL
2pµτ q

. We conclude using the equivalence

}div pµτ∇g ˚ µτ q}2´1,µ “

ż

|Eτ |2 dµτ ,

and integrating over τ .

cor:S-continuity Corollary 2.4. For all φ P C8pr0, T s ˆ Tdq and 0 ď s ď t ď T

Ss,tpµ, φq :“ xµt, φty´xµs, φsy´

ż t

s
xµτ , Btφ

τ y`xσ∆µτ`div pµτ∇g˚µτ q, φτ y dτ´σ

ż t

s

ż

|∇φτ |2 dµτ dt

is a continuous function on sublevel sets of QT .

Proof. This is an immediate consequence of Proposition 2.3 since all other terms of Ss,tpµ, φq are
immediately continuous in the Cpr0, T s,PpTdqq topology besides

ż t

s
xdiv pµτ∇g ˚ µτ q, φτ y dτ.

2.2 Modulated energy inequalities.
subseq:modulated-energy

To adapt the proof of Proposition 2.3 for empirical trajectories we need an analogous bound to (2.3)
between

xµN∇g ˚ µN , φy :“
1

N

N
ÿ

i“1

φpxiq ¨

ˆ

1

N

ÿ

1ďjďN ;i‰j

∇gpxi ´ xjq

˙

for a point configuration xN , and xµ∇g ˚ µ, φy for some measure µ with Epµq ă 8. We thus need

an analogous distance between µN and µ to the 9H
s´d

2 norm. This is exactly the role the modulated
energy

FN pxN , µq :“

ĳ

pTdq2z∆

gpx´ yq d

ˆ

1

N

N
ÿ

i“1

δxi ´ µ

˙b2

px, yq,
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plays. In particular, we’ll show that there exists C, β ą 0 depending on d and s so that

FN pxN , µq ` C}µ}L8N
´β «d,s

›

›

›

›

1

N

N
ÿ

i“1

δpriqxi ´ µ

›

›

›

›

2

9H
s´d

2

` }µ}L8N
´β, (2.10) eq:mod-energy-equivalence

for any configuration xN P pTdqN and µ P L8pTdq where

ri :“ min

#

1

4
min

1ďjďN
j‰i

|xi ´ xj |, N
´ 1
d ,

r0
4

+

, (2.11) eq:mol

and δ
pηq
x is a “smearing” of δx onto the sphere of radius η centered at x. By comparing quanti-

ties involving the empirical measure and the smeared measure directly, we will then be able to
recover analogous bounds to Corollary 2.2. This equivalence will also be important for adapting
the interpolation argument in Proposition 2.3 for empirical trajectories.

To prove this equivalence, we need some more properties of the periodic Riesz kernels. Letting

gEpxq :“ |x|´s1są0 ´ log |x|1s“0,

it is shown in [HSSS17] that for all s P r0, dq g is smooth away from 0 and

gpxq ´ gEpxq P C
8pBp0, 1

4qq. (2.12) eq:periodic-correction

This implies that

|∇bkg| Àd,s
1

|x|s`k
` | log |x||1s“k“0 for all k ě 0 and x P Tdzt0u. (2.13) eq:derivatives

As limxÑ0 gEpxq “ 8, it also implies that there exists a constant r0 ď
1
4 so that

1

2
gEpxq ď gpxq ď 2gEpxq in Bp0, r0q. (2.14) eq:riesz-approximations

When s ă d ´ 2, since p´∆qg is also a periodic Riesz potential (now corresponding to parameter
s` 2) we can use (2.12) to further restrict r0 so that

∆g ď 0 in Bp0, r0q. (2.15) eq:subharmonicitiy

This allows us to control the difference between g and g ˚ δ
pηq
0 .

prop:mollification-bounds Proposition 2.5. Let δ
pηq
x denote the uniform probability measure on the sphere BBp0, ηq and

gηpxq :“

ż

Td
gpx´ yq dδ

pηq
0 pyq.

Then for all 0 ď α ă η and x P Bp0, r0 ´ ηqzt0u

gηpxq ď gαpxq, (2.16) eq:monotonicity1

where we let g0 “ g. Additionally, for all |x| ą 2η ą 2α ě 0

|gαpxq ´ gηpxq| Àd,s
η2

|x|´ps`2q
. (2.17) eq:monotonicity2
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Proof. The inequality (2.16) is immediately implied by the subharmonicity of g (2.15) and the
identity

d

dr
´

ż

BBpx,rq
fdHd´1 “

cd
rd´1

ż

Bpx,rq
∆fdy, (2.18) eq:leibniz

where Hd´1 is the d´1 Hausdorff measure. The inequality (2.17) is implied by (2.13) and (2.18).

Remark 2.6. If ϕ is a radially symmetric mollifier supported in Bp0, 1
2q and ϕηpxq “ η´dϕpxη q, by

using spherical coordinates it is easy to verify that identical estimates as in Proposition 2.5 hold
for ϕη ˚ g in place of gη. We could thus alternatively take

dδpηqx :“ ϕηpy ´ xqdy

and all the proofs follow almost identically.

Now that we have some understanding of how mollifying g affects its behaviour, we will restate
Proposition 2.1 in [NRS22] in the context of the torus. This shows that the modulated energy is
“monotone under mollification.” That is, modulo some error terms which vanish as N Ñ8

›

›

›

›

1

N

N
ÿ

i“1

δpηiqxi ´ µ

›

›

›

›

2

9H
s´d

2

Àd,s FN pxN , µq `
1

N2

N
ÿ

i“1

gηip0q.

This is important for establishing one of the directions in the assymptotic equivalence (2.10).

prop:original-modulated-energy-monotonicity Proposition 2.7. There exists a constant C depending only on d and s such that for every choice
of xN P pTdqN pairwise distinct, µ P PpTdq X L8pTdq, and 0 ă ηi ă

r0
4 ,

1

N2

ÿ

1ďi‰jďN
|xi´xj |ď

r0
2

pgpxi ´ xjq ´ gηipxi ´ xjqq ` C
´1

›

›

›

›

1

N

N
ÿ

i“1

δpηiqxi ´ µ

›

›

›

›

2

9H
s´d

2

ď FN pxN , µq `
1

N2

N
ÿ

i“1

gηip0q `
C

N
}µ}L8

N
ÿ

i“1

`

ηd´si ` ηdi p| log |ηi||q1s“0 ` η
2
i

˘

. (2.19) eq:modulated-energy-monotonicity

Proof. The proof follows essentially verbatim as in [NRS22] using (2.16), (2.17), and (1.6).

Remark 2.8. Applying (2.19) with ηi “ N´
1
d immediately implies that

´N´β}µ}L8 Àd,s FN pxN , µq (2.20) eq:positivity

for some β ą 0. This shows that the modulated energy is asymptotically positive.

The first term on the left-hand side of the inequality above allows us to control the diagonal
interactions

1

N2

N
ÿ

i“1

grip0q.

by the modulated energy. This gives us one direction of the equivalence (2.10).

cor:criticalbounding Corollary 2.9. There exist constants C, β ą 0 depending on d and s so that for all xN P pTdqN
and µ P PpTdq X L8pTdq

›

›

›

›

1

N

N
ÿ

i“1

δpriqxi ´ µ

›

›

›

›

2

9H
s´d

2

Àd,s FN pxN , µq ` C}µ}L8N
´β. (2.21) eq:citicalbounding
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Proof. Proposition 2.7 with ηi “ ri gives the inequality

›

›

›

›

1

N

N
ÿ

i“1

δpriqxi ´ µ

›

›

›

›

2

9H
s´d

2

Àd,s FN pxN , µq `
1

N2

N
ÿ

i“1

grip0q ` C}µ}L8N
´β,

where we’ve used that ri ď N´
1
d . To conclude all we need to show is that

1

N2

N
ÿ

i“1

grip0q Àd,s FN pxN , µq ` C}µ}L8N
´β. (2.22) eq:diagonalbound

Abusing notation so that gE is a function on R as well as Td, (2.14) and the definition of ri
imply that if ri ď N´

1
d ^ r0

4 and xji is the closest other point to xi in xN , then

grip0q Àd,s gEpriq À gEpxi ´ xjiq À gpxi ´ xjiq.

On the other hand, by a scaling argument, (2.14) implies that gN´1{dpxq Àd,s gEpN
´ 1
d q for all

x P Td. We thus find that

1

N2

N
ÿ

i“1

grip0q Àd,s
1

N2

N
ÿ

i“1

gpxi ´ xjiq ´ gN´1{dpxi ´ xjiq `N
´β

Àd,s
1

N2

ÿ

1ďi‰jďN
|xi´xj |ď

r0
2

pgpxi ´ xjq ´ gηipxi ´ xjqq `N
´β.

The first term in the last line above is bounded using Proposition 2.7 again, but this time with
ηi “ N´1{d which gives that

1

N2

ÿ

1ďi‰jďN
|xi´xj |ď

r0
2

pgpxi ´ xjq ´ gηipxi ´ xjqq Àd,s FN pxN , µq ` C}µ}L8N
´β, (2.23)

where we’ve used that }µ}L8 ě 1 since µ is a probability measure and |Td| “ 1. The statement is
thus proved.

rem:weakcontrol Remark 2.10. Corollary 2.9 shows that the modulated energy controls weak convergence. For
any Lipschitz φ, xN P pTdqN and µ P PpTdq X L8pTdq

ż

Rd
φd

´ 1

N

N
ÿ

i“1

δxi ´ µ
¯

“

ż

Td
φd

´ 1

N

N
ÿ

i“1

δpriqxi ´ µ
¯

`

ż

Td
φd

´ 1

N

N
ÿ

i“1

δxi ´
1

N

N
ÿ

i“1

δpriqxi

¯

ď }φ}
9H
d´s

2

›

›

›

1

N

N
ÿ

i“1

δpriqxi ´ µ
›

›

›

9H
s´d

2
`N´1{d}∇φ}L8

Àd,s

´

}∇φ}L8pTdq ` }φ} 9H
d´s

2 pTdq

¯

˜

FN pxN , µq ` C}µ}L8N
´β

¸1{2

,

where the first inequality follows by duality and the second follows by (2.9). In particular, if
limNÑ8 FN pxN , µq “ 0, then limNÑ8 µN “ µ in PpTdq.
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To prove the other direction of the asymptotic equivalence (2.10), we need a mild generalization
of Proposition 2.7.

prop:monotonicity Proposition 2.11. Letting

gη,αpxq :“

ĳ

pTdq2

gpx´ y ´ zq dδ
pηq
0 pyq dδ

pαq
0 pzq,

there exists a constant C depending only on d and s such that for every choice of xN P pTdqN
pairwise distinct, µ P PpTdq X L8pTdq, and 0 ă αi ă ηi ă

r0
4

1

N2

ÿ

1ďi‰jďN
|xi´xj |ď

r0
2

pgαi,αj pxi ´ xjq ´ gηi,αj pxi ´ xjqq ` C
´1

›

›

›

›

1

N

N
ÿ

i“1

δpηiqxi ´ µ

›

›

›

›

2

9H
s´d

2

ď C´1

›

›

›

›

›

1

N

N
ÿ

i“1

δpαiqxi ´ µ

›

›

›

›

›

2

9H
s´d

2

`
1

N2

N
ÿ

i“1

gηip0q `
C

N
}µ}L8

N
ÿ

i“1

`

ηd´si ` ηdi p| log |ηi||q1s“0 ` η
2
i

˘

.

(2.24) eq:monotonicity

Proof. This follows exactly as Proposition 2.1 in [NRS22] except the difference between

ĳ

pTdq2

gpx´ yq d

ˆ

1

N

N
ÿ

i“1

δpαiqxi ´ µ

˙b2

px, yq and

ĳ

pTdq2

gpx´ yq d

ˆ

1

N

N
ÿ

i“1

δpηiqxi ´ µ

˙b2

px, yq

is taken as opposed to

ĳ

pTdq2z∆

gpx´ yq d

ˆ

1

N

N
ÿ

i“1

δxi ´ µ

˙b2

px, yq and

ĳ

pTdq2

gpx´ yq d

ˆ

1

N

N
ÿ

i“1

δpηiqxi ´ µ

˙b2

px, yq.

Similar to how we used Proposition 2.7 to show the modulated energy controls 1
N2

řN
i“1 grip0q,

we will use Proposition 2.11 to show that

›

›

›

›

1

N

N
ÿ

i“1

δpriqxi ´ µ

›

›

›

›

2

9H
s´d

2

controls the micro-scale interactions between the particles in a configuration xN .

prop:microscales Corollary 2.12. There exist constants C, β ą 0 depending on d and s such that for all xN P pTdqN
pairwise distinct, µ P PpTdq X L8pTdq and ε ă C´1

1

N2

ÿ

1ďi‰jďN
|xi´xj |ďε

gpxi ´ xjq Àd,s

›

›

›

›

1

N

N
ÿ

i“1

δpriqxi ´ µ

›

›

›

›

2

9H
s´d

2 pTdq
`
ε´s ` 1s“0| log ε|

N
` }µ}L8ε

β. (2.25) eq:smeareddiagbound
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Proof. First, we note that if |xi ´ xj | ď
r0
4 , then

gri,rj pxi ´ xjq Ád,s gEp|xi ´ xj | ` ri ` rjq Ád,s gEp|xi ´ xj |q.

This means there exists some constant c so that

gri,rj pxi ´ xjq ě c´1gEp|xi ´ xj |q.

For arbitrary η ď r0
2 we have that gri,ηpxi´xjq Àd,s gEpηq. In particular, by setting η to be a large

constant times ε (when s ą 0) or a large root of ε (when s “ 0q we can make it so that for all
|xi ´ xj | ď ε

gri,ηpxi ´ xjq ď
c´1

2
gEpεq ď

c´1

2
gEp|xi ´ xj |q,

as long as ε is sufficiently small. We thus find that for all |xi ´ xj | ď ε

gri,rj pxi ´ xjq ´ gri,ηpxi ´ xjq ě
c´1

2
gEp|xi ´ xj |q Ád,s gpxi ´ xjq.

Using Proposition 2.11 with the η given above we have

1

N2

ÿ

1ďi‰jďN
|xi´xj |ďε

gpxi ´ xjq ď
1

N2

ÿ

1ďi‰jďN
|xi´xj |ď

r0
4

gri,rj pxi ´ xjq ´ gri,ηpxi ´ xjq

ď

›

›

›

›

1

N

N
ÿ

i“1

δpriqxi ´ µ

›

›

›

›

2

9H
s´d

2

`
gηp0q

N
` }µ}L8

`

ηd´s ` ηdp| log |η||q1s“0 ` η
2
˘

.

Since η is either a large multiple or large root of ε we have

gηp0q

N
` }µ}L8

`

ηd´s ` ηdp| log |η||q1s“0 ` η
2
˘

Àd,s
ε´s ` | log ε|

N
` }µ}L8pTdqε

β

for some β depending on d and s. This completes the claim.

We now prove the opposite inequality as in Proposition 2.9 holds.

prop.renormalized-modulated-energy-bound Proposition 2.13. There exists a constant β ą 0 depending on d and s such that for any xN P

pTdqN and µ P PpTdq X L8pTdq

FN pxN , µq Àd,s

›

›

›

›

1

N

N
ÿ

i“1

δpriqxi ´ µ

›

›

›

›

2

9H
s´d

2 pTdq
` }µ}L8N

´β.

Proof. We begin by expanding

ĳ

pTdq2z∆

gpx´ yq d
´ 1

N

N
ÿ

i“1

δxi ´ µ
¯b2

px, yq

“

ĳ

gpx´ yq d
´ 1

N

N
ÿ

i“1

δpriqxi ´ µ
¯b2

px, yq ´
2

N

N
ÿ

i“1

ż

`

gpx´ xiq ´ gripx´ xiq
˘

dµpxq

`
1

N2

ÿ

1ďi‰jďN

ż

`

gpx´ xiq ´ gripx´ xiq
˘

dpδxj ` δ
prjq
xj qpxq ´

1

N2

N
ÿ

i“1

gri,rip0q,

27



namely

FN pxN , µq ď

ĳ

gpx´ yq d
´ 1

N

N
ÿ

i“1

δpriqxi ´ µ
¯b2

px, yq ´
2

N

N
ÿ

i“1

ż

`

gpx´ xiq ´ gripx´ xiq
˘

dµpxq

`
1

N2

ÿ

1ďi‰jďN

ż

`

gpx´ xiq ´ gripx´ xiq
˘

dpδxj ` δ
prjq
xj qpxq. (2.26) align:smearsplit

We note that
ˇ

ˇ

ˇ

ˇ

ˇ

ż

pgpx´ xiq ´ gripx´ xiqqdµpxq

ˇ

ˇ

ˇ

ˇ

ˇ

ď

ż

Bpxi,2riq
|gpx´ xiq ´ gripx´ xiqq|dµpxq `

ż

Bpxi,2riqc
|gpx´ xiq ´ gripx´ xiqq|dµpxq

Àd,s }µ}L8

˜

ż

Bp0,2riq
gpxqdx` r2i

ż

Bp0,2riqc

1

|x|s`2
dx

¸

Àd,s }µ}L8
`

rd´si ` prdi | log η|q1s“0 ` r2i
˘

, (2.27)

thus since ri ď N´
1
d , we can bound

ˇ

ˇ

ˇ

2

N

N
ÿ

i“1

ż

pgpx´ xiq ´ gripx´ xiqq dµpxq
ˇ

ˇ

ˇ
Àd,s }µ}L8N

´β.

To bound the last term on the right-hand side of (2.26) we split near and far pairs of points

1

N2

ÿ

1ďi‰jďN

ż

pgpx´ xiq ´ gripx´ xiqq dpδxj ` δ
prjq
xj qpxq

“
1

N2

ÿ

1ďi‰jďN
|xi´xj |ďε

ż

pgpx´ xiq ´ gripx´ xiqq dpδxj ` δ
prjq
xj qpxq

`
1

N2

ÿ

1ďi‰jďN
|xi´xj |ěε

ż

pgpx´ xiq ´ gripx´ xiqq dpδxj ` δ
prjq
xj qpxq.

If ε ď r0
2 , then (2.16) implies that

1

N2

ÿ

1ďi‰jďN
|xi´xj |ďε

ż

pgpx´ xiq ´ gripx´ xiqqdpδxj ` δ
prjq
xj qpxq Àd,s

1

N2

ÿ

1ďi‰jďN
|xi´xj |ďε

gpxi ´ xjq.

When combined with (2.25) we thus find that for sufficiently small ε

1

N2

ÿ

1ďi‰jďN
|xi´xj |ďε

ż

pgpx´ xiq ´ gripx´ xiqqdpδxj ` δ
prjq
xj qpxq

Àd,s

›

›

›

›

1

N

N
ÿ

i“1

δpriqxi ´ µ

›

›

›

›

2

9H
s´d

2

`
ε´s ` 1s“0| log ε|

N
` }µ}L8ε

β. (2.28) align:nearbounds
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If ε ě 2ri, (2.17) implies that

1

N2

ÿ

1ďi‰jďN
|xi´xj |ěε

ż

pgpx´ xiq ´ gripx´ xiqqdpδxj ` δ
prjq
xj qpxq Àd,s

1

N

N
ÿ

i“1

r2i
εs`2

. (2.29) eq:farbounds

Thus choosing ε ą 2N´
1
d such that the ε dependent terms on the right-hand sides of (2.28) and

(2.29) decay like N´β for some β ą 0 completes the proof (for example ε “ N´
1
d2 ).

2.3 Renormalized commutator estimates.
subseq:commutator

Now that we have shown that FN pxN , µq is a good analogue to the 9H
s´d

2 norm between µN and µ
we will “renormalize” the commutator bounds (2.1) and (2.31). Throughout the rest of this section
we’ll let

µN,~r :“
1

N

N
ÿ

i“1

δpriqxi

for some configuration xN with associated minimal distance vector~r. The general idea of the proofs
are to write

µN ´ µ “ pµN ´ µN,~rq ` pµN,~r ´ µq.

Then pµN ´ µN,~rq should be small since ri are small, while pµN,~r ´ µq is in 9H
s´d

2
0 , so we can use the

estimates from Subsection 2.3.
The following proposition is the renormalized analogue to (2.2).

prop.renormalized-commutator-estimate Proposition 2.14. There exists a constant C, β ą 0 such that for any xN P pTdqN and µ P

PpTdq X L8pTdq and Lipschitz vector field φ

ĳ

pTdq2z∆

Kφpx, yqdpµ
b2
N ´ µb2qpx, yq

Àd,s Cφ

´

FN pxN , µq ` C}µ}L8N
´β

¯
1
2
´

C `HN pxN q ` }µ}
2

9H
s´d

2 pTdq

¯
1
2
,

where Cφ “ }∇φ}L8 ` }|∇|
d´s

2 φ}
L

2d
d´2´s

.

Proof. First we add and subtract by smeared point masses to break the left-hand side of (2.38)
into two terms

ĳ

pTdq2z∆

Kφpx, yqdpµ
b2
N ´ µb2qpx, yq “

1

N2

ÿ

1ďi,jďN

ĳ

pTdq2z∆

Kφpx, yqdpδxi ` δ
priq
xi q b pδxj ´ δ

prjq
xj qpx, yq

`

ĳ

pTdq2

Kφpx, yqdpµ
b2
N,~r ´ µ

b2qpx, yq.
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Using Corollary 2.2 and then Corollary 2.9 we have the bounds
ˇ

ˇ

ˇ

ˇ

ĳ

pTdq2

Kφpx, yqdpµ
b2
N,~r ´ µ

b2qpx, yq

ˇ

ˇ

ˇ

ˇ

Àd,s Cφ}µN,~r ´ µ} 9H
s´d

2
p}µN,~r}

2

9H
s´d

2
` }µ}2

9H
s´d

2
` 1q1{2

Àd,s Cφ

´

FN pxN , µq ` C}µ}L8N
´β

¯
1
2
´

HN pxN q ` }µ}
2

9H
s´d

2 pTdq
` C

¯
1
2

(2.30) eq:renorm-commutator-1

where we’ve used that }µN,~r} 9H
s´d

2
“ }µN,~r ´ 1}

9H
s´d

2
and FN pxN , 1q “ HN pxN q.

Next we split

1

N2

ÿ

1ďi,jďN

ĳ

pTdq2z∆

Kφpx, yqdpδxi ` δ
priq
xi q b pδxj ´ δ

prjq
xj qpx, yq

“
1

N2

ÿ

1ďi‰jďN

ĳ

pTdq2z∆

Kφpx, yqdpδxi ` δ
priq
xi q b pδxj ´ δ

prjq
xj qpx, yq

´
1

N2

N
ÿ

i“1

ż

pTdq2
Kφpx, yqdpδ

priq
xi q

b2px, yq. (2.31) align:commutatorsplit

To bound the second term on the right-hand side of (2.31) we note that (2.13) implies that if
|x´ y| ď r0 then

|Kφpx, yq| Àd,s }∇φ}L8gpx´ yq (2.32) eq:commutator-derivative-estimate

thus
ˇ

ˇ

ˇ

ˇ

ˇ

ż

pTdq2
Kφpx, yqdpδ

priq
xi q

b2px, yq

ˇ

ˇ

ˇ

ˇ

ˇ

À }∇φ}L8grip0q.

Together with (2.22) applied with reference measures µ and 1 this implies that
ˇ

ˇ

ˇ

ˇ

1

N2

N
ÿ

i“1

ż

pTdq2
Kφpx, yqdpδ

priq
xi q

b2px, yq

ˇ

ˇ

ˇ

ˇ

Àd,s
1

N2

N
ÿ

i“1

grip0q

“

ˆ

1

N2

N
ÿ

i“1

grip0q

˙1{2ˆ 1

N2

N
ÿ

i“1

grip0q

˙1{2

(2.33) eq:renorm-commutator-2

Àd,s pFN pxN , µq ` C}µ}L8N
´βq1{2pHN pxN q ` Cq

1{2.
(2.34)

To bound the other part of (2.31) we split over near and far pairs
ˇ

ˇ

ˇ

ˇ

ˇ

1

N2

N
ÿ

1ďi‰jďN

ĳ

pTdq2z∆

Kφpx, yqdpδxi ` δ
priq
xi q b pδxj ´ δ

prjq
xj qpx, yq

ˇ

ˇ

ˇ

ˇ

ˇ

ď
1

N2

ÿ

1ďi‰jďN
|xi´xj |ďε

ˇ

ˇ

ˇ

ˇ

ˇ

ĳ

pTdq2z∆

Kφpx, yqdpδxi ` δ
priq
xi q b pδxj ´ δ

prjq
xj qpx, yq

ˇ

ˇ

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˇ

ˇ

1

N2

ÿ

1ďi‰jďN
|xi´xj |ěε

ĳ

pTdq2z∆

Kφpx, yqdpδxi ` δ
priq
xi q b pδxj ´ δ

prjq
xj qpx, yq

ˇ

ˇ

ˇ

ˇ

ˇ

.
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The near pairs can be bounded using (2.32) and (2.16) to find that

1

N2

ÿ

1ďi‰jďN
|xi´xj |ďε

ˇ

ˇ

ˇ

ˇ

ˇ

ĳ

pTdq2z∆

Kφpx, yqdpδxi ` δ
priq
xi q b pδxj ´ δ

prjq
xj qpx, yq

ˇ

ˇ

ˇ

ˇ

ˇ

À
1

N2

ÿ

1ďi‰jďN
|xi´xj |ďε

gpxi ´ xjq. (2.35) eq:commutatornear

If ε is sufficiently small, then (2.25) applied with reference measures µ and 1 implies that

1

N2

ÿ

1ďi‰jďN
|xi´xj |ďε

gpxi ´ xjq Àd,s

´

}µN,~r ´ µ}
2

9H
s´d

2
`
ε´s ` 1s“0| log ε|

N
` }µ}L8ε

β
¯1{2

ˆ

´

}µN,~r}
2

9H
s´d

2
`
ε´s ` 1s“0| log ε|

N
` 1

¯1{2
.

Corollary 2.9 in turn implies that

1

N2

ÿ

1ďi‰jďN
|xi´xj |ďε

gpxi ´ xjq Àd,s

´

FN pxN , µq ` C}µ}L8pTdqpN
´β ` εβq `

ε´s ` 1s“0| log ε|

N

¯1{2

ˆ

´

HN pxN q ` 1`
ε´s ` 1s“0| log ε|

N

¯1{2
. (2.36) eq:renorm-commutator-3

For the far pairs, using symmetry we find that

ÿ

1ďi‰jďN
|xi´xj |ěε

ĳ

pTdq2z∆

Kφpx, yqdpδxi ` δ
priq
xi q b pδxj ´ δ

prjq
xj qpx, yq

“
ÿ

1ďi‰jďN
|xi´xj |ěε

ĳ

pTdq2z∆

pKφpxi, xjq ´Kφpx, yqqdδ
priq
xi pxqδ

prjq
xj pyq.

The bounds (2.13) also imply that

|∇xKφpx, yq| À }∇φ}L8 |x´ y|´ps`1q,

thus we find that
ˇ

ˇ

ˇ

ˇ

ˇ

1

N2

ÿ

1ďi‰jďN
|xi´xj |ěε

ĳ

pTdq2z∆

Kφpx, yqdpδxi ` δ
priq
xi q b pδxj ´ δ

prjq
xj qpx, yq

ˇ

ˇ

ˇ

ˇ

ˇ

À
1

N

N
ÿ

i“1

ri}∇φ}L8ε´ps`1q, (2.37) eq:renorm-commutator-4

by the mean value theorem. Choosing an appropriate ε ą 0 (again ε “ N´
1
d2 works), using that

ri ď N´
1
d and combining (2.30), (2.33), (2.36), and (2.37) concludes the desired bound.

The standard renormalized commutator estimate for the torus follows very similarly. Although
it is not useful for the LDP upper bound, it is for the proof of the mean-field limit in Section 5.

prop:old-commutator-estimate Proposition 2.15. There exists constants C, β ą 0 such that for any xN P pTdqN and µ P PpTdqX
L8pTdq and Lipschitz vector field φ

ˇ

ˇ

ˇ

ˇ

ˇ

ĳ

pTdq2z∆

Kφpx, yqdpµN ´ µq
b2px, yq

ˇ

ˇ

ˇ

ˇ

ˇ

Àd,s Cφ

ˆ

FN pxN , µq ` C}µ}L8N
´β

˙

, (2.38) eq:old-commutator-estimate

where Cφ “ }∇φ}L8 ` }|∇|
d´s

2 φ}
L

2d
d´2´s

.
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Proof. The proof follows exactly as the proof of Proposition 4.1 in [NRS22] with Propositions 2.1
and Proposition 3.1 replaced by Proposition 2.1 and Proposition 2.12 respectively.

2.4 Functional convergence.
subseq:grad-convergence

We have all the prerequisite inequalities to adapt the proof of Proposition 2.3 for empirical tra-
jectories. Besides using Proposition 2.1 instead of (2.3), there is some technical difficulty in
dealing with the fact that we only define FN pxN , νq when ν P L8pTdq. To handle this when
µ R L8pr0, T s, L8pTdqq, we mollify µ in space and use that whenever }µ}L8 appears in the renor-
malized estimates, it is paired with a negative power of N .

There is also some additional technical difficulty in the interpolation argument between the
convergence of µN to µ in Cpr0, T s,PpTdqq and the uniform bounds on QTN pxN q. We want to use
the equivalence (2.10) to say that

ż T

0
p´∆qHN px

t
N q dt` CT }µ}L8N

´β «d,s

ż T

0

›

›

›

1

N

N
ÿ

i“1

δ
priq

xti

›

›

›

2

9H1` s´d
2
dt` T }µ}L8N

´β,

but this only actually holds when s ă d ´ 4 as when s ě d ´ 4 the parameter corresponding to
p´∆qg is greater than or equal to d ´ 2. Instead we use the fact that if s ă d ´ 2, then p´∆qg
is more singular than any Riesz kernel with parameter between s and s ` 2. We can then use the
bound on QTN pxN q to instead control

ż T

0

›

›

›

1

N

N
ÿ

i“1

δ
priq

xti

›

›

›

2

9Hδ` s´d
2
dt

for some δ ą 0. This is sufficient for the interpolation argument.

prop:grad-convergence Proposition 2.16. Suppose that xN P Cpr0, T s, pTdqN q and µ P Cpr0, T s,PpTdqq are such that

tQTN pxN qu is uniformly bounded,

µN Ñ µ in Cpr0, T s,PpTdqq.

Then
lim inf
NÑ8

QTN pxN q ě QT pµq, (2.39) eq:gamma-limit-upper-bound

and for any φ P C8pr0, T s ˆ Tdq

lim
NÑ8

ż T

0

ĳ

pTdq2z∆

K∇φtpx, yq dµ
t
N pxq dµ

t
N pyq dt “

ż T

0

ĳ

pTdq2

K∇φtpx, yq dµ
tpxq dµtpyq dt. (2.40) eq:grad-convergence-renormalized

Proof. As QTN pxN q is uniformly bounded so are

"

sup
tPr0,T s

HN px
t
N q

*

, and

"
ż T

0
p´∆qHN px

t
N q dt

*

.

Truncating g and p´∆gq near zero and using weak convergence, we easily find that

lim inf
NÑ8

HN px
t
N q ě Epµtq
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and
lim inf
NÑ8

p´∆qHN px
t
N q ě p´∆qEpµtq.

Fatou’s lemma then implies that for all t

lim inf
NÑ8

HN px
t
N q ` 2σ

ż t

0
p´∆qHN px

τ
N q dτ ě Epµtq ` 2σ

ż t

0
p´∆qEpµτ q dτ.

In particular, the uniform bounds on QTN pxN q guarantee that for all t

Epµtq ` 2σ

ż t

0
p´∆qEpµτ q dτ ă 8,

thus µt∇g ˚ µt is well defined. We will again need to prove (2.40) before proving that QTN satisfy
the Gamma-limit upper bound (2.39).

We let ηN be a family of mollifiers converging to δ0 so that }ηN}L8 “ opNβq for β from
Proposition 2.13. First we split

ĳ

pTdq2z∆

K∇φtpx, yqdµ
t
N pxqdµ

t
N pyq ´

ĳ

pTdq2

K∇φtpx, yqdµ
tpxqdµtpyq

“

ĳ

pTdq2z∆

K∇φtpx, yqdµ
t
N pxqdµ

t
N pyq ´

ĳ

pTdq2

K∇φtpx, yqdµ
t ˚ ηN pxqdµ

t ˚ ηN pyq (2.41) eq:commutator-split-1

`

ĳ

pTdq2

K∇φtpx, yqdµ
t ˚ ηN pxqdµ

t ˚ ηN pyq ´

ĳ

pTdq2

K∇φtpx, yqdµ
tpxqdµtpyq. (2.42) eq:commutator-split-2

Proposition 2.14 bounds (2.41) by

Cφ

´

FN px
t
N , µ

t ˚ ηN q ` C}ηN}L8N
´β

¯
1
2
´

C `HN px
t
N q ` }µ

t}2
9H
s´d

2 pTdq

¯
1
2
, (2.43) eq:commutator-estimate-1

and Proposition 2.2 bounds (2.42) by

Cφ}µ
t ˚ ηN ´ µ

t}
9H
s´d

2 pTdq

´

1` }µt}2
9H
s´d

2 pTdq

¯
1
2
, (2.44) eq:commutator-estimate-2

where Cφ is some constant that depends on the derivative of φ and we’ve used that

}µt ˚ ηN}L8 ď }ηN}L8 and }µt ˚ ηN}
2

9H
s´d

2 pTdq
ď }µt}2

9H
s´d

2 pTdq
.

Together (2.43) and (2.44) imply that

ˇ

ˇ

ˇ

ˇ

ˇ

ż T

0

ĳ

pTdq2z∆

K∇φtpx, yqdµ
t
N pxqdµ

t
N pyq ´

ĳ

pTdq2

K∇φtpx, yqdµ
tpxqdµtpyq

ˇ

ˇ

ˇ

ˇ

ˇ

(2.45)

ď Cφ

ż T

0

´

1` }µt}2
9H
s´d

2 pTdq

¯
1
2
}µt ˚ ηN ´ µ

t}
9H
s´d

2 pTdq
dt (2.46)

` Cφ

ż T

0

´

C `HN px
t
N q ` }µ

t}2
9H
s´d

2 pTdq

¯
1
2
´

FN px
t
N , µ

t ˚ ηN q ` C}ηN}L8N
´β

¯
1
2
dt. (2.47)
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Since µt ˚ ηN Ñ µt in 9H
s´d

2 for fixed t, and suptPr0,T s }µ
t}

9H
s´d

2
ă 8, the dominated convergence

theorem implies that

lim
NÑ8

ż T

0

´

1` }µt}2
9H
s´d

2 pTdq

¯
1
2
}µt ˚ ηN ´ µ

t}
9H
s´d

2 pTdq
dt “ 0.

Applying Hölder’s inequality we have that

ż T

0

´

C `HN px
t
N q ` }µ

t}2
9H
s´d

2 pTdq

¯
1
2
´

FN px
t
N , µ

t ˚ ηN q ` C}ηN}L8N
´β

¯
1
2
dt

ď T 1{2 sup
tPr0,T s

ˆ

C `HN px
t
N q ` }µ

t}2
9H
s´d

2 pTdq

˙
1
2
ˆ
ż T

0
FN px

t
N , µ

t ˚ ηN q dt` CT }ηN}L8N
´β

˙
1
2

.

Since suptPr0,T sHN px
t
N q are uniformly bounded and

lim
NÑ8

}ηN}L8N
´β “ 0,

to conclude (2.40) it suffices to show that

lim
NÑ8

ż T

0
FN px

t
N , µ

t ˚ ηN q dt “ 0.

Let δ ą 0 so that s ă s` δ ă maxts` 2, d´ 2u. Then letting rg solve

p´∆q
d´s´δ

2
rg “ cd,s,δpδ0 ´ 1q,

as ´∆g is more singular than rg at zero it holds that

rg Àd,s p´∆gqpx´ yq ` C,

for some constant C depending on d and s. Letting

ĂHN pxN q :“
1

N

ÿ

1ďi,jďN ;i‰j

rgpxi ´ xjq,

then Corollary 2.9 with µ “ 1 implies that

}µN,~r}
2

9H
δ`s´d

2
ÀĂHN pxN q ` C Àd,s p´∆qHN pxN q ` C,

where we note that the definition of ~r for s and s ` δ agree when N is sufficiently large. As a
consequence, we have the bound

ż T

0
}µtN,~r}

2

9H
δ`s´d

2
dt Àd,s

ż T

0
p´∆qHN px

t
N q dt` CT.

Since }µt}
9H1` s´d

2
“ cd,sp´∆qEpµtq we also have that

ż T

0
}µt}2

9H
δ`s´d

2
dt Àd,s

ż T

0
}µt}2

9H1` s´d
2
dt` CT ă 8.
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The sequence pµN,~r ´ µ ˚ ηN q is thus uniformly bounded in L2pr0, T s, 9H
δ`s´d

2
0 pTdqq. Since ri are

asymptotically vanishing and ηN converges to the identity, µN,~r and µ ˚ ηN both converge to
µ in Cpr0, T s,PpTdqq. As in Proposition 2.3, this implies that µN,~r ´ µ ˚ ηN converge to 0 in

Cpr0, T s, 9H´α0 pTdqq for some sufficiently large α ą 0. We can then again interpolate between

H
δ`s´d

2 and 9H´α to find that

lim
NÑ8

ż T

0
}µtN,~r ´ ηN ˚ µ

t}2
9H
s´d

2
dt “ 0.

Proposition 2.13 then implies that

ż T

0
FN px

t
N , µ

t ˚ ηN q dt ď

ż T

0
}µtN,~r ´ µ

t ˚ ηN}
2

9H
s´d

2
dt` CT }ηN}L8N

´β,

thus taking the limit in N completes the proof of (2.40).
To complete the proposition, we must only finish showing the upper Gamma-limit bound (2.39).

It suffices to show that for all t

ż t

0
}div pµτ∇g ˚ µτ q}2´1,µτ dτ ď lim inf

NÑ8

ż t

0
DN px

τ
N q dτ.

The Cauchy-Schwarz inequality implies that

1

2

ż t

0

ĳ

pTdq2z∆

K∇φτ px, yq dµ
τ
N pxq dµ

τ
N pyq dτ “

ż t

0

1

N

N
ÿ

i“1

∇φτ pxτi q ¨
ˆ

1

N

ÿ

1ďjďN ;i‰j

∇gpxτi ´ x
τ
j q

˙

dτ

ď

ˆ
ż t

0
DN px

τ
N q dτ

˙1{2ˆż t

0

ż

|∇φτ |2 dµτN dτ
˙1{2

.

The rest of the proof follows identically to the lower semi-continuity of QT in Proposition 2.3 using
the convergence (2.40).

3. Existence, energy control and exponential tightness
sec:energy-control

In this section we show that there are unique strong solutions to the SDE (1.1), that there are
exponential bounds on the probability that QTN pxN q is large, and that the empirical trajectories
corresponding to the solutions of (1.1) are exponentially tight when the initial conditions sat-
isfy (1.8).

We prove the existence of (1.1) and the exponential probability bounds on QT pxN q simultane-
ously. Formally computing the Itô derivative of HN px

t
N q when xtN solves (1.1) we find the identity

HN px
t
N q ` 2σ

ż t

0
p´∆qHN px

τ
N q dτ ` 2

ż t

0
DN px

τ
N q dτ “M t `HN px

0
N q

where M t is a martingale with quadratic variation
?

2σ
N

şt
0DN px

τ
N q dτ. Accordingly, we should be

able to bound the probability that

HN px
t
N q ` 2σ

ż t

0
p´∆qHN px

τ
N q dτ `

ż t

0
DN px

τ
N q dτ
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is large, where we’ve lost the 2 in front of the DN px
τ
N q term so we can write that the above is equal

to M t ´ N
8σ xM

ty `HN px
0
N q.

As this formula for HN px
t
N q does not rely on the form of g, it actually holds when we replace g

with a smooth truncation gpδq, equal to gpxq except when |x| ă δ. The SDE for this truncation is
well defined, and more so, as long as no two particles are closer than δ, its paths should agree with
those of (1.1). We can then bound the probability that any two particles are close using the above
energy equation and the fact that the truncated energy is large if any pair of particles is close to
show that as δ Ñ 0 the probability any two particles get close goes to 0. This allows us to define a
solution to (1.1) as the limit of these truncated processes, and will also allow us to give bounds on
the probability QTN pxN q is large.

The following exponential version of Doob’s martingale inequality is vital for the desired expo-
nential bounds, and is also important for proving the mean-field limit later in the paper.

lemma:exponential-doobs Lemma 3.1. Let M t be a positive continuous martingale. Then for any L P R

P
´

sup
tPr0,T s

logM t ě L
¯

ď ErM0se´L.

As we will use them for the lower LDP bound, we will actually show the unique existence of
solutions to (1.22).

prop:energy-estimate Proposition 3.2. For b P L2pr0, T s, C1pTdqq the stochastic differential equations (1.22) admit
unique strong (and weak) solutions if HN px

0
N q ă 8. More so, if b “ 0 and (1.8) holds, then

P
`

QTN pxN q ě L
˘

ď exp
´

´ N
4σ

`

L´HN px
0
N q

˘

¯

.

Proof. Let χ be a smooth function so that 0 ď χ ď 1 and

χpxq “

#

0 |x| ě 1,

1 |x| ď 1
2 .

Then gpδqpxq :“ p1 ´ χpxδ qqgpxq is a smooth truncation of g satisfying gpδqpxq “ gpxq for |x| ě δ.
Consequently there is a unique strong solution to the SDE

$

&

%

dxti,δ “ ´
1
N

ř

1ďjďN ;j‰i

∇gpδqpx
t
i,δ ´ x

t
j,δqdt` bpx

t
i,δqdt`

?
2σdwti ,

xti,δ|t“0 “ xi,0.
(3.1) eq:truncated-SDE

Let τN,δ be the stopping time defined by

τN,δ “ inftt ě 0 : min
i‰j

|xti,δ ´ x
t
j,δ| ď 2δu.

Then when 0 ă t ď τN,δ it also holds that for all k ě 0

∇kgpδqpx
t
i,δ ´ x

t
j,δq “ ∇kgpxti,δ ´ x

t
j,δq

for all i ‰ j. In particular, setting

HN,δpxN q :“
1

N2

ÿ

1ďi‰jďN

gpδqpxi ´ xjq,
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this implies that HN,δpxN,δq “ HN pxN,δq when 0 ă t ă τN,δ.
We proceed by applying Itô’s formula to HN,δpxN,δq to find

HN,δpx
t
N q “ HN,δpx

0
N q ´ 2

ż t

0

1

N

N
ÿ

i“1

ˇ

ˇ

ˇ

ˇ

ˇ

1

N

ÿ

1ďi‰jďN

∇gpδqpx
τ
i,δ ´ x

τ
j,δq

ˇ

ˇ

ˇ

ˇ

ˇ

2

dτ

` 2

ż t

0

1

N

N
ÿ

i“1

ˆ

1

N

ÿ

1ďjďN,i‰j

∇gpxτi,δ ´ x
τ
j,δq

˙

¨ bpxτi,δq dτ

` 2σ

ż t

0

1

N2

ÿ

1ďi‰jďN

∆gpδqpx
τ
i,δ ´ x

τ
j,δqdτ

`
2
?

2σ

N

N
ÿ

i“1

ż t

0

˜

1

N

N
ÿ

1ďi‰jďN

∇gpδqpx
τ
i,δ ´ x

τ
j,δq

¸

dwτi . (3.2) eq:truncIto

The last term on the right-hand side of (3.2) is a martingale with respect to the filtration generated
by the noise, which we will denote by M t, which has quadratic variation

xM ty “
8σ

N

ż t

0

1

N

N
ÿ

i“1

ˇ

ˇ

ˇ

ˇ

ˇ

1

N

ÿ

1ďi‰jďN

∇gpδqpx
τ
i,δ ´ x

τ
j,δq

ˇ

ˇ

ˇ

ˇ

ˇ

2

dτ.

Applying Young’s inequality to the third term on the second line of (3.2) and rearranging we find
that for any parameter α ă 1

HN,δpx
t
N q ´ 2σ

ż t

0

1

N2

ÿ

1ďi‰jďN

∆gpδqpx
τ
i,δ ´ x

τ
j,δqdτ `

ż t

0

1

N

N
ÿ

i“1

ˇ

ˇ

ˇ

ˇ

1

N

N
ÿ

1ďjďN ;i‰j

∇gpδqpx
τ
i,δ ´ x

τ
j,δq

ˇ

ˇ

ˇ

ˇ

2

dτ

ďM t ´
p1´ αqN

8σ
xM ty `HN,δpx

0
N q `

1

α

ż t

0

1

N

N
ÿ

i“1

|bpxτi,δq|
2 dτ

ďM t ´
p1´ αqN

8σ
xM ty `HN,δpx

0
N q `

1

α

ż t

0
}bτ }2L8 dτ.

Setting

rQtN pxN q :“ HN px
t
N,δq ´ 2σ

ż t

0
p´∆qHN px

τ
N q dτ `

ż t

0
DN px

τ
N q dτ,

we found that for 0 ă t ď τN,δ, letting λN :“ p1´αqN
4σ

rQtN pxN,δq ďM t ´
λN
2 xM

ty `HN px
0
N q ` α

´1}b}2L2pr0,T s,L8pTdqq.

Using Lemma 3.1 with the optional sampling theorem applied to the continuous positive martingale

exppλNM
t ´

λ2
N
2 xM

tyq we find that for all L ą 0

P
ˆ

sup
tPr0,T^τN,δs

rQtN pxN,δq ě L

˙

ď P
ˆ

sup
tPr0,T^τN,δs

log exp
`

λNM
t ´

λ2
N
2 xM

ty
˘

ě λN pL´HN px
0
N q ´ Cb,αq

˙

(3.3) align:energydoobs

ď exp

ˆ

´ λN pL´HN px
0
N q ´ Cb,αq

˙

E
”

exp
`

λNM
0
N ´

λ2
N
2 xM

0y
˘

ı

“ exp

ˆ

´ λN pL´HN px
0
N q ´ Cb,αq

˙

, (3.4)
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for a constant Cb,α depending on b and α. As g and p´∆qg are both bounded below there exists a
constant C so that if τN,δ ď T , then

rQ
τN,δ
N pxN,δq ě HN px

τN,δ
N,δ q ´ CσT ě

min|x|ď2δ gpxq

N2
´ Cp1` σT q,

where the second inequality follows because it must be that |x
τN,δ
i,δ ´ x

τN,δ
j,δ | ď 2δ for some pair of

indices i and j. Setting

fpδq :“
min|x|ď2δ gpxq

N2
´ Cp1` σT q,

then fpδq Ñ 8 as δ Ñ 0. Using (3.3) with L “ fpδq we thus find that

P
`

τN,δ ď T
˘

ď P
´

rQ
τN,δ
N pxN,δq ě fpδq

¯

ď exp
´

´ λN pfpδq ´HN px
0
N q ´ Cbq

¯

,

the right-hand side of which converges to 0 as δ Ñ 0. We can thus find a sequence δk Ñ 0 such
that

ÿ

kě1

P
´

τN,δk ď T
¯

ă 8.

The Borell-Cantelli lemma with the monotonicty of τN,δ in δ imply that limδÑ0 τN,δ ą T almost
surely. Since xtN,δ and xtN,δ1 agree on 0 ă t ď τN,δ when δ1 ă δ, this allows us to define a unique
strong (and weak) solution to (1.1).

Returning to the proof of (3.5), we note that

QTN “ sup
tPr0,T s

rQtN .

Thus when b “ 0, as we can take α “ 0, taking the pointwise limit in (3.3) as δ Ñ 0 gives that

P
`

QTN pxN q ą L
˘

ď exp
´

´ N
4σ pL´HN px

0
N q

¯

,

as desired.

cor:energy-estimate Corollary 3.3. If xN are the unique solutions to (1.1) with initial conditions satisfying (1.8), then

lim sup
NÑ8

1

N
logP

´

QTN pxN q ą L
¯

ď ´
1

4σ

´

L´ Epµ0q

¯

. (3.5) eq:energy-control

Proof. Our assumptions on the initial conditions (1.8) imply that

HN px
0
N q Ñ Epµ0q.

Indeed, expanding out the definition of HN and FN we find that

HN px
0
N q “ Epµ0q ` FN px

0
N , µ0q `

2

N

N
ÿ

i“1

ż

`

gpx0
i ´ yq ´ gripx

0
i ´ yq

˘

dµ0pyq

` 2

ż

gpx´ yq d

ˆ

1

N

N
ÿ

i“1

δ
priq

x0
i
´ µ0

˙

dµ0
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The second and fourth terms go to zero as N Ñ8 since duality and Proposition 2.9 imply that

2

ż

gpx´ yq d

ˆ

1

N

N
ÿ

i“1

δ
priq

x0
i
´ µ0

˙

dµ Àd,s }µ
0
N,~r ´ µ0} 9H

s´d
2
}µ0} 9H

s´d
2

Àd,s pFN px
0
N , µ0q ` C}µ0}L8pTdqN

´βq1{2}µ0} 9H
s´d

2
.

The third term is bounded by }µ}L8N
´β as in Proposition 2.11, thus also vanishes.

Using (3.1) we thus find that

lim sup
NÑ8

1

N
logP

`

QTN pxN q ą L
˘

ď lim sup
NÑ8

´ 1
4σ pL´HN px

0
N qq “ ´

1
4σ pL´ Epµ0qq,

thus the corollary holds.

The control on the probability that HN px
t
N q is large allows us to adapt the proof of exponential

tightness in [DG87] to our setting.

prop:exponential-tightness Proposition 3.4. The empirical paths tµNuNě1 associated to (1.1) are exponentially tight in
Cpr0, T s,PpTdqq if the initial conditions satisfy (1.8). That is, for all L ą 0 there exists a compact
set KL Ă Cpr0, T s,PpTdqq such that

lim sup
NÑ8

PpµN P Kc
Lq ď ´L. (3.6) eq.exponential-tightness

Proof. The proof follows very similarly to the proof of exponential tightness for the measure paths of
regularly interacting particles [DG87], but a small modification is required to handle the singularity
which relies on the energy control (3.5).

Fixing R ą 0, we will first show that for all φ P D and α ą 0 there exists a compact set
Kα,φ Ă Cpr0, T s,Rq so that

Ppxµp¨qN , φy P K
c
α,φ, Q

T
N pxN q ď Rq ď e´Nα. (3.7) eq:local-exponential-bound

Applying Itô’s formula to xµτN , φ
τ y we have that

xµtN , φy ´ xµ
s
N , φy “ ´

ż t

s

1

N

N
ÿ

i“1

∇φpxτi q ¨
ˆ

1

N

N
ÿ

1ďjďN ;i‰j

∇gpxτi ´ x
τ
j q

˙

dτ ` σ

ż t

s
xµτN ,∆φydτ `M

s,t,

where

M s,t :“

?
2σ

N

N
ÿ

i“1

ż t

s
∇φpxτi qdwτi , xM s,ty “

2σ

N

ż t

s
xµτN , |∇φ|2y dτ

is a martingale for fixed s. We note that for any xN P pTdqN

1

N

N
ÿ

i“1

∇φpxiq ¨
ˆ

1

N

N
ÿ

1ďjďN ;i‰j

∇gpxi ´ xjq

˙

“
1

2N2

ÿ

1ďi‰jďN

`

∇φpxiq ´∇φpxjq
˘

¨∇gpxi ´ xjq

Àd,s }∇φ}L8
´

HN pxN q ` C
¯

since there exists some constant C so that |x||∇gpxq| ď gpxq`C. When QTN pxN q ď R, there exists
some constant κ ą 0 depending on R, σ, d, and s and the norms of the first two derivatives of φ so
that for all γ ą 0

xµtN , φy ´ xµ
s
N , φy ď κp1` γqps´ tq `M s,t ´

Nγ

2
xM s,ty.

39



Proceeding identically to as in [DG87] we thus find that for all δ ą 0, s ď T ´ 2δ, and ρ ą 4κδ

P

˜

sup
0ďsătďT
|s´t|ďδ

|xµtN , φy ´ xµ
s
N , φy| ą ρ,QTN pxN q ď R

¸

ď
2T

δ
exp

ˆ

´N
pρ´ 4κδq2

32κδ

˙

. (3.8) eq.equicontinuity-bound

Letting

δk “
T

2
k´2, ρk “ 10κα1{2k´1{2,

then since pδk, ρkq Ñ p0, 0q, the Arzelà-Ascoli theorem implies that the set

Kα,φ :“
!

x P Cpr0, T s,Rq : x0 ď }φ}L8 , sup
0ďsătďT
|s´t|ďδk

|xt ´ xs| ď ρk for all k ě 1
)

is compact. Since ρk ě 4κδk, (3.8) implies that

P
`

xµ
p¨q

N , φy P K
c
α,φ, Q

T
N pxN q ď R

˘

ď
ÿ

kě1

P

˜

sup
0ďsătďT
|s´t|ďδk

|xµtN , φy ´ xµ
s
N , φy| ą ρk, Q

T
N pxN q ď R

¸

ď
ÿ

kě1

2T

δk
exp

ˆ

´N
pρk ´ 4κδkq

2

32κδk

˙

ď e´Nα,

where the last line follows by the choice of δk and ρk. We have thus shown that for all α we can
find a compact set so that (3.7) holds.

Now, for fixed L ą 0, since HN px
0
N q Ñ Epµ0q, there exists R ą 0 so that

1

N
logPpQTN pxN q ą Rq ď ´L,

for all N. Letting tφ`u`ě1 Ă D be dense in CpTdq, and KL``,φ` the compact subset of Cpr0, T s,Rq
so that (3.7) holds with φ` and α “ L` ` we define

KL :“
č

`ě1

!

ν P Cpr0, T s,PpTdqq : xν, φ`y P KL``,φ`

)

.

Then the set KL is compact by [Gä88, Lemma 1.3] since the Wasserstein-2 metric topologizes weak
convergence. Moreover,

PpµN P Kc
Lq ď

ÿ

`ě1

P
`

xµN , φ`y P K
c
L``,φ`

, QTN pxN
˘

ď R
˘

` P
`

QTN pxN q ą R
˘

ď
ÿ

`ě1

e´NpL``q ` P
`

QTN pxN q ą R
˘

À e´NL,

thus indeed (3.6) holds. We have thus shown that µN are exponentially compact in Cpr0, T s,PpTdqq.
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4. Upper bound
sec:upper-bound

Now that we have shown that (1.1) is well defined and we have control on QTN pxN q, we can use
Proposition 2.16 to give local LDP bounds. This proceeds very similarly to as in the sketch in the
introduction.

prop:upper-bound Proposition 4.1. For all µ P Cpr0, T s,PpTdqq, if µN are empirical trajectories corresponding
to (1.1) with initial conditions satisfying (1.8) then

lim
εÑ8

lim sup
NÑ8

1

N
logP

`

µN P Bεpµq
˘

ď ´

ˆ

sup
φ,s,t

Ss,tpµ, φq _
1

4σ

`

QT pµq ´ Epµ0q
˘

`8 ¨ 1µ0“µ0

˙

. (4.1) eq:auxillary-upper-bound

Proof. First we note Assumption 1.8 and Remark 2.10 imply that µ0
N Ñ µ0 in PpTdq. Thus if

µ P Cpr0, T s,PpTdqq is such that µ0 ‰ µ0, then for any ε ą 0

lim sup
NÑ8

1

N
logP

`

µN P Bεpµq
˘

“ ´8.

On the other hand the upper Gamma-limit (2.39) implies that for all δ ą 0 there exists ε ą 0
so that for all sufficiently large N

!

xN : µN P Bεpµq
)

Ă

!

xN : QTN pxN q ą QT pµq ^ 1
δ ´ δ

)

.

Corollary 3.3 thus implies that

lim sup
NÑ8

1

N
logP

`

µN P Bεpµq
˘

ď ´
1

4σ
pQT pµq ^ 1

δ ´ δ ´ Epµ0qq.

Taking δ Ñ 0 we then find that

lim
εÑ0

lim sup
NÑ8

1

N
logP

`

µN P Bεpµq
˘

ď ´
1

4σ

`

QT pµq ´ Epµ0q
˘

.

To complete the proposition it suffices to show that µ P Cpr0, T s,PpTdqq and QT pµq ă 8, then

lim
εÑ0

lim sup
NÑ8

P
`

µN P Bεpµq
˘

ď ´ sup
φ,s,t

Ss,tpµ, φq.

Fixing φ P C8pr0, T s ˆ Tdq and 0 ď s ď t ď T , Itô’s formula gives use the equation

xµtN , φ
ty “ xµsN , φ

sy ´
1

N

N
ÿ

i“1

ż t

s
∇φτ pxτi q ¨

ˆ

1

N

ÿ

1ďjďN ;i‰j

∇gpxτi ´ x
τ
j q dτ

¸

dτ

` σ

ż t

s
xµτN , Btφ

τ ` σ∆φτ ydτ `

?
2σ

N

N
ÿ

i“1

ż t

s
∇φτ pxτi q ¨ dwτi .

By symmetrizing we see that

1

N

N
ÿ

i“1

∇φτ pxτi q ¨
ˆ

1

N

ÿ

1ďjďN ;i‰j

∇gpxτi ´ x
τ
j q

˙

“
1

2

ĳ

pTdq2z∆

K∇φτ px, yq dpµ
τ
N q
b2px, yq.
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We have just found after rearranging that

Ss,tpµN , φq “

?
2σ

N

N
ÿ

i“1

ż t

s
∇φτ pxτi q ¨ dwτi ´ σ

ż t

s

ż

|∇φτ |2 dµτN dτ “M s,t ´
N

2
xM s,ty,

where for fixed s

M s,t :“

?
2σ

N

N
ÿ

i“1

ż t

s
∇φτ pxτi q ¨ dwτi

is a bounded continuous martingale with respect to the filtration generated by the noise.
For any L ą 0 we have the union bound

P
`

µN P Bεpµq
˘

ď PpµN P Bεpµq, QTN pxN q ď Lq ` PpQTN pxN q ą Lq.

Thus letting AN,ε,L :“ txN P Cpr0, T s, pTdqN q : µN P Bεpµq, Q
T
N pxN q ď Lu

PpµN P Bεpµq, QTN pxN q ď Lq ď E
”

expp´NSs,tpµN , φqq exppNM s,t ´
N2

2
xM s,tyq1AN,ε,L

ı

ď exp
´

´N inf
xNPAN,ε,L

Ss,tpµN , φq
¯

E
”

exppNM s,t ´
N2

2
xM s,tyq

ı

“ exp
´

´N inf
xNPAN,ε,L

Ss,tpµN , φq
¯

,

where the last line follows as exppNM s,t ´ N2

2 xM
s,tyq has expectation equal to 1. This gives that

lim
εÑ0

lim sup
NÑ8

1

N
logP

`

µN P Bεpµq
˘

ď

´

´ lim
εÑ0

lim inf
NÑ8

inf
xNPAN,ε,L

Ss,tpµN , φq
¯

_

´

´ lim sup
NÑ8

1

N
logPpQTN pxN q ą Lq

¯

.

Proposition 2.16 immediately implies that

Ss,tpµ, φq ď lim
εÑ0

lim inf
NÑ8

inf
xNPAN,ε,L

Ss,tpµN , φq.

In total we have found that

lim
εÑ0

lim sup
NÑ8

1

N
logP

`

µN P Bεpµq
˘

ď

´

´ Ss,tpµ, φq
¯

_

´

´ lim sup
NÑ8

1

N
logPpQTN pxN q ą Lq

¯

.

Sending LÑ8 and taking the infimum over all s, t and φ completes the proof.

To rewrite the rate function in terms of } ¨ }´1,µ we need to show that if supφ,s,t S
s,tpµ, φq ă 8

and QT pµq ă 8 then µ P ACT . We will in particular show that µ must solve the perturbed
McKean–Vlasov equation (1.22) which we can rewrite as

Btµ´ div

ˆˆ

∇µ
µ
` b`∇g ˚ µ

˙

µ

˙

“ 0.

Both b and ∇g ˚ µ (or a representation of ∇g ˚ µq will be guaranteed to be in L2pr0, T s, L2pµtqq,
but to show that µ is in ACT we still need to show that div p∇µµ µq “ ∆µ “ div pEµq for some

E P L2pr0, T s, L2pµtqq. The following proposition shows this using entropy.
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prop:absolute-continuity Proposition 4.2. Suppose that µ P Cpr0, T s,PpTdqq is a weak solution to

Btµ´ σ∆µ` div pbµq “ 0,

for b P L2pr0, T s, L2pµtqq and Entpµ0q ă 8 where

Entpµq “

#

ş

µpxq logµpxqdx µ ! dx

`8 otherwise.

Then µt ! dx for all t P r0, T s and µ P ACT .

Proof. We will consider the sequence of mollifications µε :“ µ ˚ Φε. We note that µε is uniformly
bounded below in space and time. As well, µε is a weak solution to

Btµε ´ σ∆µε ´ div ppbµqεq “ 0.

Then, differentiating by time (which can be justified by mollifying in time), we find that

Entpµtεq ´ Entpµ0
εq “ ´σ

ż t

0

ż

ˇ

ˇ

ˇ

ˇ

∇µτε
µτε

ˇ

ˇ

ˇ

ˇ

2

dµτε dτ `

ż t

0

ż

∇µτε
µτε

¨
pbτµτ qε
µτε

dµτε dt

ď ´
σ

2

ż t

0

ż

ˇ

ˇ

ˇ

ˇ

∇µτε
µτε

ˇ

ˇ

ˇ

ˇ

2

dµτε dτ `
2

σ

ż t

0

ż

ˇ

ˇ

ˇ

ˇ

pbτµτ qε
µtε

ˇ

ˇ

ˇ

ˇ

2

dµtε dτ

ď ´
σ

2

ż t

0

ż

ˇ

ˇ

ˇ

ˇ

∇µτε
µτε

ˇ

ˇ

ˇ

ˇ

2

dµτε dτ `
2

σ

ż t

0

ż

|bτ |2 dµτ dτ

where the first inequality follows by Young’s inequality, and the second follows by [AGS08, Lemma
8.1.10]. Rearranging, and using that Entpµ0

εq ď Entpµ0q, we have found that

Entpµtεq `
σ

2

ż t

0

ż

ˇ

ˇ

ˇ

ˇ

∇µτε
µτε

ˇ

ˇ

ˇ

ˇ

2

dµτε dτ ď Entpµ0q `
2

σ

ż t

0

ż

|bτ |2 dµτ dτ.

As the entropy is lower semi-continuous, this implies that Entpµtq ă 8 for all t P r0, T s, thus µ has
a density. As well, for all φ P C8pr0, T s ˆ Tdq the Cauchy-Schwarz inequality implies that

ż T

0

ż

∆φtdµtε dt ď

ˆ
ż T

0

ż

ˇ

ˇ

ˇ

ˇ

∇µtε
µtε

ˇ

ˇ

ˇ

ˇ

2

dµtε dτ

˙1{2ˆż T

0

ż

|∇φt|2 dµtε dt
˙1{2

.

Using that µε Ñ µ in Cpr0, T s,PpTdqq and the uniform bound on the Fisher information of µε, this
in turn implies that

ż T

0

ż

∆φtdµt dt ď C

ˆ
ż T

0

ż

|∇φt|2 dµt dt
˙1{2

.

Accordingly, the Riesz representation theorem implies the existence of E P L2pr0, T s, L2pµtqq so
that

div pEtµtq “ ∆µt

distributionally for almost every t. Lemma 8.3.1 in [AGS08] immediately implies that µ P ACT .

We will now use the above proposition to show that if QT pµq ă 8 and supφ,s,t S
t,spµ, φq ă 8,

then we can rewrite supφ,s,t S
t,spµ, φq into a form depending on Btµ.
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prop:variation Proposition 4.3. Let µ P Cpr0, T s,PpTdqq such that QT pµq ă 8 and

sup
φ,s,t

Ss,tpµ, φq ă 8.

Then there exists b P L2pr0, T s, L2pµtqq so that µ is a weak solution to

Btµ´ σ∆µ´ div pµ∇g ˚ µq “ ´div pbµq. (4.2) eq:mve+b

More so µ P ACT and

sup
φ,s,t

Ss,tpµ, φq “
1

4σ

ż T

0

ż

Td
|bt|2dµtdt “

1

4σ

ż T

0
}Btµ

t ´ σ∆µt ´ div pµt∇g ˚ µtq}2´1,µtdt. (4.3) eq:char

Proof. We begin by setting

Ls,tpµ, φq :“ xµt, φty ´ xµs, φsy ´

ż t

s
xµτ , Btφ

τ y ` xσ∆µτ ` div pµτ∇g ˚ µτ q, φτ y dτ.

so that

Ss,tpµ, φq “ Ls,tpµ, φq ´ σ

ż t

s

ż

Td
|∇φτ |2dµτdτ.

The function Ls,tpµ, φq is thus a linear operator on C8prs, ts ˆ Tdq.
Using that

φ ÞÑ σ

ż t

s

ż

Td
|∇φτ |2dµτdτ

is quadratic, we find that

1

4σ
sup
φ,s,t

Ls,tpµ, φq2 ď sup
φ,s,t

Ss,tpµ, φq

˜

ż t

s

ż

Td
|∇φτ |2dµτdτ

¸

.

Thus if supφ,s,t S
s,tpµ, φq ă 8, then Ls,tpµ, φq is a bounded linear function on the Hilbert space

Hs,t :“ t∇φ : φ P Cprs, ts ˆ Tdqu
L2prs,ts,L2pTdqq

,

for any s and t. The Riesz representation theorem implies the existence of bs,t P Hs,t such that for
all φ P C8prs, ts ˆ Tdq,

Ls,tpµ, φq “

ż t

s

ż

Td
bτs,t ¨∇φτdµτdτ.

Using an approximation argument, for s ď ς ď τ ď t, it is easy to verify that bs,t and bς,τ agree on
rς, τ s, hence we may take b P H0,T so that bs,t “ b|rs,ts for all 0 ď s ď t ď T . We have in fact found
that µ weakly satisfies the partial differential equation

Btµ´ σ∆µ´ div pµ∇g ˚ µq “ ´div pbµq.

Membership of µ in ACT is then immediately implied by Proposition 4.2 and the fact that since
QT pµq ă 8 there exists E P L2pr0, T s, L2pµtqq so that div pµt∇g ˚µtq “ div pEtµtq for almost every
t. This follows again by the Riesz representation theorem since for any φ P Cpr0, T s ˆ Tdq

ż T

0
xdiv pµt∇g ˚ µtq, φy dt ď

ˆ
ż T

0

ż

|∇φt|2 dµt dt
˙1{2ˆż T

0
}div pµt∇g ˚ µtq}2´1,µt dt

˙1{2

.
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Approximating b by elements of t∇φ : φ P C8pr0, T s,Tdqu we find that

1

4σ

ż T

0

ż

|bτ |2dµτdτ ď sup
φ,s,t

Ss,tpµ, φq

while Hölder’s inequality implies that

sup
φ,s,t

Ss,tpµ, φq “
1

4σ
sup
φ,s,t

Ls,tpµ, φq2

}φ}2s,t
ď

1

4σ

ż T

0

ż

|bτ |2dµτdτ

thus

sup
φ,s,t

Ss,tpµ, φq “
1

4σ

ż T

0

ż

|bτ |2dµτdτ.

Since bt P t∇φ : φ P DuL
2pµtq

for almost every t,

ż T

0
} ´ div pbtµtq}´1,µt “

ż T

0

ż

|bt|2dµt.

Together with the distributional definition of Btµ
t this implies that

ż T

0
}Btµ

t ´ σ∆µt ´ div pµt∇g ˚ µtq}2´1,µtdt “

ż T

0
} ´ div pbtµtq}2´1,µtdt “

ż T

0

ż

Td
|bt|2dµt dt,

completing the desired claims.

There is still some small awkwardness in our definition of I in that µ could be in ACT but
supφ,s,t S

s,tpµ, φq could still be infinite. The following proposition handles this, and proves that I
is lower semi-continuous.

cor:rate-function-equivalence Corollary 4.4. For all µ P Cpr0, T s,PpTdqq

Ipµq “ sup
φ,s,t

Ss,tpµ, φq _ 1
4σ

`

QT pµq ´ Epµ0q
˘

`8 ¨ 1µ0“µ0
, (4.4) eq:rate-function-equivalence

and I is a good rate function.

Proof. Proposition 4.3 implies that if µ R ACT , then

sup
φ,s,t

Ss,tpµ, φq “ 8.

On the other hand, if µ P ACT and QT pµq ă 8, then for any φ P C8pr0, T s,Tdq and 0 ď s ď
t ď T

1

4σ

ż t

s
}Btµ

τ ´ σ∆µτ ´ div pµτ∇g ˚ µτ q}2´1,µτ dτ

“

ż t

s
sup
ϕPD

"

xBtµ
τ ´ σ∆µτ ´ div pµτ∇g ˚ µτ q, ϕy ´ σ

ż

|∇ϕ|2dµτ
*

dτ

ě

ż t

s
xBtµ

τ ´ σ∆µτ ´ div pµτ∇g ˚ µτ q, φτ y ´ σ

ż

|∇φτ |2dµτ dτ

“ Ss,tpµ, φq.
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This implies that

1

4σ

ż T

0
}Btµ

τ ´ σ∆µτ ´ div pµτ∇g ˚ µτ q}2´1,µτ dτ ě sup
φ,s,t

Ss,tpµ, φq,

thus

sup
φ,s,t

Ss,tpµ, φq “

ˆ

1

4σ

ż T

0
}Btµ

τ ´ σ∆µτ ´ div pµτ∇g ˚ µτ q}2´1,µτ dτ

˙

1µPACT `8 ¨ 1µRACT .

This immediately implies the equivalence (4.4).
We now want to show that the sublevel sets of I are compact in Cpr0, T s,PpTdqq. First we will

show that they are closed, i.e. that I is lower semi-continuous. It suffices to prove that if µk are a
sequence that converges to µ so that Ipµkq is uniformly bounded by some L ą 0, then

lim inf
kÑ8

Ipµkq ě Ipµq.

Using the lower semi-continuity of QT stated in (2.6), we have that

lim inf
kÑ8

QT pµkq ě QT pµq.

Thus tµkukě1 Y tµu is in the sublevel set tQT pµq ď 4σL` Epµ0qu. Since

Ipµkq “ sup
φ,s,t

Ss,tpµk, φq _
1

4σ

`

QT pµkq ´ Epµ0q
˘

I is thus lower semi-continuous as long as

lim inf
kÑ8

sup
φ,s,t

Ss,tpµk, φq ě sup
φ,s,t

Ss,tpµ, φq.

This follows since Ss,tpφ, µq is continuous on the sublevel sets of QT by Corollary 2.4, thus

µÑ sup
φ,s,t

Ss,tpµ, φq

is lower-semicontinuous as a function on the sublevel sets of QT .
To conclude the goodness of I, we only have to establish that the sublevel sets tIpµq ď Lu are

precompact. Using the construction of a compact set used in the proof of exponential tightness, it
suffices to show that for all φ P D and ε ą 0 there exists δ ą 0 so that

tIpµq ď Lu Ă
!

µ : sup
0ďtďsďT :|s´t|ďδ

|xµt ´ µs, φy| ď ε
)

.

This is easy to verify as if Ipµq ď L, then

|xµt ´ µs, φy|

“

ˇ

ˇ

ˇ

ˇ

ż t

s
xσ∆µτ ´ div pµ∇g ˚ µτ q ` div pbτµτ q, φy dτ

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

ż t

s
xµτ , σ∆φy dτ

ˇ

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˇ

ż t

s
xdiv pµ∇g ˚ µτ q, φτ y dτ

ˇ

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˇ

ż t

s

ż

∇φ ¨ bτ dµτ dτ
ˇ

ˇ

ˇ

ˇ
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We easily bound
ˇ

ˇ

ˇ

ˇ

ż t

s
xµτ , σ∆φy dτ

ˇ

ˇ

ˇ

ˇ

ď pt´ sqσ}∆φ}L8 ,

while Cauchy-Schwarz implies that

ˇ

ˇ

ˇ

ˇ

ż t

s
xdiv pµ∇g ˚ µτ q, φτ y dτ

ˇ

ˇ

ˇ

ˇ

ď

ˆ
ż t

s

ż

|∇φτ |2 dµτ dτ
˙1{2ˆż t

s
}div pµτ∇g ˚ µτ q}2´1,µτ dτ

˙1{2

ď pt´ sq1{2}∇φ}L8
`

4σpL` Epµ0q
˘1{2

and

ˇ

ˇ

ˇ

ˇ

ż t

s

ż

∇φ¨bτ dµτ dτ
ˇ

ˇ

ˇ

ˇ

ď

ˆ
ż t

s

ż

|∇φτ |2 dµτ dτ
˙1{2ˆż t

s

ż

|bτ |2 dµτ dτ

˙1{2

ď pt´sq1{2}∇φ}L8p4σLq1{2.

Thus if ps ´ tq is taken to be sufficiently small with respect to L, Epµ0q and the norms of φ, it’s
guaranteed that |xµt ´ µs, φy| ď ε.

We’ll now prove one of the two inequalities which imply Theorem 1.3. This is a direct conse-
quence of Proposition 4.1 and the fact that the modulated energy controls weak convergence.

prop:local-ldp-upper-bound Proposition 4.5. Suppose µ P L8pr0, T s, L8pTdqq. Then

lim
εÑ8

lim sup
NÑ8

logP
ˆ

sup
tPr0,T s

FN px
t
N , µ

tq ă ε

˙

ď ´

´

Ipµq1pµ´1qPC T `8 ¨ 1pµ´1qRC T

¯

.

Proof. First we’ll prove that if

lim
εÑ8

lim sup
NÑ8

1

N
logP

ˆ

sup
tPr0,T s

FN px
t
N , µ

tq ă ε

˙

ą ´8

then pµ ´ 1q P C T . Indeed if this is the case, then there must exist a sequence of trajectories
xNk P Cpr0, T s, pT

dqNkq so that

lim
kÑ8

sup
tPr0,T s

FNkpx
t
Nk
, µtq “ 0.

The asymptotic equivalence between FNkpx
t
Nk
, µtq and }µtNk,~r ´ µ

t}2
9H
s´d

2

then guarantees that

lim
kÑ8

sup
tPr0,T s

}µtNk,~r ´ µ
t}2

9H
s´d

2
“ 0.

It is easy to verify that pµNk,~r ´ 1q is in C T , thus µt must be as well as the limit of continuous
functions.

In particular, we only need to prove the proposition for µ so that pµ´ 1q P C T , which in turn
implies that µ P Cpr0, T s,PpTdqq. It thus suffices to prove that for all ε ą 0 there exists ε1 ą 0 so
that for all sufficiently large N

!

sup
tPr0,T s

FN px
t
N , µ

tq ă ε1
)

Ă

!

µN P Bεpµq
)

,

47



as then Proposition 4.1 and Corollary 4.4 complete the claim. Suppose this does not hold. Then
we can find a sequence of trajectories and times pxNk , tkq so that limkÑ8 tk “ t, dpµtkNk , µ

tkq ě ε
for all k and

lim
kÑ8

FN px
tk
N , µ

tkq “ 0.

First we claim that dpµtkNk , µ
tq Ñ 0. Indeed, for any smooth φ P D we have that

ż

φdpµtkNk ´ µ
tq “

ż

φdpµtkNk ´ µ
tkq `

ż

φdpµtk ´ µtq.

By the continuity of µ in time, the second term on the right-hand side above goes to zero as k Ñ8.
On the other hand, using identical bounds to as in Remark 2.10 we find that

ˇ

ˇ

ˇ

ˇ

ż

φdpµtkNk ´ µ
tkq

ˇ

ˇ

ˇ

ˇ

Àd,s

´

}∇φ}L8pTdq ` }φ} 9H
d´s

2 pTdq

¯

˜

FN px
tk
Nk
, µtkq ` C}µ}L8qN

´β

¸1{2

,

thus the first term also converges to 0, thus µtkNk converges to µt weakly. This gives us a contradiction
since

dpµtkNk , µ
tq ě dpµtkNk , µ

tkq ´ dpµtk , µtq

and
lim inf
kÑ8

dpµtkNk , µ
tkq ´ dpµtk , µtq ě ε.

Now that we have shown local LDP upper bounds and rewritten the rate function we can use
the exponential tightness of µN to prove the upper bound in Theorem 1.1.

Proof of (1.9). Propositions 4.1 and Corollary 4.4 imply that for all µ P Cpr0, T s,PpTdqq

lim
εÑ0

lim sup
NÑ8

1

N
logP

`

µN P Bεpµq
˘

ď ´Ipµq.

Given a compact set K Ă Cpr0, T s,PpTdqq and any δ ą 0 we can thus cover K with a finite number
of balls Bεkpµkq where µk P K so that

lim sup
NÑ8

1

N
logP

`

µN P Bεkpµkq
˘

ď ´

´

Ipµq ^ 1
δ ´ δ

¯

.

This implies that

lim sup
NÑ8

1

N
logP

`

µN P K
˘

ď ´

´

inf
µPK

Ipµq ^ 1
δ ´ δ

¯

Thus taking δ Ñ 0 implies that µN satisfy a weak LDP upper bound. As µN are also exponentially
tight due to Proposition 3.4, this implies the strong LDP upper bound (1.9).
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5. Law of large numbers
sec:LLN

In this section we show that the empirical measures associated to solutions to (1.22) satisfy a mean-
field limit when b and the solution to the McKean–Vlasov equation (4.2) are sufficiently regular.
The argument is very similar to as in [RS23], but we will make use of an emergent quadratic
variation term to give exponential bounds on the path.

Formally, by applying Itô’s formula to FN px
t
N , µ

tq when xN is a solution to (1.22) and µt is a
solution to (4.2), we compute that there exists some martingale M t so that

M t ´
N

8σ
xM ty ` FN px

0
N , µ

0q

“ FN px
t
N , µ

tq `

ż t

0

ĳ

pTdq2z∆

p´∆qgpx´ yqdpµτN ´ µ
τ qb2 dτ

`

ż t

0

ĳ

pTdq2z∆

`

p∇g ˚ µτ ´ bτ qpxq ´ p∇g ˚ µτ ´ bτ qpyq
˘

¨∇gpx´ yqdpµτN ´ µ
τ qb2 dτ.

Since p´∆qg is also a Riesz-potential, the second term on the right-hand side has the form of
a modulated energy, so is asymptotically positive. The third term is exactly in the form of (2.15),
so we have the bound

ż t

0

ĳ

pTdq2z∆

`

p∇g ˚ µτ ´ bτ qpxq ´ p∇g ˚ µτ ´ bτ qpyq
˘

¨∇gpx´ yqdpµτN ´ µ
τ qb2 dτ

Àd,s

ż t

0
Cpτq

`

FN px
τ
N , µ

τ q ` C}µ}L8N
´β

˘

dτ

where Cpτq depends on the derivatives of ∇g ˚ µτ and bτ . The conditions we require for µ and b
guarantee that Cpτq is L1 in time.

Putting the above together, we have that

M t ´
λ

N
xM ty ` FN px

0
N , µ

0q ` oN p1q ě |FN px
t
N , µ

tq| ´

ż t

0
Cpτq|FN px

τ
N , µ

τ q| dτ,

thus Lemma 3.1 should control the probability the right-hand side is ever large. The contrapositive
of Grönwall’s inequality says that if

|FN px
t
N , µ

tq| ą ε

for some t then it must be the case that

|FN px
t
N , µ

tq| ´

ż T

0
Cpτq|FN px

τ
N , µ

τ q| τ ě εe´
şt
0 Cpτq dτ ,

for some t. We thus find using Lemma 3.1 that

P
ˆ

sup
tPr0,T s

|FN px
t
N , µ

tq| ą ε

˙

ď expp´NpC´1ε´ CFN px
0
N , µ

0q ´ o1pNqq,

for some constant C depending on λ, µ, and b.
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To make this argument rigorous we need to justify our use of Itô’s formula. We will use the
same truncated process xN,δ as defined in Proposition 3.2, and analogously define the truncated
modulated energy

FN,δpxN , µq :“

ĳ

pTdq2z∆

gpδqpx´ yq d

ˆ

1

N

N
ÿ

i“1

δxi ´ µ

˙b2

px, yq,

Before proceeding, the following proposition justifies the fact that the Itô correction term is
almost positive.

prop:laplowerbound Proposition 5.1. For 0 ď s ă d ´ 2 there exists a constant β ą 0 so that for every choice of
xN P pTdqN pairwise distinct, µ P PpTdq X L8pTdq

´}µ}L8N
´β Àd,s

ĳ

pTdq2z∆

p´∆gqpx´ yqd

˜

1

N

N
ÿ

i“1

δxi ´ µ

¸b2

px, yq.

Proof. When 0 ď s ă d´ 4 this is an immediate consequence of (2.20). When d´ 4 ď s ă d´ 2,
it is a consequence of Proposition 5.6. in [dCRS23].

The following lemma is the consequence of applying Ito’s formula to FN,δpx
t
N , µ

tq and rearrang-
ing appropriately.

Lemma 5.2. Let b P L2pr0, T s, C1pTdqq, µ P Cpr0, T s,PpTdqq X L8pr0, T s, L8pTdqq be a weak
solution to (4.2), and xN,δ be the solution to (3.1). Then

FN,δpx
t
N,δ, µ

tq ´ FN,δpx
0
N,δ, µ

0q

“ ´
2

N

N
ÿ

i“1

ż t

0

ˇ

ˇ

ˇ

ż

Tdztxτi,δu
∇gpδqpx

τ
i,δ ´ yq dpµ

τ
N,δ ´ µ

τ qpyq
ˇ

ˇ

ˇ

2
dτ (5.1) eq:modulated-energy-Ito

`

ż t

0

ż

pTdq2z∆

`

puτδ ` b
τ qpxq ´ puτδ ` b

τ qpyq
˘

¨∇gpδqpx´ yqdpµ
τ
N,δ ´ µ

τ qb2px, yq dτ

` 2σ

ż t

0

ż

pTdq2z∆
∆gpδqpx´ yqdpµ

τ
N,δ ´ µ

τ qb2px, yq dτ

`
2
?

2σ

N

N
ÿ

i“1

ż t

0

ż

Tdztxτi,δu
∇gpδqpx

τ
i,δ ´ yq, dpµ

τ
N,δ ´ µ

τ qpyq ¨ dwti

` 2

ż t

0

ż

Td
gpδq ˚ div

`

puτ ´ uτδ qµ
τ
˘

dpµτN,δ ´ µ
τ q dτ,

where µN,δ is the empirical measure associated to xN,δ, u
t :“ ´∇g ˚ µt and utδ :“ ∇gpδq ˚ µ

t.

Proof. The proof follows identically to that of Lemma 6.1 and Lemma 6.2 in [RS23]. The only
difference are the additional terms which appear due to the drift b. Splitting

FN px
t
N,δ, µq “

1

N2

ÿ

1ďi‰jďN

gpδqpxi ´ xjq ´
2

N

N
ÿ

i“1

gpδq ˚ µpxiq `

ĳ

gpδqpx´ yqdµpxqdµpyq

“: Term1 ` Term2 ` Term3,
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then the drift b contributes the following additional components to each term in the Itô/differential
expansion.

Term1 :
1

N2

ÿ

1ďi‰jďN

ż t

0
∇gpδqppx

τ
i,δ ´ x

τ
j,δq ¨ pbpx

τ
i,δq ´ bpx

τ
j,δqq dτ,

Term2 : ´
2

N

ż t

0

ż

Td
∇gpδqpx

τ
i,δ ´ yq ¨ b

τ pyq dµτ pyq dτ ´
2

N

N
ÿ

i“1

ż t

0

ż

Td
∇gpxτi,δ ´ yq ¨ bpx

τ
i,δq dµ

τ pyq dτ,

Term3 : 2

ż t

0

ż

∇gpδq ˚ µ
τ ¨ bτ dµτ .

These can be easily rearranged to

ż t

0

ĳ

pTdq2z∆

pbτ pxq ´ bτ pyqq ¨∇gpδqpx´ yqdpµ
τ
N,δ ´ µ

τ qb2px, yq dτ, (5.2) eq:bterm

which completes the claim.

With the above Itô expansion for FN,δpx
τ
N , µ

τ q we can now make the argument sketch given at
the beginning of this section rigorous.

prop:LLN Proposition 5.3. Suppose that µ P Cpr0, T s,PpTdqq X L8pr0, T s, L8pTdqq is a weak solution to
(4.2) with

Cb :“

ż T

0
}∇bt}2L8pTdq ` }|∇|

d´s
2 bt}2

L
2d

d´2´s pTdq
dt ă 8,

and xtN is the solution to (1.22). Then there exists a constant C depending on d, s, b and µ so that

P
ˆ

sup
tPr0,T s

FN px
t
N , µ

tq ą ε

˙

ď exp
´

´N
`

C´1ε´ FN px
0
N , µ

0q ´N´β
˘

¯

. (5.3)

Proof. First we will show that the last term in (5.1) converges uniformly to 0 as δ Ñ 0. For any
x P Td we can bound

|gpδq ˚ div ppuτ ´ uτδ qµ
τ q|pxq ď }∇gpδq}L1}puτ ´ uτδ qµ

τ }L8 Àd,s }µ
τ }L8}u

τ ´ uτδ }L8 .

Using that gpδq “ p1´ χp¨{δqqgpxq we find that for any x P Td

|uτ ´uτδ |pxq ď }µ}L8

ż

|∇pg´gpδqq|px´yqdy Àχ }µ}L8

ż

Bδp0q
p|∇g|`δ´1|g|qdy Àd,s,χ }µ}L8δ

d´1´s,

where the last line follows due to (2.13). Together these show that

|gpδq ˚ divppuτ ´ uτδ qµ
τ q|pxq Àd,s,χ }µ

τ }2L8δ
d´1´s,

thus
ˇ

ˇ

ˇ

ˇ

2

ż t

0

ż

Td
gpδq ˚ div

`

puτ ´ uτδ qµ
τ
˘

dpµτN,δ ´ µ
τ q dτ

ˇ

ˇ

ˇ

ˇ

Àd,s,T,χ }µ}
2
L8δ

d´1´s. (5.4) eq:mollification-error-bound

We will once again take advantage of the fact that the term involving the Brownian motion

M t :“
2
?

2σ

N

N
ÿ

i“1

ż t

0

ż

Tdztxτi,δu
∇gpδqpx

τ
i,δ ´ yqdpµ

τ
N,δ ´ µ

τ qpyq ¨ dwτi
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is a continuous martingale with quadratic variation

xM ty “
8σ

N2

N
ÿ

i“1

ż t

0

ˇ

ˇ

ˇ

ˇ

ż

Tdztxτi,δu
∇gpδqpx

τ
i,δ ´ yqdpµ

τ
N,δ ´ µ

τ qpyq

ˇ

ˇ

ˇ

ˇ

2

dτ.

Letting λN “
N
4σ and rearranging (5.1) we have that there exists a constant C so that

F t
N,δ : “ FN,δpx

t
N,δ, µ

tq ´ 2σ

ż t

0

ż

pTdq2z∆
∆gpδqpx´ yqdpµ

τ
N,δ ´ µ

τ qb2px, yq dτ

´

ż t

0

ż

pTdq2z∆
pvτδ pxq ´ v

τ
δ pyqq ¨∇gpδqpx´ yqdpµ

τ
N,δ ´ µ

τ qb2px, yq, dτ

ďM t ´
λN
2
xM ty ` FN,δpx

0
N , µ

0q ` Cδd´1´s,

where the final term in the second line above comes from the bound (5.4).

Since exppλNM
t ´

λ2
N
2 xM

tyq is a continuous martingale, Lemma 3.1 implies that

P
´

sup
tPr0,T s

F t
N,δ ą ε

¯

ď exp
´

´
N

4σ

`

ε´ Cδd´1´s ´ FN,δpx
0
N , µ

0q
˘

¯

. (5.5) eq:molexpdoobbound

We will show that
lim
δÑ8

sup
tPr0,T s

F t
N,δ “ sup

tPr0,T s
F t
N , P´ a.s. (5.6) eq:truncated-path-convergence

where

F t
N :“ FN px

t
N , µ

tq ´

ż t

0

ż

pTdq2z∆

`

puτ ` bτ qpxq ´ puτ ` bτ qpyq
˘

¨∇gpx´ yqdpµτN ´ µ
τ qb2px, yq dτ

´ 2σ

ż t

0

ż

pTdq2z∆
∆gpx´ yqdpµτN ´ µ

τ qb2px, yq dτ.

In Proposition 3.5 we showed that there exists a stopping time τN,δ so that limδÑ8 τN,δ “ 8 almost
surely and

xN,δ “ xN , min
1ďi‰jďN

|xti ´ x
t
j | ě 2δ,

when 0 ă t ă τN,δ.
Thus if τN,δ ą T , expanding out the definition of FN and FN,δ for all t P r0, T s

ˇ

ˇ

ˇ
FN,δpx

t
N , µ

tq ´ FN px
t
N , µ

tq

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

ˇ

ż

pTdq2
pgpδq ´ gqpx´ yq dµpxq dpµtN ´ µqdt

ˇ

ˇ

ˇ

ˇ

ď 2}µ}L8

ż

Td
|gpδq ´ g|pxqdx

Àd,s }µ}L8δ
d´s, (5.7) eq:molmodcon

where the last line also follows by (2.13). Similarly we can bound the Itô correction term as follows
ˇ

ˇ

ˇ

ˇ

ż

pTdq2z∆
∆pgpδq ´ gqpx´ yq dpµtN ´ µ

tqb2px, yq

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ż

pTdq2z∆
∆pgpδq ´ gqpx´ yq dµpxq dp2µtN ´ µ

tqpyq

ˇ

ˇ

ˇ

ˇ

À }µ}L8

ż

Td
|∆pgpδq ´ gq|dx

Àd,s }µ}L8δ
d´2´s. (5.8) eq:molitocon
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Next we see that letting vt :“ ut ` bt and vtδ :“ utδ ` b
t

ż

pTdq2z∆

`

vtδpxq ´ v
t
δpyq

˘

¨∇gpδqpx´ yq dpµ
t
N q
b2px, yq

“

ż

pTdq2z∆

`

vtδpxq ´ v
t
δpyq

˘

¨∇gpx´ yq dpµtN q
b2px, yq.

Using that |x||∇gpxq| Àd,s gpxq ` C and the mean value theorem we find that

ˇ

ˇ

ˇ

ˇ

ż

pTdq2z∆

`

vtδpxq ´ v
t
δpyq

˘

¨∇gpδqpx´ yq dpµ
t
N q
b2px, yq

´

ż

pTdq2z∆

`

vtpxq ´ vtpyq
˘

¨∇gpx´ yq dpµtN q
b2px, yq

ˇ

ˇ

ˇ

ˇ

ď

ż

pTdq2z∆

ˇ

ˇputδ ´ u
tqpxq ´ putδ ´ u

tqpyq
ˇ

ˇ ¨ |∇gpx´ yq| dpµtN,δq
b2px, yq

Àd,s }∇putδ ´ utq}L8pHN px
t
N q ` Cq

ď }µ}L8pHN px
t
N q ` Cqδ

d´2´s. (5.9) eq:molcomdif

The last line of the above follows from the bound

}∇putδ ´ utq}L8 ď }µ}L8
ż

|∇2pg ´ gpδqq|dx ď }µ}L8δ
d´2´s.

On the other hand using the triangle inequality we can bound

ˇ

ˇ

ˇ

ˇ

ż

pTdq2

`

vtδpxq ´ v
t
δpyq

˘

¨∇gpδqpx´ yq dµ
tpxq dp2µtN ´ µ

tqpyq

´

ż

pTdq2

`

vtpxq ´ vtpyq
˘

¨∇gpx´ yq dµtpxq dp2µtN ´ µ
tqpyq

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

ż

pTdq2

`

vtδpxq ´ v
t
δpyq

˘

¨∇pgpδq ´ gqpx´ yq dµtpxq dp2µtN ´ µ
tqpyq

ˇ

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˇ

ż

pTdq2

`

putδ ´ uqpxq ´ pu
t
δ ´ uq

tpyq
˘

¨∇gpx´ yq dµtpxq dp2µtN ´ µ
tqpyq

ˇ

ˇ

ˇ

ˇ

. (5.10) eq:molcomdiftriangle

The first term on the left-hand side of the above is easily bounded by

2}vt}L8}µ}L8

ż

|∇pgpδq ´ gq|dx Àd,s,χ p}µ}L8 ` }b
t}L8q}µ}L8δ

d´1´s. (5.11) eq:molcomdif2

We can similarly bound the second term of (5.10) by

2}∇g}L1}µ}L8}u
t
δ ´ u

t}L8 Àd,s,χ }µ}L8δ
d´1´s. (5.12) eq:molcomdif3

Combining (5.7)-(5.12) and that limδÑ0 τδ ě T and suptPr0,T sHN px
t
N q ă 8 almost surely, and

using the time integrability of b we find that (5.6) holds.
The convergence (5.6), (5.7) with (5.5) immediately imply that

P
´

sup
tPr0,T s

F t
N ą ε

¯

ď exp
´

´
N

4σ

`

ε´ FN px
0
N , µ

0q
˘

¯

. (5.13) eq:doob-bound-after-delta-limit
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Equation (2.20) implies that

FN px
t
N , µ

tq ě |FN px
t
N , µ

tq| ´ C}µ}L8N
´β, (5.14) eq:positivity2

while Proposition 2.15 gives that

ˇ

ˇ

ˇ

ˇ

ˇ

ż

pTdq2z∆
pvτ pxq ´ vτ pyqq ¨∇gpx´ yqdpµτN ´ µ

τ qb2px, yq

ˇ

ˇ

ˇ

ˇ

ˇ

Àd,s Cvτ

˜

|FN px
τ
N , µ

τ q| ` C}µ}L8N
´β

¸

. (5.15) eq:rencombound

where Cvτ :“ }∇vτ }L8 ` }|∇|
d´s

2 vτ }
L

2d
d´s´2

. Using the definition of F t
N , (5.14), (5.15) and Proposi-

tion 5.1 imply that

|FN px
t
N , µ

tq| ´

ż t

0
Cvτ |FN px

τ
N , µ

τ q| dτ ď F t
N ` Cp1` T q}µ}L8N

´β (5.16) eq:modulated-absolute

We note that
}∇uτ }L8 ` }|∇|

d´s
2 uτ }

L
2d

d´s´2
Àd,s }µ}L8 , (5.17)

where we bound the first term using Young’s inequality and that ∇2g is integrable and for the
second we use fourier multipliers. This with our conditions on b imply that

ż T

0
Cvτ dτ :“ C ă 8,

for C depending on d, s, b and µ. Grönwall’s inequality implies that if

sup
tPr0,T s

|FN px
t
N , µ

tq| ´

ż t

0
Cvτ |FN px

τ
N , µ

τ q| dτ ď εe´C ñ sup
tPr0,T s

|FN px
t
N , µ

tq| ď ε

The contrapositive of this with (5.16) imply that

sup
tPr0,T s

|FN px
t
N , µ

tq| ą εñ F t
N ` Cp1` T q}µ}L8N

´β ą εe´C .

Combining this with (5.13) concludes the proposition.

Remark 5.4. Proposition 5.3 actually implies that if FN px
0
N , µ

0q Ñ 0, then

sup
tPr0,T s

FN px
t
N , µ

tq Ñ 0

almost surely. This says a strong pathwise law of large numbers holds for µN with respect to the
modulated energy.

6. Lower bound
sec:lower-bound

We’ll now use the mean-field limit from Section 5 to prove the LDP lower bounds. This proceeds
in three steps.
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1. We show that if µ satisfies the conditions of Proposition 5.3, then

lim
εÑ0

lim inf
NÑ8

1

N
logP

ˆ

sup
tPr0,T s

FN px
t
N , µ

tq ă ε

˙

ě ´
1

4σ

ż T

0

ż

|bt|2 dµt dt.

2. We show that for any µ P A we can construct a sequence µk converging to µ which satisfy
the conditions of Proposition 5.3 with respect to a drift bk so that

lim sup
kÑ8

ż T

0

ż

|btk|
2 dµtk dt ď

ż T

0

ż

|bt|2 dµt dt.

3. We use the first two points to complete the claimed LDP lower bounds.

We begin with the proof of the first point.

prop:lower-bound Proposition 6.1. Suppose that xN solves (1.1) with initial conditions satisfying (1.8) and pµ, bq
solve (4.2) and the conditions of Proposition 5.3 with µ|t“0 “ µ0. Then

lim
εÑ8

lim inf
NÑ8

1

N
logP

ˆ

sup
tPr0,T s

FN px
t
N , µ

tq ă ε

˙

ě ´
1

4σ

ż T

0

ż

Td
|bt|2 dµt dt. (6.1) eq:LB

Proof. We will use the change of measure

dP
dPb

:“ exp

˜

1
?

2σ

N
ÿ

i“1

ż T

0
btpxtiqdw

t
i ´

1

4σ

N
ÿ

i“1

ż T

0
|btpxtiq|

2dt

¸

.

Our conditions on b ensure that bpxtiq satisfy Novikov’s condition, thus we can use the Girsanov
theorem to see that xtN is a solution to (1.22) under Pb [KS98].

Letting AN,ε :“ tsuptPr0,T s FN pxN , µq ă εu we have that

P
ˆ

sup
tPr0,T s

FN px
t
N , µ

tq ă ε

˙

“ Eb
„

1AN,ε
dP
dPb



“ PbpAN,εqEb
„

1AN,ε
PbpAN,εq

dP
dPb



.

Jensen’s inequality thus implies that

1

N
logP

ˆ

sup
tPr0,T s

FN px
t
N , µ

tq ă ε

˙

ě
1

N
logPbpAN,εq `

1

PbpAN,εq
Eb
„

N´1 log
dP
dPb

1AN,ε



. (6.2) eq:jensen

Proposition 5.3 implies that limNÑ8 PbpAN,εq “ 1, thus the first term on the right-hand side of
(6.2) converges to 0, while the denominator in the second term converges to 1. It thus suffices to
show that

lim
εÑ8

lim inf
NÑ8

Eb
„

1

N
log

dP
dPb

1AN,ε



ě ´
1

4σ

ż T

0

ż

|bt|2 dµt dt, (6.3) eq:intermediate-lower-bound

to conclude.
Using the definition of dP

dPb and AN,ε we have that

Eb
„

1

N
log

dP
dPb

1AN,ε



“ Eb
„

1

N
?

2σ

N
ÿ

i“1

ż T

0
btpxtiq ¨ dw

t
i ; sup

tPr0,T s
FN px

t
N , µ

tq ă ε



´ Eb
„

1

4σ

ż T

0

ż

Rd
|btpxq|2 dµN pxq dt ; sup

tPr0,T s
FN px

t
N , µ

tq ă ε



.
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Hölder’s inequality with the Itô isometry imply that

Eb
„

1

N
?

2σ

N
ÿ

i“1

ż T

0
btpxtiq ¨ dw

t
i ; sup

tPr0,T s
F pxtN , µ

tq ă ε



ď
1

?
2Nσ

˜

ż T

0
}bt}2L8pTdq dt

¸1{2

,

the right-hand side of which goes to 0 as N Ñ8. On the other hand

ˇ

ˇ

ˇ

ˇ

ˇ

Eb

«

1

4σ

ż T

0

ż

Rd
|btpxq|2 dµN pxq dt ; sup

tPr0,T s
F pxtN , µ

tq ă ε

ff

´
1

4σ

ż t

0

ż

Td
|bt|2 dµt dt

ˇ

ˇ

ˇ

ˇ

ˇ

ď Eb

«

1

4σ

ż T

0

ˇ

ˇ

ˇ

ˇ

ˇ

ż

Td
|btpxq|2 dpµtN ´ µ

tqpxq

ˇ

ˇ

ˇ

ˇ

ˇ

dt ; sup
tPr0,T s

F pxtN , µ
tq ă ε

ff

` Pb
ˆ

sup
tPr0,T s

F pxtN , µ
tq ě ε

˙

1

4σ

ż t

0

ż

Td
|bt|2 dµt dt.

The second term on the right-hand side above goes to zero as N Ñ8 again using Proposition 5.3.
Using the computation in Remark 2.10

Eb

«

1

4σ

ż T

0

ˇ

ˇ

ˇ

ˇ

ˇ

ż

Td
|btpxq|2dpµtN ´ µ

tqpxq

ˇ

ˇ

ˇ

ˇ

ˇ

dt ; sup
tPr0,T s

F pxtN , µ
tq ă ε

ff

Àd,s
1

4σ

ż T

0

`

}∇|bt|2}L8 ` }|bt|2} 9H
d´s

2 pTdq

˘`

ε` C}µ}L8pTdqN
´β

˘

dt.

Clearly }∇|bt|2}L8 ď }bt}2C1 while the fractional Leibniz rule implies that

}|bt|2}
9H
d´s

2 pTdq
ď }bt}C1pTdq}b

t}
9H
d´s

2 pTdq
.

As 2d
d´2´s ą 2 we can further bound }bt}

9H
d´s

2 pTdq
ď }|∇|

d´s
2 bt}

L
2d

d´2´s
. Using our conditions on b

and taking N Ñ8 and then εÑ8 this proves (6.3), and thus the claimed lower bound.

To expand this lower bound to µ P A we need to approximate by regular measure trajectories
in way that is well behaved with respect to the rate function. To do this, we need a particular
commutator involving µ∇g ˚ µ to disappear. The following functional inequality will help us show
this for measure trajectories in A .

lem:gradcon Lemma 6.2. For any ρ P DpTdq X PpTdq and µ, ν P DpTdq it holds that

ˇ

ˇ

ˇ

ˇ

ˇ

ż

∇g ˚ µ ¨∇g ˚ νdρ

ˇ

ˇ

ˇ

ˇ

ˇ

Às,d p}|∇|
1
2
` s´d

2 ρ}
L

6d
3d´s´1

` 1q}|∇|
1
2
` s´d

2 µ}
L

6d
3d´s´1

}|∇|
1
2
` s´d

2 ν}
L

6d
3d´s´1

. (6.4) eq:cubic-form-bound

Consequently the operator on the right-hand side of (6.4) extends to an operator on tµ P PpTdq :

}|∇|
1
2
` s´d

2 µ}
L

6d
3d´s´1

ă 8u.

Proof. For the sake of convenience, let f “ ∇g ˚ µ and g “ ∇g ˚ ν. First we split

ż

f ¨ gρ “

ż

f ¨ gpρ´ 1q `

ż

f ¨ g
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so that ρ´ 1 has zero mean. Then using Fourier multipliers and Hölder’s inequality

ˇ

ˇ

ˇ

ˇ

ˇ

ż

f ¨ gpρ´ 1q

ˇ

ˇ

ˇ

ˇ

ˇ

ď }|∇|
d´s

2
´ 1

2 pfgq}
L

6d
3d`s`1

}|∇|
1
2
` s´d

2 ρ}
L

6d
3d´s´1

.

The fractional Leibniz rule in turn implies that

}|∇|
d´s

2
´ 1

2 pfgq}
L

6d
3d`s`1

ď }|∇|
d´s

2
´ 1

2 f}
L

6d
3d´s´1

}g}
L

3d
s`1

` }f}
L

3d
s`1
}|∇|

d´s
2
´ 1

2 g}
L

6d
3d´s´1

.

By the definition of f

}|∇|
d´s

2
´ 1

2 f}
L

6d
3d´s´1

«d,s }|∇|
1
2
` s´d

2 µ}
L

6d
3d´s´1

while the Sobolev embedding theorem implies that

}f}
L

3d
s`1

Àd,s }|∇|
1
2
` s´d

2 µ}
L

6d
3d´s´1

.

Using identical arguments for g we find that

ˇ

ˇ

ˇ

ˇ

ˇ

ż

f ¨ gpρ´ 1q

ˇ

ˇ

ˇ

ˇ

ˇ

Àd,s }|∇|
1
2
` s´d

2 ρ}
L

6d
3d´s´1

}|∇|
1
2
` s´d

2 µ}
L

6d
3d´s´1

}|∇|
1
2
` s´d

2 ν}
L

6d
3d´s´1

.

Finally Hölder’s inequality and Sobolev embedding in turn imply that

ż

f ¨ g Às,d }|∇|1`s´dµ}L2}|∇|1`s´dν}L2 Às,d }|∇|
1
2
` s´d

2 µ}
L

6d
3d´s´1

}|∇|
1
2
` s´d

2 ν}
L

6d
3d´s´1

,

where we’ve used that Td has finite measure. This completes the claim.

We will now show that we can approximate measures in A by measures which satisfy the
requirements of Proposition 6.1.

prop:recovery Proposition 6.3. Suppose µ is a solution to (1.22) with Ipµq ă 8 and µ P A . Then there exists
a sequence pµkqkě1 Ă Cpr0, T s,PpTdqq satisfying the following properties:

item:1 1. µk|t“0 “ µ0.

item:2 2. limkÑ8 µk “ µ in Cpr0, T s,PpTdqq.

item:3 3. µk P L
8pr0, T s, L8pTdqq for all k ě 1 and is a weak solution to (1.22) with drift bk satisfying

ż T

0
}btk}

2
C1 ` }|∇|

d´s
2 btk}

2

L
2d

d´2´s
dt ă 8.

item:4 4. Letting b P L2pr0, T s, L2pµtqq so that

ż T

0

ż

|bt|2 dµt dt “

ż T

0
}Btµ

t ´ σ∆µt ´ div pµt∇g ˚ µtq}2´1,µt dt,

it holds that

lim sup
kÑ8

ż T

0

ż

|btk|
2 dµtk dt ď

ż T

0

ż

|bt|2dµt dt.
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Proof. Since Ipµq ă 8, it must be the case that QT pµq ă 8 and there exists b P L2pr0, T s, L2pµtqq
so that pµ, bq are a weak solution to (4.2) and

Ipµq ą
1

4σ

ż T

0

ż

|bt|2 dµt dt.

First we will show that any subsequence of pµεqεą0 satisfies Properties 2-4, and then we will
appropriately modify them to satisfy Property 1.

It is immediate that µε P L
8pr0, T s, L8pTdqq and that µε Ñ µ in Cpr0, T s,PpTdqq as εÑ 0.

On the other hand µε is also a weak solution to

Btµε ´ σ∆µε ´ div pµε∇g ˚ µεq “ ´div pbεµεq,

where

bε :“
pbµqε
µε

`∇g ˚ µε ´
pµ∇g ˚ µqε

µε
.

Vitally, we will use that since µ is a probability measure and Φε is lower bounded on the torus
for all ε ą 0, µtε is uniformly lower bounded. As a consequence pµεq

´1 P L8pr0, T s, CkpTdqq for any
k ě 1.

We note that bµ P L2pr0, T s, TV pTdqq since

ż

Td
φ ¨ btdµt ď

ˆ
ż

|bt|2dµt
˙1{2ˆż

|φt|2dµ

˙1{2

ď

ˆ
ż

|bt|2dµtdt

˙1{2

}φ}C0 .

Combined with the regularity of pµεq
´1 this immediately implies that

ż T

0

›

›

›

›

pbµqε
µε

›

›

›

›

2

C1

`

›

›

›

›

|∇|
d´s

2
pbµqε
µε

›

›

›

›

L
2d

d´2´s

dt ă 8. (6.5) eq:b-mol-bound

The bound (2.4) then implies that µ∇g ˚ µ P L8pr0, T s, CkpTdq1q for any k ą d´s
2 . Again using

the regularity of pµεq
´1 this implies that

ż T

0

›

›

›

›

pµt∇g ˚ µtqε
µε

›

›

›

›

2

C1

`

›

›

›

›

|∇|
d´s

2
pµt∇g ˚ µtqε

µε

›

›

›

›

L
2d

d´2´s

dt ă 8. (6.6) eq:slope-mol-bound

Since ∇g is integrable it is trivial that

ż T

0
}∇g ˚ µε}

2
C1 ` }|∇|

d´s
2 ∇g ˚ µε}

2

L
2d

d´2´s
dt ă 8

thus with (6.5) and (6.6) we indeed have that Property 3 holds.
To show Property 4, since

ż T

0

ż

|btε|
2 dµtε dt “

ż T

0

ˇ

ˇ

ˇ

ˇ

pbtµtqε
µtε

`∇g ˚ µtε ´
pµt∇g ˚ µtqε

µtε

ˇ

ˇ

ˇ

ˇ

2

dµtε dt,

it suffices to show that

ż T

0

ż

Td

ˇ

ˇ

ˇ

ˇ

pbtµtqε
µtε

ˇ

ˇ

ˇ

ˇ

2

dµtε dt ď

ż T

0

ż

Td
|bt|2dµt dt, (6.7) eq:b-jensen
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and

lim sup
εÑ0

ż T

0

ż

Td

ˇ

ˇ

ˇ

ˇ

pµt∇g ˚ µtqε
µtε

´∇g ˚ µtε

ˇ

ˇ

ˇ

ˇ

2

dµtε dt “ 0. (6.8) eq:commutator-vanishes

The inequality (6.7) follows by [AGS08, Lemma 8.1.10 ].
To prove (6.8) we expand out the integral

ż

Td

ˇ

ˇ

ˇ

ˇ

pµt∇g ˚ µtqε
µtε

´∇g ˚ µtε

ˇ

ˇ

ˇ

ˇ

2

µtε

“

ż

ˇ

ˇ

ˇ

ˇ

pµt∇g ˚ µtqε
µtε

ˇ

ˇ

ˇ

ˇ

2

µtε ´ 2

ż

pµt∇g ˚ µtqε ¨∇g ˚ µε `

ż

|∇g ˚ µtε|
2dµtε. (6.9) eq:square-expansion

Since µ P A , for almost every t P r0, T s,

}|∇|
1
2
` s´d

2 µ}
L

6d
3d´s´1

ă 8.

For such t, for fixed ε ą 0 since µδ∇g ˚ µδ converges to µ∇g ˚ µ in distribution,

lim
δÑ8

pµtδ∇g ˚ µtδqε “ pµ
t∇g ˚ µqε

pointwise. The dominated convergence theorem thus implies that

ż

ˇ

ˇ

ˇ

ˇ

pµt∇g ˚ µtqε
µtε

ˇ

ˇ

ˇ

ˇ

2

µtε “ lim
δÑ0

ż

ˇ

ˇ

ˇ

ˇ

pµtδ∇g ˚ µtδqε
pµδqtε

ˇ

ˇ

ˇ

ˇ

2

pµδq
t
ε.

Lemma 8.1.10 in [AGS08] and Lemma 6.2 imply that

ż

ˇ

ˇ

ˇ

ˇ

pµtδ∇g ˚ µtδqε
pµδqtε

ˇ

ˇ

ˇ

ˇ

2

µtε ď lim
δÑ8

ż

|∇g ˚ µtδ|
2µtδ “

ż

|∇g ˚ µt|2dµt Àd,s 1` }|∇|
1
2
` s´d

2 µ}3
L

6d
3d´s´1

.

Lemma 6.2 also implies that

lim
εÑ8

ż

pµ∇g ˚ µtqε ¨∇g ˚ µtε “

ż

|∇g ˚ µt|2 dµt and lim
εÑ8

ż

|∇g ˚ µtε|
2µtε “

ż

|∇g ˚ µt|2 dµt.

Using that mollification is contractive it also holds that
ˇ

ˇ

ˇ

ˇ

ż

pµ∇g ˚ µtqε ¨∇g ˚ µtε

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ż

µ∇g ˚ µt ¨∇g ˚ pµεq
t
ε

ˇ

ˇ

ˇ

ˇ

Àd,s 1` }|∇|
1
2
` s´d

2 µ}3
L

6d
3d´s´1

.

and
ˇ

ˇ

ˇ

ˇ

ż

|∇g ˚ µtε|
2µtε

ˇ

ˇ

ˇ

ˇ

Àd,s 1` }|∇|
1
2
` s´d

2 µ}3
L

6d
3d´s´1

.

Altogether, we have shown that (6.9) converges to 0 almost surely in t, and is bounded above by a
constant times

1` }|∇|
1
2
` s´d

2 µ}3
L

6d
3d´s´1

.

Since µ P A , the dominated convergence theorem thus implies that (6.8) holds, and in turn µε
satisfy Property 3.

All that remains is to modify the mollifications µε to have the proper initial conditions. Ac-
cordingly we define

rµε :“

#

µ0 ˚ Φσt 0 ď t ď ε,

µt´ε ˚ Φσε ε ă t ď T.
(6.10) eq:approximation-definition
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Since µ0 P L
8, µε P L

8pr0, T s, L8pTdqq. As well, since pµ0qε Ñ µ0 in PpTdq and µε Ñ µ in
Cpr0, T s,PpTdqq, it also holds that rµε Ñ µ in Cpr0, T s,PpTdqq. Thus prµεqεą0 satisfy Properties 1
and 2.

It is easy to verify that rµε is a weak solution to

Btrµε ´ σ∆rµε ´ div pp∇g ˚ rµεqrµεq “ ´div prbεrµεq

where now

rbε “

#

∇g ˚ pµ0qε 0 ă t ă ε,

bt´εε ε ă t ă T,

for bε as defined for µε. Since µ0 P L
8 it is clear that Property 3 holds as well.

To show rµε satisfy Property 4, it suffices to note that

lim
εÑ8

ż ε

0
|∇g ˚ pµ0qt|

2pµ0qt dt “ 0,

which again holds due to the regularity of µ0.

sobolev-space-approximations Corollary 6.4. Suppose µ P L8pr0, T s, L8pTdqq so that pµ ´ 1q P C T and Ipµq ă 8. Then there
exists a sequence µk satisfying properties 1, 3, and 4 in Proposition 6.3 so that pµk ´ µq Ñ 0 in
C T , and µk is uniformly bounded in L8pr0, T s, L8pTdqq.

Proof. It is easy to verify that if µ P L8pr0, T s, L8pTdqq, then µ P A . We can thus use the
construction in Proposition 6.3 to find that rµε as defined in (6.10) satisfy properties 1, 3, and 4. As
it is immediate that rµε are uniformly bounded in L8pr0, T s, L8pTdqq, we only need to show that
rµε ´ µ converges to zero in C T .

First we note that µε´µ converges to 0 in C T . This follows by the Arzelã-Ascoli theorem since

pµε ´ µq converges to 0 pointwise in time in 9H
s´d

2
0 , while

}µtε ´ µ
s
ε} 9H

s´d
2
ď }µt ´ µs}

9H
s´d

2
,

thus tµε ´ 1uεą0 is a uniformly continuous family.

Since limεÑ0pµ0qε ´ µ0 “ 0 in 9H
s´d

2
0 pTdq, and µ ´ 1 P C T , it immediately follows that rµε ´ µ

converges to 0 as well.

We’ll now prove the LDP lower bound in Theorem 1.1.

Proof of (1.10). It suffices to prove that if µ P A and Ipµq ă 8, then for all ε ą 0

lim inf
NÑ8

1

N
logPpµN P Bεpµqq ě ´Ipµq.

Since µ satisfies the conditions of Proposition 6.3, there exists a sequence pµkqkě1 satisfying Prop-
erties 1-4 with drifts bk.

For all k sufficiently large that B ε
2
pµkq Ă Bεpµq, the argument in Proposition 4.5 implies that

for all sufficiently small ε1

!

sup
tPr0,T s

FN px
t
N , µ

tq ă ε1
)

Ă

!

µN P B ε
2
pµkq

)

,
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thus

P
`

µN P Bεpµq
˘

ě PpµN P B ε
2
pµkqq ě P

ˆ

sup
tPr0,T s

FN px
t
N , µ

tq ă ε1
˙

.

Proposition 6.1 then implies that

lim inf
NÑ8

1

N
logP

`

µN P Bεpµq
˘

ě lim
ε1Ñ0

lim inf
NÑ8

1

N
logP

ˆ

sup
tPr0,T s

FN px
t
N , µ

tq ă ε1
˙

ě ´
1

4σ

ż T

0

ż

|btk|
2 dµk dt.

Since

lim sup
kÑ8

1

4σ

ż T

0

ż

|btk|
2 dµk dt ď

1

4σ

ż T

0

ż

|bt|2 dµ dt ď Ipµq,

we immediately find that

lim inf
NÑ8

1

N
logP

`

µN P Bεpµq
˘

ě ´Ipµq

as desired.
To prove the full lower LDP bound when s “ 0, it suffices to prove that tQT pµq ă 8u Ă A .

The Gagliardo-Nirenberg-Sobolev inequality implies that

}|∇|
1
2
´ d

2µ}
L

6d
3d´1

ď }|∇|´
d
2µ}

1{3
L2 }|∇|1´

d
2µ}

2{3
L2 ,

namely
ż T

0
}|∇|

1
2
´ d

2µ}2
L

6d
3d´1

dt ď sup
tPr0,T s

}µt}
9H´

d
2

ż T

0
}µt}2

H1´ d2
dt.

The right-hand is finite when QT pµq ă 8, therefore µ P A .

As an immediate corollary, when µ P A we can compare QT pµq with
ż T

0
}Btµ

t ´ σ∆µt ´ div pµt∇gpµtqq}2´1,µt dt.

Corollary 6.5. If µ P A and Ipµq ă 8, then

QT pµq ´ Epµq ď
ż T

0
}Btµ

t ´ σ∆µt ´ div pµt∇gpµtqq}2´1,µt dt.

Proof. The upper bound (1.9) and the computation used to prove the lower bound (1.10) together
imply that

´
1

4σ

ż T

0

ż

|bt|2 dµt dt ď lim
εÑ0

lim inf
NÑ8

1

N
logP

`

µN P Bεpµq
˘

ď lim
εÑ0

lim sup
NÑ8

1

N
logP

`

µN P Bεpµq
˘

ď ´
1

4σ
pQT pµq ´ Epµ0qq,

thus since
ż T

0

ż

|bt|2 dµt “

ż T

0
}Btµ

t ´ σ∆µt ´ div pµt∇gpµtqq}2´1,µt dt,

this says that

QT pµq ´ Epµ0q ď

ż T

0
}Btµ

t ´ σ∆µt ´ div pµt∇gpµtqq}2´1,µt dt,

as claimed.
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We will now prove Theorem 1.3 which follows very similarly to as above.

Proof of Theorem 1.3. Due to Proposition 4.5, it suffices to prove that if pµ´1q P C T and Ipµq ă 8,
then for all ε ą 0

lim inf
NÑ8

1

N
logP

ˆ

sup
tPr0,T s

FN px
t
N , µ

tq ă ε

˙

ě ´Ipµq.

Using Corollary 6.4 we have that there exists a sequence µk Ñ µ satisfying properties 1, 2,
and 4 so that µk ´ µ converges to 0 in C T .

First we’ll show that for every ε ą 0, there exists ε1 ą 0 so that for all sufficiently large k and
N

"

sup
tPr0,T s

FN px
t
N , µ

t
kq ă ε1

*

Ă

"

sup
tPr0,T s

FN px
t
N , µ

tq ă ε

*

.

This follows by Corollary 2.9 and Proposition 2.13 since

FN px
t
N , µ

tq Àd,s }µ
t
N,~r ´ µ

t} ` }µ}L8N
´β

À }µtN,~r ´ µ
t
k} ` }µ

t ´ µtk} ` }µ}L8N
´β

Àd,s FN px
t
N , µ

t
kq ` }µ

t ´ µtk} 9H
s´d

2
` p}µt}L8 ` C}µ

t
k}L8qN

´β.

We thus find for every ε ą 0 that

lim inf
NÑ8

1

N
logP

´

sup
tPr0,T s

FN px
t
N , µ

tq ă ε
¯

ě lim inf
kÑ8

lim
ε1Ñ0

lim inf
NÑ8

P
´

sup
tPr0,T s

FN px
t
N , µ

t
kq ă ε1

¯

ě ´
1

4σ

ż T

0

ż

|bt|2 dµt dt

ě ´Ipµq,

and conclude.
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