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Assignment V: Monte Carlo Methods
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A total of 50 points is possible for the purpose of grading, but you can get up to 10 more points in extra
credit.

1 [50pts + 10 extra credit] Monte Carlo in One Dimension

We consider here Monte Carlo calculations based on the one-dimensional probability density function

f(t) =te .

The mean of this distribution is 2 and the variance is also 2.

Recall from the lecture notes that sampling from the exponential distribution fz(t) = Ae™*! is simple
to do using the inversion method. For this homework, you will need to implement a routine for sampling
random numbers from the distribution fg(t), for a given \.

1.1 [15pts| Histogram validation

[10pts] Write a MATLAB function that makes a histogram of a probability distribution f(x) by generating
a large number (n) of i.i.d. samples and counting how many (n;) of them fell in a bin i of width Az
centered at z;,

~

This function should take as arguments the sampler of f(z), the number of bins used in the histogram, the
number of random samples, and the interval [Zyin, Tmax] Over which the histogram is computed.

Hint: This is best done by having one of the arguments of the historgram routine be a sampler of f(x),
which means a function handle for a function that returns a random number sampled from f(x), rather
than trying to pass f(x) itself. Test your function by passing it one of the built-in samplers, for example,
choose f(x) to be the standard Gaussian distribution, i.e., sampler = Q() randn().

In addition to just computing the empirical (numerical) distribution f(z) ~ f(x), return also estimates
of the uncertainty in the answer, i.e., the uncertainty in the height of each bin in the historgram.
[Hint: Following the lecture notes, the variance o2 (n;) of the number of samples that end up in a given
bin, is o2 (n;) ~ n,;. Since you do not know the mean you can approzimate it as n; ~ n;.]

[5pts] Test your routine for sampling the exponential distribution fg (set A = 1, for example) by
comparing the empirical histogram to the theoretical distribution function. [Hint: The MATLAB function
errorbar makes plots with error bars.|

1.2 [10pts| Simple sampler

[7.5pts| It turns out that one can generate a sample from f(t) by simply adding two independent random
variables, each of which is exponentially-distributed with density e ‘. Implement a random sampler using
this trick and generate 10? i.i.d. samples from f(¢), and verify that the empirical mean and variance are in
agreement with the theoretical values. For the mean, report an error bar and make sure the empirical result
is inside a reasonable confidence interval (e.g., two standard deviations away) around the theory.

[Hint: To verify that your code gives the right answer, it is a good idea to test it on some known
distribution, for example, the uniform or normal distributions, for which MATLAB has built-in samplers.]

[2.5 pts] Validate your sampler by using the histogram routine from part 1.1, using 10° samples and 100

bins in the interval 0 < ¢ < 10. .



1.3 [25pts + 10pts extra credit] Monte Carlo Integration

Implement a Monte Carlo procedure for computing the value of the integral

J:/ t2etdt = 2.
t

=0

For this, you will need to use random samples from some importance function g(¢). Try the following
importance functions:

1. The simple exponential distribution g(t) = e™".
2. The distribution function g(t) = te~*, which you can sample using the method developed in part 1.2 or 1.3.

[15pts, 7.5pts for each importance function] For each importance function, report the 95% (two standard
deviations) confidence intervals for the value of the integral using N = 102,103, 10% and 10 samples, based
on empirically measuring the variance. [Hint: The theoretical answer J = 2 should be inside this interval
most of the time.]

[10pts] Compare the empirical estimates of the variance to the theoretical prediction for the variance of
the Monte Carlo estimator given in class. Hint:

/ (t* — 2)%e~'dt = 20.
t

=0

[10pts extra credit] If you use the exponential distribution g(t) = Ae™* as an importance function, it
may be possible to further reduce the variance by choosing A # 1. Can you find the A that minimizes the
variance? [Hint: You can do this empirically or analytically, but note that the analytical calculation is not
trivial.|



