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The Microscopic Dynamics

The scope of these notes has some restrictions. In particular, we will consider only isolated systems.
We will assume also that at the most microscopic level the system can be well described by classical
mechanics or, to be more specific, by Hamilton’s equations. No reference to quantum mechanics will
be made. Another crucial assumption is that the Hamiltonian dynamics of the system has a well-
defined equilibrium state that is reached by the system as the time proceeds. The assumption of isolated
system implies that we will look at the relazational dynamics of the system towards its equilibrium state.
This might seem a strong restriction from an experimental point of view. Experiments often deal with
situations in which a system is subject to the action of “external influences”, usually through the boundary
of the system. Nevertheless, the theory for isolated systems already provides the basic model equations
to which boundary conditions can be applied in a latter stage.

1.1 Classical Mechanics

We will deal with macroscopic systems that can be appropriately described with Classical Mechanics.
Classical Mechanics is a theory of point particles with definite positions r; and velocities v; that interact
through forces. We will often idealize and refer to atoms and even molecules as point particles, even
though they may be composite objects. The functional forms of the forces between the point particles is
known only in an approximate way, and model force fields are usually required and adopted. In principle,
these forces fields should be derived from the quantum mechanical origin of the atoms or molecules that
are represented at a classical level with point particles. The formulation of accurate force fields is a vast
subject in itself of great current interest.

1.2 Hamilton’s equations

There are many different formulations of the laws of Classical Mechanics which are all equivalent to the
original formulation set forth by Newton. Newton’s Laws give rise to equations of motion for the positions
of classical objects that are diferential equations of second order. Their solution requires the knowlegde
of the initial conditions given by the positions and velocities in order to predict the future evolution of the
system. As stressed originaly by Gibbs, the Hamiltonian description of Classical Mechanics is particularly
suited to the formulation of Statistical Mechanics because one of the distinguishing features of Hamilton’s
equations is that they are first order differential equations. In Hamilton’s formulation, the microscopic
state z = {q;, p;} of a system of N point particles is given by the collection of all q; and momenta p; of
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the particles. The microscopic state of the system evolves according to Hamilton’s equations

= (1.1)
bi = G (o) (1.2

where #(z) is the Hamiltonian function assumed to be explicitly independent of time. Typically the
Hamiltonian has the form

+U(ry, - rn) + Y V(r) (1.3)

i=1

H(z) = Z 27;1
1=1

where the first sum is the kinetic energy of the sytem, the potential of interaction between particles
is U(ry, -+ ,ry) and V(r) is a time-independent external potential. We will always assume that the
Hamiltonian is a bounded function from below. Because we can choose an arbitrary constant for the
potential function without changing the dynamics, we will assume that H(z) > 0 for all microstates z.
The condition of bounded Hamiltonian is a requisite for the existence of a proper equilibrium state. One
important case for which this condition is not satisfied is when the system interacts with a gravitational
potential. In this case there are microstates for which the energy is arbitrarily negative (as when two
massive point particles keep approaching and decreasing without bound its potential energy). A collection
of self-gravitating point objects does not have a well-defined equilibrium state.

Hamilton’s equations are first order differential equations that require the knowledge of an initial
condition zp = {q;(0),p;(0)}. The ulterior evolution of the microstate z; is a trajectory in the 6N
dimensional space of all microscopic states z known as the phase space I' of the system. In fact, the
trajectory is restricted to live in a submanifold of the full phase space, because of the existence of
dynamic invariants. A dynamical invariant Z(z) is any dynamical function that does not change in
time, this is,

d

dtI(Z(t)) =0. (1.4)
The trajectory z(t) is, therefore, restricted to be in the submanifold Z(z) = Iy where Iy = Z(zo) is the
value of the dynamical invariants at the initial time. The dynamical invariants emerge as the result of
symmetries of the Hamiltonian. According to a fundamental theorem due to Emmy Noether, to every
symmetry of the Hamiltonian there is conserved property. Invariance under time translation ensures
that the Hamiltonian itself is a conserved quantity. Invariance under space traslations ensure that total
momentum is conserved, while rotation invariance ensure that angular momentum is conserved. A time
independent Hamiltonian like (1.3) conserves energy. If there is no external potential and the interac-
tion potential depends only on the relative distances between particles, then total linear and angular
momentum will also be conserved. For typical Hamiltonian systems describing molecular systems, the
trajectories in phase space display the phenomenon of chaos. This term refers to the property that if
we start with initial conditions that are very similar, the trajectories starting at these initial conditions
separate from each other exponentially in time. Therefore, while Hamilton’s equations are deterministic,
in practice its predictive power is rather limited because any small uncertainty in initial conditions readily
explodes and renders the prediction very inaccurate. Although this seems to be an unfortunate feature, it
is in fact what makes the statistical methods applicable and what, in the last instance, makes Statistical
Mechanics a predictive theory.

Hamilton’s equations may be writen in compact form
oH

,ét == JOE(Zt) (15)
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Jo is the so called symplectic matrix having a block diagonal matrix form with the blocks given by

< o > (1.6)

We may write also Hamilton’s equations in the form
=1Lz (1.7)

where iL is the Liouville operator that has the explicit form

N
_— OH 0 oM 9N\  OH D
=2 (5o~ armc) = 35 4o

The Liouville operator acting on an arbitrary function F(z) can be expressed in terms of the Poisson
bracket,

iLF(z) = —{H,F} (1.9)
where the Poisson bracket of two arbitrary functions F(z), G(z) is

_OF 0G  OF 8G
=50 op, " api0a, )

Given an initial microstate z, the solution of Hamilton’s equations can be denoted by

where T} is a one-parameter operator acting on the initial condition z. This operator satisfies T, = 1 and
TyTy = Tyye. A formal expression for this operator can be obtained in terms of the Liouville operator.
Indeed, the formal solution of (1.7) is

2z = exp{iLt}z (1.12)
where the exponential operator is defined formally through the Taylor series

1
2!

1

exp{ilt} =1+ ilLt + i

(iLt)* + = (iLt)® +-- - . (1.13)
Note that by substitution of (1.13) into (1.12) we recover the usual Taylor series of z(t) = z; around
z(0) = z. Any function in phase space X (z) acquires a time dependence once evaluated on the time
dependent microstate, this is X (7;z). Phase functions evolve because the microstates evolve in time.
The time derivative of this function is

d 0X d 0X OH

This differential equation has as formal solution

X(Tiz) = exp{iLt} X (2) (1.15)
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Time reversibility

Hamilton’s equations are time reversible equations. In order to grasp the meaning of this statement, it
is convenient to introduce the time reversal operator defined as the operator e that takes a microstate
z = {r;,p;} and produces the microstate ez = {r;, —p;}, i.e. it reverses the sign of the momentum.
Obviously €? is the identity operator. With this operator, it is straighforward to observe the following
property of the Lioville operator

‘ P P
_ OH(z) 0  OH(z) O ti m; m; .
1Lez = Z [ — = = —€ = —eilz (1.16)
P 8[)1' 81‘1' 81‘1' 8pi —p; *Fi Fi

This is, the time reversal operator and the Liouville operator anticommute when applied to microstates
iLez = —€iLz (1.17)

This is a reflection of the fact that the symplectic matrix Jy and the time reversal matrix e anticommute,
this is

o
[
—
o
\
—_

Joe=| . e o =eh 1y

This property has the following consequence on the evolution operator applied to an initial condition z,
exp{iLt}z,

cexplill} =e [1 +ilt + %z‘Lz‘Lt2 + - } z= [16 —iLet — %iLeiLtQ 4]z
= [16 — iLet + %iLiLetQ + .. } 5
=exp{—iLt}ez (1.19)
Changing the notation to T; = exp{iLt} we have
€liz =T ez (1.20)
or, equivalently,
TieTiz = ez (1.21)

In words, this equation expresses the fact that if we take a microstate z and let it evolve according with
Hamilton’s equations to get T;z, and then we reverse the velocities of the evolved microstate eT;z, and
then we evolve the resulting microstate for a time ¢, to get TietT;z, we end up with the initial microstate
with the velocities reversed ez.
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1.3 Liouville’s theorem

Hamilton’s equation are first order diferential equations that provide the deterministic evolution of the
system provided that the initial condition z is given. However, it is in general impossible to know the
precise value of the initial values of the positions and momenta of all the particles in our system. Usually,
a system is prepared under identical macroscopic conditions that do not allow to fix the value of the
positions and momenta of every single particle in the system. A collection of identical systems prepared
in identical manner at the initial time will have, in general, different initial microscopic states. For this
reason the best we can do is to express our knowledge about the initial microstate of the system in
probabilistic terms by introducing a probability density po(z) that the system has the microstate z as
initial condition. The probability distribution in phase space is usually referred to as an ensemble. Even
though the evolution of z; is deterministic, the uncertainty about initial conditions renders the evolution
in phase space a stochastic process. The probability distribution function at a subsequent time is denoted
by p:(z) and it obeys the Liouville equation which we will derive below for completeness. This equation
is just an expression of a very important property of the solution of Hamilton’s equation which is the
conservation of volume in phase space.

We may think of (1.11) as a coordinate transformation from z to z;. The Jacobian of this coordinate
transformation is, by definition, the following determinant

T (z0) = det (J4(20)) (1.22)
where the Jacobian matrix is
0zt(20)
= 1.2
Ji(20) 0 (1.23)

The time derivative of the Jacobian can be computed by using the identity
Ji(z0) = det (J¢(20)) = exp{Tr[lnJ;(20)]} (1.24)

where the logarithm of the Jacobian matrix is defined in terms of the Taylor series of the logarithm.
One way to prove the above identity is by diagonalizing the Jacobian matrix with an orthogonal matrix.
Because the determinant and trace operations are invariant under such a transformation, we find that

exp{Tr[lnJ:(20)]} = exp {Zln /\k} = H)\k (1.25)
k k

where \j; are the eigenvalues of J. The last identity is just the determinant of the Jacobian matrix. If
we now take the time derivative of the Jacobian, we obtain

S z0) = exp{Telln Iy o)} T T )]}
= eXp{TI‘[lIlJt(Zo)]}TI‘ [(%Jt(20)> Jt_l(ZO):|
= %(Zo)TI‘ [(%Jt(20)> Jtl(ZO):| (1.26)
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Consider the time derivative of the Jacobian matrix

d _dO0x(xn) 0 d
EJt (ZO) B dt 820 N 820 dtZt(ZO)
o . OH
a_zOJOE(Zt(ZO))
0*H 0z¢(z0)

= Jom (2¢(20)) D20
2

== JOm(Zt(Zo))Jt(Zo) (1.27)

Therefore, by inserting this result into (1.28) we obtain

GR0) = T T I G| =0 (1.25)

Because the Jacobian is constant and at ¢ = 0 it takes the value 1, then it will always be equal to 1.
This result is a special case of the theorem of the integral invariants of Poincaré [?]). The fact that the
Jacobian of the evolution is always equal to one has an important consequence on the evolution of the
probability density in phase space, as we now show.

Let M be a region of not vanishing measure of I' and 73 M the region resulting from the evolution of
each point of M according to Hamilton’s equations. It is obvious that the probability that the system is
in the region M at t = 0 is identical to the probability of being at T3 M at ¢ = t. For this reason,

/M po(z)dz = /TtM pe(2)dz. (1.29)

By performing the change of variables z/ = T_;z (with unit Jacobian) the integral in the left hand side
becomes

/T ey = /M po(Th2)dz. (1.30)

This is true for any region M and, therefore, the integrand of the right hand side of (1.29) and the left
hand side of (1.30) should be equal, i.e.

po(2) = p(Tiz), (1.31)
or, by a simple change of variables,
pi(2) = po(T-i2). (1.32)

This is the way the density in phase space evolves in time. It simply says that the probability density of
microstate z at time ¢ is the same as the one that had the initial condition of z at the initial time. We
may of course find a differential equation for the probability density by just taking the time derivative

on both sides of (1.32). This gives

d d
Ept(th) = Epo(z) =0. (1.33)

that, again, expresses the fact that as we move with the flow in phase space, the probability density
does not change. Further application of the chain rule leads to the Liouville equation for the probability
density in phase space,

9p(z,t) = —iLp(z, 1), (1.34)

where we have used the notation 0; = % to denote the partial derivative with respect to time. It is
obvious, by construction, that the formal solution of the Liouville equation (1.34) is given by (1.32).
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An alternative derivation of the Liouville equation starts from the realization that the flow in phase
space is incompressible. In order to prove this, note that from Hamilton’s equations (1.2) we may define
the flow velocity in phase space as

v(z) = JO%(Z) (1.35)

Therefore, by taking the divergence of this velocity field we obtain

0 0*H
gv(z) = JO_@Z@Z (2)=0 (1.36)

The zero comes from the fact that we are contracting a fully antisymmetric matrix Jy with a fully
symmetric one, the Hessian of the Hamiltonian. Eq. (1.36 tells us that the flow velocity has null divergence
in phase space. This is another reflection of the fact that the flow in phase space is incompressible, or that
volumes are conserved by the Hamiltonian dynamics. As any other probability density, the probability
in phase space satisfies a continuity equation that reflects the fact that probability is locally conserved.
The continuity equation is

0pu(2) =~ w(2)pi(2) (1.37)

By using the incompressibility condition (1.36), we obtain again the Liouville equation (1.34).

1.4 Equilibrium at the microscopic level

Let us consider now the final state predicted by the Liouville equation. A basic mathematical question is
under which conditions the Liouville equation (1.34), which is a first order partial differential equation,
leads to a stationary solution with d:p(z,t) = 0. That this is not generally the case can be seen by
considering an initial distribution of the form p(z,0) = §(z—zo) that expreses that we know with certainty
that the initial state is zp. In this case, we know that the solution is given by p(z,t) = §(T3z0 — z), this is,
the distribution function remains peaked at the solution of Hamilton’s equations. There is no broadening
of the distribution function and the system does not reach a stationary state. However, if the dynamics
generated by the Hamiltonian is highly unstable (i.e. chaotic), we may expect that any non-delta initial
distribution will evolve with a sort of broadening. To be more specific, if the dynamics of the system is
of the mizing type, then the system reaches an effective stationary microscopic probability that it is a
function of the microstate only through the dynamical invariants of the system [?]. Usually, the proof
that a given system is of the mixing type is difficult but we will assume that our system is of the mixing
type and has, therefore, a tendency to reach a well defined equilibrium state.

Any distribution function p(z) which is a function g(Z(z)) will be, therefore, a stationary solution of
the Liouville equation and, as stated, we will assume that any stationary solution is of this type. This
stationary distribution is called the equilibrium ensemble p®%(z). Therefore,

Jlim p(z, 1) = p*(2) = 9(Z(2))- (1.38)

Let us investigate the meaning of the function g(I) by considering the probability distribution P¢4(I) of
dynamical invariants at equilibrium. By definition,

Pe(I) = /dzpeq(2)5(1(2)*f) :/dzg(I(Z)ﬁ(I(Z)*I) = g(D)Q*(I), (1.39)

where we have introduced the measure Q°Y(I) of the region of phase space compatible with a given set
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of dynamical invariants
Q°UT) = /dz&(I(z) —1I). (1.40)
Equation (1.39) allows to identify g(I) and (1.38) becomes

_ PH(I(2)

peq(Z) = W. (141)

Therefore, the equilibrium ensemble is fully determined by the probability distribution of dynamical
invariants at equilibrium.

It is obvious that the distribution of dynamical invariants at any time is itself invariant. The proba-
bility density of finding a value I of the dynamical invariants Z(z) is given by

P(I,t) = / dzpr(2)8(Z(2) — T) (1.42)

The time derivative of this probability is

OP(I,1) = / d=(—iL)py(2)8(T(2) — ) = / dzpr(2)iLO(T(z) — I) = 0 (1.43)

Therefore, the probability of dynamical invariants is itself an invariant. As a consequence the equilibrium
distribution of dinamical invariants is just the same as the initial distribution of dynamical invariants
Pei(I) = P(I,0). We will denote Py(I) = P(I,t) and then the equilibrium ensemble is just

H(Z(2))
“Uz) = 1.44
PR =g 70 (1.44)
where we have introduced py with dimensions of (action)™" in order to have
Oo(I) = po/dzé(I(z) -1 (1.45)

with the same physical dimensions as Py(I). The equilibrium ensemble p©9(z) is fully determined once the
initial distribution Py(I) of dynamical invariants is known at the initial time. Eq. (1.44) is a fundamental
result of equilibrium Statistical Mechanics. The intuitive meaning of (1.44) is very sugestive. Qo(I) is
the measure of the submanifold of microstates corresponding to the invariants I and we may think
that it is proportional to “the number” of microstates that have a value I for the dynamic invariants.
Therefore, the probability density p®d(z) of a given microstate z is the “probability Py(Z(z)) of being in
the submanifold Z(z) = I divided by the number of microstates of that submanifold”. We could say, then,
that at equilibrium “all microstates with the same value of Z(z) are equiprobable”. Of course, this is more
of a mnemotechincal rule for (1.44) than a rigorous statement because, being a continuum submanifold,
the “number of microstates” satisfying Z(z) = I is infinite.

The reference value p%

The function Q(E) gives the overall measure of the submanifold #(z) = E in phase space. This subman-
ifold is usually termed the energy shell. The function Q(F) is usually termed the structure function [?]
and contains all the macroscopic thermodynamic information about the system [?]. Equations of state,
in particular, are derived from this function. It is also well-known that in order to have results that
agree with corresponding results obtained directly from Quantum Mechanics, the appropriate value for



1.5 The single, all encompassing problem of Non-FEquilibrium Statistical Mechanics 17

p% should be taken as

1

P = AN NI (1.46)
Planck’s constant h gives the appropriate dimensions whereas the factor N!is due to the indistinguisha-
bility of the particles [?] and it is known as the correct Boltzmann counting. As it will be seen for the
ideal gas latter, it ensures the extensivity of the macroscopic entropy. Of course, if we have a mixture
of particles that can be distinguished by some property (for example, they have different mass), then
the factorial coefficient changes accordingly to account for the different equivalent ways of ordering the
particles.

1.5 The single, all encompassing problem of Non-Equilibrium
Statistical Mechanics

Non-Equilibrium Statistical Mechanics is based on the fundamental presuposition that all macroscopic
processes can be ultimately understood in terms of the classical laws of motion of isolated systems. So
far, we have seen how an isolated classical system made of particles is governed at the microscopic level
by Hamilton’s equations with a time-independent Hamiltonian and how any initial distribution over the
phase space will evolve towards the equilibrium ensemble. This means that we restrict ourselves to
study the evolution towards the equilibrium state of an initial distribution which is not the stationary
solution of the Liouville equation corresponding to the Hamiltonian of the system. Our limitation on
isolated systems that decay to equilibrium precludes, aparently, the possibility to study non-equilibrium
stationary states that are mantained with “external couplings”. These experimental situations, however,
do fit into the framework of an “isolated decaying system” whenever we consider the system under study
in contact with reservoirs, in such a way that the composed system of system-reservoirs is isolated. In
this view, a stationary state is just an extremely long-lived decay towards the global equilibrium of the
system+reservoir, where the time scale towards equilibrium is dictated by the size of the reservoir.

Therefore, the basic process that we study is how an arbitrary initial ensemble decays towards the
equilibrium ensemble

polz) — p°(2) (1.47)

A system left to evolve will reach the equilibrium state corresponding to the Hamiltonian of the system.
Because no matter how an isolated system is prepared! it will go towards the same equilibrium state, the
equilibration of a system is a particularly simple way to prepare and control the initial state of a system
in the preparation phase of an experiment. Therefore, we assume that the initial ensemble py(z) is the
equilibrium state of certain Hamiltonian Hy. At ¢t = 0 some parameter of the Hamiltonian changes and
transforms the original Hamiltonian H( into another Hamiltonian H;. The ensemble pg is no longer the
equilibrium ensemble of H; and it will evolve according to the dynamics generated by H; until it reaches
the equilibrium state of Hj.

Callen in his magnificent book “Thermodynamics” states in a crystalline sentence which is, perhaps,
the essential tenet of the book: “The single, all encompassing problem of thermodynamics is the determi-
nation of the equilibrium state that eventually results after the removal of internal constraints in a closed,
composite system”. If we think about this problem in microscopic terms, the removal of an internal con-
straint can always be described at a molecular level as a change of the Hamiltonian of the system and,
therefore, is a process of the form described in the previous paragraph. For this reason, we may state
that the fundamental problem of Thermodynamics is, indeed the very same problem of Non-Equilibrium

LProvided the distribution of dynamic invariants is the same in all preparations!
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Statistical Mechanics, except that in the latter case not only the final equilibrium state is seeked for, but
the richer question of how this state is reached in time is answered.



2

The Mesoscopic Dynamics

2.1 Levels of description

The theory of coarse-graining is a formalization of the process of representing a given system with less
information than that captured by the actual microstate of the system. One and the same system
may be described at different levels of description depending on the amount of information which
one retains macroscopically. The different levels of description of a system are characterized by the
dynamical invariants of the system Z(z) and a set of phase functions A(z) which are not dynamical
invariants. The phase functions A(z) that characterize a given level of description will be referred to
as relevant variables but they have received in the past a number of different names. Macrostates,
macroscopic variables, gross variables, collective variables, coarse-grained variables, reaction coordinates,
order parameters, internal variables, structural variables, etc. are all synonyms for relevant variables.
With the symbol A(z) we denote a collection of phase functions each one labeled with a discrete index
like in, for example, A(z) = {A,(2),u=1,---,M}.

The identification of the relevant variables A(z) is an art of the theory of coarse-graining and a crucial
element in order to describe macroscopically a system with many degrees of freedom. As we have stressed
in the previous chapter, we are concerned with the transition (1.47) from an initial ensemble towards the
equilibrium ensemble. Usually, this happens in a way that it is possible to identify collective motions and
patterns that emerge in the course of the relaxation towards equilibrium. When we stop stirring our cup
of coffe, which at its most microscopic level is made of colliding atoms, vortices are clearly visible that
suggest that the relaxation happens following “paths” in the phase space. These paths are characterized
by phase functions whose values evolve in time much slowly than other phase functions. We will see that
from a practical point of view only when there is a clear separation of time scales between the selected
relevant variables and the correlations of their time rate of change, it is possible to have simple dynamic
equations for the relevant variables. When this happens we have that the relevant variables “forget” their
past rapidly and their future is essentially determined by their present values. In these cases, we say that
the description is Markovian. The general strategy when there is no such a separation of time scales is
to look for additional variables that also evolve in comparable time scales as the ones that we believe are
the slow variables. By enlarging the set of relevant variables, we hope that the resulting description may
be Markovian.

There are few guiding principles for the selection of relevant variables. Whenenever we have conserved
or quasiconserved variables, we expect that they will need to be included in the description. Therefore,
we will always include in the set of relevant variables the dynamic invariants of the system. In particular,
the Hamiltonian H(z) will be included in the description. If for some reason, we expect a characteristic
feature (orientation, streching, elongation, etc. ) to play a role in the dynamics of the system, then we
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need to include the phase functions that best capture such feature in the collection of relevant variables.
Ideally, one would like to develop tools for analyzing the flow in phase space and automatically produce
the appropiate relevant variables for the problem at hand. This pattern recognition process is far from
being addressed in the literature because the problems to face are enormous given the high dimensionality
of phase space.

Let us turn back to the motion of the system in phase space. We have said that the single encom-
pasing problem of Non-Equilibrium Statistical Mechanics is the study of how the system approaches the
equilibrium state. This proces is one in which a cloud of points initially concentrated in a region of the
energy shell (or a cloud inhomogenous in any other way) spread uniformly in that energy shell. Now,
imagine that the system has an additional invariant (you may think, for example, about total linear
momentum). This means that the flow in phase space will be “stratified” in layers, in which the points on
every layer never leaves the layer (in order to conserve the dynamical invariant). Now, imagine that we
do not have such additional dynamic invariant, but the flow in phase space is quasi-stratified, in a way
that it becomes rapidly homogeneous in layers and the flow from one layer to another occurs slowly. If
this is the dynamical scenario at the microscopic level, we expect that the phase function that implicitly
defines the layers will be slow variables and good candidates to be relevant variables.

In the present chapter, we want to derive the governing equations for the probability distributions
of the relevant variables starting from the microscopic dynamics of the system. The resulting exact
dynamic equation for the probability distribution P(a,t) takes, in the Markovian approximation, the
form of a Fokker-Planck equation (FPE). This FPE was introduced by Green in a seminal paper in 1952
by using a a line reasoning where he assumed that the stochastic process of relevant variables was a
Markovian stochastic process. From this assumption he derived the governing equation for the transition
probability of this process. Green’s paper is arguably a cornerstone in the theory of non-equilibrium
statistical mechanics. The derivation by Zwanzig in 1961 of the same FPE with the help of a projection
operator, showed how this equation emerges in the limit of clear separation of time scales from an exact
non-Markovian equation.

2.2 Stochastic processes in Phase Space

We will consider relevant variables A(z) with the property that an equation like A(z) = a defines a proper
submanifold of phase space. By this we mean that the measure Q(a) of the submanifold A(z) = a defined
as

Qa) = /dzp?V(S(A(z) —a) (2.1)

exists and it is well defined. Roughly, Q(a) “counts” the number of microstates z that are compatible
with a given macrostate a. When the relevant variables define proper submanifolds it is possible to
describe the evolution of the relevant variables in terms of stochastic processes. A stochastic process is
fully characterized [?] by giving the hierarchy of joint probability distributions P(ai,t1, - ,an,tp)
of having the value a; at time t; and the value as at time t5 etc. where t; < to < -+ < t,, for all n.
Let us express this joint probability in microscopic terms. In this section we assume that the number of
particles is known. Extension to the macrocanonical phase space is straightforward. The motion in phase

space I' of a microstate z = (¢1,...,9N,P1,--.,PN), Where ¢;, p; are the position and momentum of the
i-th particle, can be viewed as a stochastic process itself. The corresponding joint probabilities for this
process will be denoted by p,,(z1t1,. .., znt,). The combination of the two facts, that the randomness is

given only at the initial time and that the later evolution is deterministic, makes the one-time probability
density p1(z,t) the most relevant joint probability of the hierarchy. In fact, all the joint probabilities p,,
with n > 2 can be expressed in terms of the one-time probability density p1(z,t). By denoting with T}z
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the solution of Hamilton’s equations with initial conditions z we have
pn(zite, ... 2ntn) = p1(z1t1)0(22 — Thy—t,21) -+ - 0(2n — Tt —t 1 Zn—1) (2.2)

The one-time probability density or ensemble density satisfies the well known Liouville’s equation with
formal solution given by Eq. (1.32) All the stochasticity in the process given by T;z arises from the
uncertainty in the initial conditions.

We next consider the evolution of the relevant variables A(T;z) as a consecuence of the evolution of the
microstate itself. The values that these dynamic variables take can be regarded as a stochastic process.
The n-time joint probability densities P(aqt1,...,anty,) which characterize the stochastic process of the
relevant variables and the n-time probability densities p(z1t1, ..., znty) of the corresponding microscopic
process are related to each other through

P(ayty, ... anty) = / . ./p(zltl, coy Zntn)0(A(z1) —ar) ... 0(A(zn) — an)dz ... dzy (2.3)
which can be further simplified by using (2.2) and integrating over zs, ..., 2,
P(ayty, ... anty) = /dzp(z, t1)0(A(2) — a1)0(A(Try—t,2) — a2) .. . 0(A(Ts, —1,2) — an) (2.4)

where it has been used that 73Ty = Ty1. By performing the change of coordinates z = T_4, 21 (which
has inverse z; = T}, z and unit jacobian) equation (2.4) can be written as

P(aity,...,anty) = /dzp(z, 0)0(A(Tt,2) — a1)0(A(Tyy2) — az) ... 6(A(Ty, z) — an) (2.5)

This is the final form for the macroscopic n-time joint probability density which appears as an integral
over the initial ensemble p(z,0) of delta functions that “contract” the description from microstates z to
macrostates @ and which involves the microscopic dynamics 75.

Initial ensemble

A basic question that arises now is, what is the actual functional form of p(z,0)? As mentioned, in
principle we cannot measure the initial microscopic state z exactly. If we are going to describe a system
at a given coarse-grained level, we must assume that we have access to the measurement of the coarse-
grained variables A(z). In general, all the information we have about our system at the initial time is a
particular distribution P(a,0), which is the outcome of a repeated set of measurements of the functions
A(z) with numerical outcomes a over the system prepared in an identical manner at the initial time.
Therefore, we have to determine the distribution function p(z,0) with the sole information that it should
provide precisely the distribution P(a,0). Both distribution functions are related through

P(a,0) = /dz&(A(z) —a)p(z,0). (2.6)

However, there are many different p(z,0) that can produce the same P(a,0). Which is the correct one?
According to information theory [?], the least biased distribution which is compatible with the macroscopic
information P(a,0) is the one that maximizes the entropy functional

p(z,0)
s

Slpo] = ka/Fp(z,O) In dz. (2.7)
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conditioned to the restriction (2.6). We encounter here a problem of Lagrange multipliers. By intro-
ducing the multipliers A(a) for the continuum set of restrictions (2.6) (one for each a), we maximize the
functional I[pg] = S[po] + [ dzA(a)P(a,0) + u [ dzP(a,0), where the p Lagrange multiplier stands for
the normalization to unity restriction of p(z,0). The Lagrange multipliers are obtained by substituting
the maximum value into the restriction (2.6). The following final result is obtained [?]

P(A(2),0)
0) = 2.8
where Q(a) is given in (2.1).
By substituting this initial ensemble into equation (2.5) and by choosing t; equal to 0 for simplicity,
one obtains

P, 0
P(a10,. .. anty) = % / dz0(A(2) — a1)8(A(Ty,2) — az) ... 6(A(Ty, ) — an) (2.9)
ay
We now introduce the conditional probability density P(aq0|aats,...,anyt,) of finding the system in aso

at time ¢35 and in ag at time t3 and so on till a,,t,, provided it was in a; at the initial time ¢; = 0. It is
given by
P(alo, agtg, ce ,antn)

P(a10|a2t2, ey antn) = P(a1 0) =

1
= m /dz5(A(2) —a1)0(A(T,2) —az) ... 0(A(Ty, z — an) (2.10)

For further reference it is convenient to consider n = 2 in (2.10), that receives the name of transition
probability

Plar0]asts) = / d=6(A(2) — a1)0(A(Th, ) — az) (2.11)

1
Q(al)
This is a fundamental equation that relates the transition probability of the CG wvariables with the mi-
croscopic dynamics. Tt can be given an heuristic interpretation as follows. The numerator Q(a;) is “the
number of microstates compatible with a;” while the denominator in (2.11) is “the number of microstates
compatible with a; that after a time are at as”. Therefore, the transition probability is just the fraction
of microstates compatible with a; that after a given time are at as.
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2.3 Green’s view of coarse-graining

Green in his 1952 remarkable paper presented the essentials of the theory of coarse-graining as we know it.
The basic assumption taken by Green and on which the whole construction of coarse-graining is based is
that the stochastic process of the relevant variables is a continuum Markov process. As we will see in this
section, this single hypothesis is sufficient to obtain a dynamical equations for the relevant variables, the
Fokker-Planck equation, with all the objects appearing in the dynamcs defined in terms of microscopic
expressions. But first we have to introduce the Markov stochastic process and some of its properties.

A Markov process is characterized by the fact that the n-time joint probability can be fully expressed in
terms of the one-time probabability, and the transition probability. In fact, any other n-time probability
is written as

P(altl, ceey antn) = P(al,tl)P(al, t1|a2, tg) N -P(an_l, tn_1|an,tn) (2.12)

For a Markov process the full stochastic process is characterized by the one time probability and the
transition probability alone. We have already encountered a Markov process, the one corresponding to
the deterministic Hamiltonian dynamics described in Eq. (2.2). If we consider the conditional probability
Py(aq,t1]az, ta, as, t3) of having as at t2 and ag at t3 provided that we had a; at ¢;, the Markov property
states

P(ay, ti]ag, ta, a3,t3) = P(ay, ti|az, t2) Pag, t2|as, t3) (2.13)

We can interpret the Markov condition in geometrical terms as we did when discussing the mixing
property. The Markov property says that the fraction of points of the submanifold a; that happen to be
at as at to and then at ag at t3 equals the fraction of points of a1 that will be at ay at to (irrespective of
where they will go afterwards) times the fraction of points of as that will be in az at time 3.

If we integrate Eq. (2.13) over as we need to have the following consistency condition

Pg(al,t1|a3,t3) :/dagP(al,t1|a2,tg)P(ag,t2|a3,t3) (2.14)

This consistency condition is known as the Chapman-Kolmogorov equation for the transition proba-
bilities. The intuitive idea with this equation is that the probability of a transition from a; to as is given
as the sum of all the transition probabilites over an intermediate state as.

The Chapman-Kolmogorov is an integral equation that links all the transtion probabilities of a Markov
process. There exists an equivalent differential form for the Chapman-Kolmogorov which is named
as the Fokker-Planck equation. The derivation of the Fokker-Planck equation from the Champan-
Kolmogorov equation is presented in [?] and we only quote the final result. The Fokker-Planck equation
governs the one time probability distribution

2P(a t) = ng(l)(a)P(a t) + 18—213(2) (a)P(a,t) (2.15)
ot da ’ 2 0ada ’ )

The two time joint probability and one time probability are related by

P(al,tl) = /daoP(ao,to,al,tl) (216)

because both sides of this equation are the probability of finding a; at time ¢; irrespective of the value of
ag at time tg. This equation gives the following integral equation relating the one time probability and
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the transition probability
P(al, tl) = /daoP(ao, to)P(ao,t0|a1,t1) (217)

Note that, from Eq. (2.17) if we take as initial condition P(ag,to) = d(ag —a) then P(a,t) = P(a,tola,t),
this is, the transition probability is identical to the one-time probability with a Dirac delta initial condi-
tion. As a consequence, the transition probability also satisfies the Fokker-Planck equation (2.15)

82
dada

0 0 1
51 (aotola, t) = *%D(l)(a)P(aotom, t)+5

D@ (a)P(apto|a, t) (2.18)
where, by definition, we have that the initial condition for this equation is
P(ao, tola, to) = d(a — ao) (2.19)

Therefore, Green’s basic assumption that the stochastic process of the relevant variables is a Markov
process is equivalent to the hypothesis that the one-time and transition probabilities of the relevant
variables obey the Fokker-Planck equation.

Molecular expresion of drift and diffusion

The drift vector DY) (a) and the diffusion tensor D(®(a) introduced in Eq. (2.15) are given in terms
of moments of the transition probability at short times. Its particular form is, actually, specified as
conditions in the derivation of the Fokker-Planck equation from the Chapman-Kolmogorov equation [?].
However, we may also obtain the specific form of these objects by just the requirement that the transition
probability obeys the FPE (2.18). Let us see how this arise. The solution of the Fokker-Planck equation
(2.18) is difficult to obtain in general due to the fact that the objects DM (a), D® (a) may depend in
general on the state a in a non-linear way. Nevertheless, it is possible to obtain an explicit solution for
short times. Because the initial condition (2.19) of the transition probability is a Dirac delta, we expect
that for sufficiently short times ¢ = to + At with At ~ 0, the transition probability will remain highly
peaked. In this case, we may approximate in (2.18) DM (a) ~ DM (ag) and D® (a) ~ D®)(ag). This
results in a Fokker-Planck equation with constant coefficients which is easy to solve

Lo
2 0ala

0 0
—P(a0t0|a, t) = —D(l)(ao)%P(aotom, t) + D(2) (ao)

ot P(a0t0|a, t) (2.20)

The exact solution of this equation with initial condition (2.19) has a Gaussian form

1 _
P(ag, tolar,to + At) =exp {2—At (al —ap — AtD(l)(ao)) D(2§(a0) (a1 —ap — AtD(l)(ao))}
1

" 2rADM2 det (D@ (ag)) /2

(2.21)

provided that the inverse of the diffusion matrix D (a) exists. In systems with inertia the inverse does
not exist but it is nevertheless still possible to write down the transition probability, that will include
some delta functions [?]. The transition probability (2.21) has the following moments

/dal(al — ag)P(ao, tolay, to + At) = DM (ag) At

/ da1 (a1 — ag)(ay — ao)P(ay, to + Atlag, to) = DP (ag) At + DM (ag) D™ (ag) At? (2.22)
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The second moment can also be expressed as
/ day(ay — ag — DM (ag)At)(a; — ag — DMV (ag)At)P(ay, to + Atlag, to) = DP (ag) At (2.23)

Note that these expressions give the drift D(*)(a) and diffusion D(®)(a) in terms of the first and second
moments of the short time form of the transition probability. But note now that we have also a microscopic
expression for the transition probability, given in (2.11)! Therefore, by substituting (2.11) into (2.22) and
(2.23) we may obtain explicit molecular expressions for D) (a) and D®(a). Consider the first term
DM (ap) and use Eq. (2.11) in Eq. (2.22)

DW(qg) = Ait / da(a — ao)@ / §(A(2) — a0)d(A(Tarz) — a)dz (2.24)

We perform the integral over the variable a of the Dirac delta function and obtain

1 5(A(z) — aop) A(At) — A0)\ ™
DW = —/ — 2 (A(T, —A =(——" 2.2
(ao) At dz Q(ao) ( ( Atz) (Z)) At ( 5)
where we have introduced the generalized microcanonical average or conditional average
a 6(A(z) — ao)
coyeo = f g 2 ) 2.96
v / Q(ao) ( )

Eq. (2.25) is the desired microscopic expression for the drift D) (ag). In a similar way, by substitution
of (2.11) into (2.23) we obtain a microscopic expression for the diffusion tensor

ao

D@ (ag) = Ait <[A(At) — ao — DD (ag) A[A(AL) — ag — D(l)(aO)At]> (2.27)

This expression known as the FEinstein-Helfand formula for the diffusion coefficient and it basi-
cally says that the square displacement of the relevant variables increases proportional to At, with the
proportionality factor given by the diffusion tensor.

Now, while both (2.25) and (2.27) are microscopic expressions for the drift and diffusion tensor, they
depend on the time At. Of course we would like to eliminate somehow the dependence on At. We want
to expand the above expressions in terms of At and keep only the zero order term which is independent
of At. However, the fact that At, although small, is not vanishing small leads to some subtelties. Let
us consider the drift term first. As a first approximation, we would use a simple Taylor expansion of the
relevant variable

A(Tarz) = A(2) +iLA(2) At + O(At)? (2.28)
and neglect terms of high order, to obtain
DW (ag) = (iLAY™ + O(Al) (2.29)

The drift would be given as the conditional average of the “velocity” of the relevant variables. However,
this is not quite correct. Even though we have assumed that At is “small”, the time interval A¢ cannot
go to zero strictly because then the basic Markovian assumption with no memory of the past would not
hold. We need to consider the time interval At as necesarily finite and the microscopic dynamics may
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have time to do funny things. It is, therefore, preferable to use the following identity
At d At
A(Tarz) — A(z) = / At A1) = / AHLA(T;2) (2.30)
0 0
By using this identity in (2.25), we obtain an mathematically identical expression for DY) (ag), this is

DD () /Atdt/ >zLA(th) Ait/mdt GLA()™ (2.31)

In this way, we see that it the drift is the time average over the time interval At of the average “velocity”
of the relevant variables. We now perform the change of variables T;z — z, with unit Jacobian, and
obtain

At T )
DW (ay) / dt/dz — iLA(z) (2.32)
Now consider the identity, similar to (2.30)

0
A(T-iz) = A(z) + / dt'i LA(Ty) (2.33)

—t

1 At 1 0

DW(ag) = A / dtQ(ao) /dz5 (A(z) + /_t dt'iLA(Ty z) — a0> iLA(z) (2.34)

We can now formally expand the Dirac delta function around A(z) — ag

0
5 (A(z) + [t dt'iLA(Ty z) — a0> =0 (A(z) —ag) — ié (A(z) — ao)/ dt'iLA(Ty (2)) + -+ (2.35)

(’)ao —t
By inserting this formal expansion into (2.34) we have

DW(ag) = (iLA)™

1 At 10 [0, . .
+ A, dtQ(ao) Do /4 dt /dz§ (A(2) — ag) iLA(Ty (2))iLA(z)

1 At 1 52 o 0 . . .
+ A /0 dtmm /4 dt /4 dt /dz5 (A(2) — ag) iLA(Ty (2))iLA(Ty (2))iLA(2)
4. (2.36)

This expression can be written in a more compact form as
DY (ag) = (iLAY®

1 9 1A o o w
+ Q(ao)—Q(ao)—/ dt/ dt" (iLA(t")iLA)

1 At / 1 1 ao
2a )8@08% At/ dt/ dt /4 dt" LA iLA(t')iLA)

N (2.37)
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By retaining all the terms in this expression we have an expression that is mathematical equivalent to
(2.25). We observe, therefore, that, in addition to the naive term (iLA)* we have additional contributions
that are time integrals of correlation functions. The task now is to evaluate whether these contributions
scale as (At)? or with a higher power of At. Let us consider the first correlation matrix

At At
/I I/
~ / dt / dt' GLA()iLA)" = / dt / dt" (iLA(—t")iLA)"

At
dt” dt (iLA(—t")iLA)"°
N / /t (i )il A)

At dt”(At t"Y iLA(—t")iLA)" (2.38)

where we have performed a change of variables. Next we add and substract the term (iLA)% (iLA)* in
order to have a proper correlation that decays to zero

At 0 At
Ait dt L tdt’ (LA)iLA)™ = /O dt" ((iLA(=t") — (iLA)*)(iLA — (iLA)*))"
R ((LA(—t") — (iLA)Y™)(iLA — (iLA)%))*
At o
+ g(zLAWO (iLA)™ (2.39)

We expect that the matrix of correlations ((iLA(—t") — (iLA)®)(iLA — (iLA)%))** decays to zero as
|t”| increases and that the integral then converges to a term which is independent of At, for sufficiently
large At. We denote with D(ag) the resulting matrix

At
D(ap) = /0 dt" ((iLA(—t") — (iLA)*™)(iLA — (iLA)*))* (2.40)

On the other hand, we also expect that the second integral in Eq. (2.39) also converges, but due to
the prefactor 1/At, this second integral will decay as 1/At!. Therefore, if At is slightly larger than the
correlation time in which the velocity fluctuations of the relevant variables decay, we may neglect the
second integral. Finally, the last term in Eq. (2.39) is of order At.

The analysis of the third and higher order terms in Eq. (2.37) becomes readily very complicated. We
will assume, though, that these terms are “small” and that can be neglected. This approximation is not
rigorous and one has to judge the resulting expression a posteriori. Therefore, we obtain the following
form for the drift term

DW(ag) = (iLA)™ + —Q(ag)D(ao) + O(At) (2.41)

Q(ao) (’)ao

where the explicitly displayed terms in this equation are independent of At. Note that, as compared with
the naive result (2.29), we have an additional term in the drift. This term arises due to the fact that the
time At is large compared with the correlation of the fluctuations of the velocity of the relevant variables.
At the same time, At needs to be short in comparison with the evolution of the relevant variables
themselves, otherwise, we are not allowed to use the Gaussian form for the transition probability on
which the whole procedure is bases. The existence of such time At is based on the fact that there must
be a separation of time scales between the relevant variables and the fluctuations of their velocities.

LOne may consider a simple example in which the correlation decay as exponentials to get a feeling for this behaviour.
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We may obtain an expression for the diffusion tensor (2.27) by expanding again in the small time At.
In order to have the proper orders in At, substitute just one of the terms (A(Tatz) — ag) by using (2.28),
this is

D@ (ag) = <[z‘LA — DW(ag)|[A(AL) — A(O)]>a0 + O(At) (2.42)

This expression is equivalent to (2.27) up to small terms of order At and can also be used to obtain the
diffusion tensor by microscopic means. This second form of the diffusion tensor has no specific name
associated to it.

Still, a third way to express the diffusion tensor is by using the identity (2.30) in (2.42). Then we
have

At a0
D (qg) = / at (fiLA ~ D (a)iLA®w) ™ + 0(an) (2.43)
0
We may symmetrize this expression by substracting D™ (ag) to the last iLA(T}z) term
At 0
D@ (ag) = / dt <[z‘LA — DW(ag)|[iLA(t) — D<1>(ao)]> + O(At) (2.44)
0

This is the Green-Kubo formula for the diffusion tensor. The three expressions (2.27),(2.42) and (2.44)
are equivalent forms for the diffusion tensor in microscopic terms.

We may now ask about the value of At. We have used the form (2.21) for the transition probability
under the assumption that At is “small”. However, we cannot take the mathematical limit At — 0
because the above microscopic expressions give the result D(®(a) = 0. Clearly At has to be a time
which is large enough for the correlations of the fluctuations iLA — D) of the “velocity” to have decayed
or, equivalently, for the square of the “displacement” A(At) — ag — D™ (ag)At in the Einstein-Helfand
expression to have reached a behaviour linear in time. At the same time, it has to be short enough for
being able to use the Gaussian approximation for the transition probability. As this Gaussian behaviour
is related to the fact that we could make the substitution D™ (a), D) (a) with DM (ag), D® (ap), we
expect that the time At has to be short in front of the typical scale of evolution of the relevant variables.
In summary, one obvious requirement for the validity of the above expressions is that there exists a clear
separation of time scales between the relevant variables and the the fluctuations of the velocity of the
relevant variables. In other words, the relevant variables need to be slow wvariables (in the time scale
of its velocity fluctuations). It is obvious that one needs to include in the set of relevant variables a
the dynamic invariants, in particular the Hamiltonian, of the system as they are the slowest possible
variables. This is, the first component of the vector A(z) needs to be the Hamiltonian. In this way the
conditional expectations (2.26) do, in fact, contain a Dirac delta function over the Hamiltonian which is
nothing else that the equilibrium microcanonical ensemble.

In this section, we have presented the theory of coarse-graining as was given by Green. In principle,
and quite often in practice, this is all what we would need to know about the theory of coarse-graining.
Of course, the whole construction is based on the assumption that the stochastic process of relevant
variables has the Markov property. We have seen that this assumption is equivalent to postulate that
the one-time and transition probabilities obey the Fokker-Planck equation. If this is true, then we have
explicit molecular expressions for the dynamics of the relevant variables. Of course, in the process of
obtaining these molecular expressions we have followed a number of non-rigorous approximations that
may leave us with an unconfortable feeling.

In order to get some more insight into the problem, in the next sections, we will not postulate the
Fokker-Planck equation but rather will derive it from the microscopic Hamilton’s equations. We hope
that in this way, we will have some more light into the problem.
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2.4 Zwanzig view of coarse-graining

2.4.1 Exact equation for P(a,t)

The evolution of the microscopic ensemlbe p(z,t) according to the Liouville equation induces an evolution
of the mesoscopic distribution P(a,t), because both are related according to

P(a,t) = /5(A(z) —a)p(z,t)dz. (2.45)

Of course, we would like to have a closed dynamical equation for P(a,t) that makes no reference to the
underlying dynamics given by p(z,t). This closed equation can be obtained with the help of a projection
operator technique. Following Zwanzig [?], we introduce a projection operator P that applies to any
function F'(z) of phase space T’

PF(z) = (F)A(Z), (2.46)

where we have introduced the conditional average (F)® by

1
Q(a)

Note that the effect of the operator P on an arbitrary function of phase space is to transform it into a
function of the relevant variables A(z). The operator P satisfies the projection property P2 = P. We
introduce also the complementary projection operator @ = 1 — P which satisfies PQ = 0 and Q% = Q.
The operators P, Q satisfy

(F)* = /dzp?V(S(A(z) —a)F(z), (2.47)

/dzp?VA(z)’PB(z) = /dzp?vB(z)’PA(z), (2.48)
for arbitrary functions A(z), B(z). It is convenient to introduce the following notation
U,(z) =0(A(2) — a), (2.49)

and consider the Dirac’s delta function as an ordinary phase function with a continuum index a. According
to the formal solution (1.15) this phase function will evolve according to

Vo (Tyz) = exp{iLt} ¥, (z), (2.50)

and, therefore,
WV, (Tiz) = exp{iLt}iLV,(z). (2.51)

Now we introduce a mathematical identity between operators
t
exp{iLt} = exp{iLt}P + / dt' exp{i Lt }yPiLQexp{iLO(t — t')} + Qexp{iLOt}. (2.52)
0

This identity can be proved by taking the time derivative on both sides. If two operators have the same
derivative and coincide at ¢ = 0 then they are the same operator. We now apply this identity (2.52) to
the left hand side of (2.51). After some algebra, which uses the explicit form of the operators P, Q, the
properties (2.48), and the chain rule in the form

0 V,.(2), (2.53)

iLWa(2) = LA, = —
Ap
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where summation over repeated indices is implied, one obtains,

0

WV, (Tiz) = —=—0,(a0)V,(T:z)
¢ t da, " t
t
/ / / i AN 9 \I/a’(Tt’Z)
+ /0 dt /da Q(a)aa# D,(a,d',t —t) 90, (@)
+ Qexp{iLOt}QiLV,(T;z). (2.54)

We have defined the drift v, (a) and the diffusion tensor D,,, (a,d’,t) through

vula) = (iLAL)",
Dyy(a,at) = (LA, — (iLA,)" ) exp{iLOt}W,(iLA, — (iLA,)")". (2.55)

If we multiply (2.54) by p(z,0), integrate over z, and use (??), we obtain a final exact and closed equation
for P(a,t)

0 K 3} 9 Pd,t)
O¢P(a,t) = —a-uu(a)P(a,t) —l—/o dt’/daxﬂ(a/)a.[)w(a,a”t - t/).aa’,, ) (2.56)
where we have used that the initial ensemble (2.8) is a function of A(z) and, therefore,
/dzp(z, 0)Qexp{iLOt}QiLV,(T;z) =0, (2.57)

where we have used the hermiticity (2.48) as well as the projection property Qf(A) = 0.

2.4.2 The Markovian approximation and the Fokker-Planck Equation

Equation (2.56) is an ezact an rigorous closed equation governing the distribution function P(a,t). No
approximations have been made and, essentially, it is another way of rewriting the Liouville equation.
In principle, it is as difficult to solve as the original Liouville equation. However, as it happens often
in Physics, just by rewriting the same thing in a different form, it is possible to perform suitable ap-
proximations that allow for an advance in the understanding of the problem. In the case of (2.56), the
approximation is called the Markovian approximation and transforms the integro-differential equation
into a simple Fokker-Planck equation.

The Markovian assumption is one about separation of time scales between the time scale of evolution
of the phase function A(z) and the rest of variables of the system. If this separation of time scales exists
then, in the time scale in which the tensor D,,, (a, a’,t—t') decays, the probability P(a,t’) has not changed
appreciably. Schematically, we write the memory term in (2.56) as

/t dt'D(t —t")P(t') =~ P(t) ™ D(t)at'. (2.58)
0 0

This approximation is depicted in Fig. 2.1. We have extended in (2.58) the upper limit of integration
to a time At sufficiently large for the memory kernel D(t) to have decayed . Note that the tensor
D,y(a,a’t — ') is a quantity of order (iLA)?, i.e. second order in the time derivatives of the relevant
variables. The time scale of evolution of P(a,t) is the same as the time scale of the variables A(z). The
approximation (2.58) amounts, therefore, to neglect third order time derivatives of the relevant variables
in front of second order terms. We, therefore, consistently perform a formal expansion of the tensor
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D(t)

Figure 2.1: The Markovian approximation.

D,y (a,a’,t —t') in (2.55) in terms of iLA and keep only second order terms. Then,
exp{iLQt}V,QiLA = U, exp{iLQt} QiLA + O(iLA)?. (2.59)
Therefore, up to terms of order O(iLA®) we have
D, (a,ad' t) = 8(a — a"){(iLA, — (iLA,)*) exp{iLQt}(iLA, — (iLA,)*))", (2.60)

and the tensor becomes diagonal in a,a’. By substitution of the approximate form (2.60) into the exact
equation (2.56) and using (2.58) we obtain

0 0 0 P(a,t)
O P(a,t) = aauvﬂ(a)P(a,t)Jr aaMQ(a)DW(a)aau ) (2.61)
where we have defined the diffusion tensor
At
D,y (a) = / dt'((iLA, — (iLA,)") exp{iLQt'}(iLA, — (iLA,)*))", (2.62)
0

Note that within the neglect of third order terms, we can also substitute the projected dynamics with
the real dynamics, this is

At
D,y (a) = /0 dr ((iLA, —V,(a))) exp{—iL7} (iLA, — Vu(a))>Ea (2.63)

We summarize for completeness the rest of quantities appearing in (2.61)

vula) = (iLAL",
(e ﬁ /dngjva(A(z) —a)...,
Q(a) /dzp?vé(A(z) —a). (2.64)

As we include in the set A(z) the total energy as a relevant variable, it is convenient to single out its



32 The Mesoscopic Dynamics

effect. Let us write explicitly

vula, B) = (iLAu)»",
(.. = 1 /dzpo 0(H(z) — E)o(A(z) —a) ...
Qa, E) N ’
Qa, E) = /dzp?vé(H(z) — E)o(A(z) — a). (2.65)

It is convenient, to multiply the numerator and denominator of the conditional averages with

Q(E) = /dzé(H(z) - F) (2.66)
which is the measure of the number of microstates of a given energy. In this way, we obtain the conditional
averages as

(VP = ey [ depmie)8(A) — a) - (267)

Pmlc(a)

where we have introduced the usual microcanonical ensemble p™i¢(z) and the equilibrium probability of
the relevant variables as

P = ()~ )
PYa) = /dzpmic(z)(S(A(z) —a) (2.68)
at the same time we have
Qa, E) = Q(E)P*Y(a) (2.69)

Because ¢LH = 0, many of the terms in the FPE vanish, precisely those involving derivatives with respec
to the total energy. For this reason, we may write (2.61) as

0 0 0 Pla,t)
P =—— P —P*Ya)D,, , 2.
at (aat) 8(1# Vu(a) (a’t) + 8(1# (a) 122 (a’) aay Peq(a) ( 70)
which may also be written in the equivalent form
0 oS 0 0
8tP(a,t) = *a—a“ V#(a) + D#U(a)%(a) P(a,t) + %MD#V(a)a—aVP(a, t) (271)

where we have introduced the entropy function S(a) throught the celebrated Einstein’s formula for fluc-
tuations

P®Y(a) = exp{S(a)/kp} (2.72)

We can check that P°Y(a) is the equilibrium solution. By substituting P°%(a) into (2.61) we have that
P4(a) will be a stationary solution of the FPE (2.61) if and only if

3 %Uu(a)Peq(a) — 0. (2.73)
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By using the definition (2.55), the constrained average (2.47), and the chain rule we have

i1)#((1)1’:"901((1) = /dzpmic(z)i(x/l(z) —a)iLA,(z) = f/dzpmic(z)iLé(A(z) —a)=0, (2.74)

Oay, day,
where we have integrated by parts the Liouville operator and used that iLH = 0.

Equation (2.61) is the desired Fokker-Planck equation for the dynamics at the mesoscopic coarse-
grained level of description. This equation is one of the cornerstones of non-equilibrium statistical me-
chanics and was obtained by Zwanzig in 1961 [?] following the path pioneered by Green in [?]. In this
equation, all the objects v,(a), D,y (a,t) and ©(a) have a definite microscopic definition. In particular,
(2.62) is a general form of the well-known Green-Kubo formulae that relates the transport coefficients
D, (a) with a time integral of a correlation function of microscopic variables. The FPE (2.61) is valid
whenever there is a clear separation of time scales such that the Markovian approximation is valid.
Clearly, the FPE will describe correctly the evolution of P(a,t) only for times which are larger than
the typical time scales of decay of the correlation involved in D, (a). We cannot investigate with this
equation shorter time scales. For this short time scales, the transport coefficients start to depend on
time.
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3

Example: Diffusing interacting colloidal
particles

At the most microscopic level, we can model the colloidal suspension by assuming that the solid suspended
objects are spherical and we need only 6 degrees of freedom for describing the state of the object, the
position Q; and the momentum P; of its center of mass. For irregular objects we would need also to
consider orientation, angular velocities, etc. The fluid in which these solid colloidal particles are suspended
will be described at the most microscopic level by the positions q; and momenta p; of the center of mass
of the molecules that constitute the fluid. Again, we assume spherical molecules for simplicity. The
microscopic state will be denoted by z = {q;, pi, Q:, P;}. The evolution of the microstate is governed by
Hamilton’s equations,

. 0H(2) - O0H(2)
ql - apZ ) QZ - aPZ )
, 0H (z) : 0H (z)
o P, — 1
Di 9q i 9q, (3.1)
where the Hamiltonian is given by
HE =Y (2 ) 1 IS 0850 + v ) + VS @) (32)
z) = . o9m; | 2M, B ij \d ij \ds ij : :

[ 17

Here, m; is the mass of a solvent molecule, M; the mass of a colloidal particle, and V55, yV95¢ y¢C
are the potential of the forces between solvent molecules, solvent and colloidal particles, and colloidal
particles, respectively.

In principle, the differential equations (3.1) can be solved numerically with a computer. The technique
is known as molecular dynamics and allows us to keep track of all the microscopic dynamics of the system
[?]. The smallest typical time scale is a collision time in the range of picoseconds and, consistently, we will
need to use a time step for the numerical solution which is much smaller than this time scale. However,
if the mass of the colloidal particles is much larger than the mass of the solvent particles, as it occurs in
reality, the evolution of the colloidal particles will be very slow in comparison with the evolution of the
solvent molecules. If we are interested in the motion of the colloidal particles, then we would need an
enormous number of time steps (and, therefore, of computer time) to observe an appreciable motion of
the colloidal particles. To study these large time scales in a colloidal suspension, molecular dynamics is
absolutely impracticable.



36 Ezample: Diffusing interacting colloidal particles

We illustrate now how the general formalism developed in the previous section can be applied to the
case of a colloidal suspension in order to derive the FPE. The idea is simply to translate to our system the
different objects defined in (2.62), (2.65) that appear in the FPE (2.61). The microscopic Hamiltonian is
given in (3.2). We select as relevant variables A(z) = x the positions of the colloidal particles Q; which

take numerical values Q,. Let us consider the equilibrium probability for these variables. It is given by
Pre@) = [ dzpme(o) [[ o - @) (33)

As we know from equilibrium statistical mechanics, we may use the canonical ensemble instead of the
microcanonical ensemble in order to compute averages. The canonical ensemble is given

p(2) = o exp{~BH(2)}, (3.9

where 3 = (kgT)~! is proportional to the inverse of the temperature T. The particular value of T is
fixed in order to give an average energy given by F. By using the canonical ensemble, we may write the
equilibrium distribution of the positions of the colloidal particles as

PYe(Q) o exp{— V(@) / dgexp{—B (VES@.q) + VS5(q))}
= exp{—6V" (@)}, (3.5)

where [ dq is a condensed notation for the integral over solvent positions. We have introduced the effective

potential as
eff

V@) = veC@) - kpTn / dgexp{~B (VO35 @, q) + VS5(q))}. (3.6)

The effective potential has a contribution V¢ (Q) coming from the direct interaction potential and an
additional contribution that represents the effect of the static and equilibrium averaged solvent mediated
interaction between colloidal particles.

After performing the integrals over the Dirac delta functions, the constrained average in (2.65) now
takes the form

Q 1 ed(y ). ..
= o / dgp*(q, Q) - (3.7)

Note that this constrained average is simply an equilibrium average over the solvent degrees of freedom,
in which the colloidal particles are assumed to be fixed at the values Q. It is, therefore, an equilibrium
ensemble average in which the colloidal particles act as external static force fields.

Because the time derivatives iLA are simply P;/M;, the drift term v(a) = (iLA)* defined in (2.65)
is now the constrained equilibrium average of the momentum of the colloidal particles, which is zero by
isotropy of the equilibrium ensemble. The diffusion tensor (2.62) becomes

At _
0
The final FPE (2.61) takes now the form

0

AP(Q1) = -2 [BDU@) 0 0

P(Q,t) + a—QiDz‘j(Q)'%j

v (Q)

TQJ_ P(Q’ t)a (39)

0Q;

In this example, we observe how the general Fokker-Planck description can be applied to a specific level
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of description of a given system. The essential benefits of this approach are that it is very simple to
get the structure of the coarse-grained equation. Also, we obtain explicit microscopic expressions for all
the objects in the FPE. In particular, the diffusion tensor which describes the mutual, solvent-mediated
influence of the colloidal particles is given in terms of the auto and cross-correlations of the velocities
of the colloidal particles, where the averages are taken over the solvent degrees of freedom which are
distributed according to an equilibrium ensemble in the presence of the external fields due to the static
colloidal particles. The FPE that governs now the probability density P(Q,t) is called the Smoluchowsky
equation.



