
Probability, homework 4 due October 4.

Exercise 1. Let n and m be random numbers chosen independently and uniformly
on J1, NK. What are Ω,A and P (which all implicitly depend on N) ? Prove that

P(n ∧ m = 1) −→
N→∞

ζ(2)−1 where ζ(2) =
∏

p∈P(1 − p−2)−1 =
∑

n≥1 n
−2 = π2

6

(you don’t have to prove these equalities). Here P is the set of prime numbers and
n ∧m = 1 means that their greatest common divisor is 1.

Exercise 2. Let X be a random variable with density fX(x) = (1− |x|)1(−1,1)(x).
Show that its characteristic function is

ϕX(u) =
2(1− cosu)

u2
.

Exercise 3.

(1) Prove that µ̂ is real-valued if and only if µ is symmetric, i.e. µ(A) = µ(−A)
for any Borel set A

(2) If X and Y are i.i.d., prove that X − Y has a symmetric distribution.

Exercise 4. Let Xλ be a real random variable, with Poisson distribution with pa-
rameter λ. Calculate the characteristic function of Xλ. Conclude that (Xλ−λ)/

√
λ

converges in distribution to a standard Gaussian, as λ → ∞.

Exercise 5. Assume that the sequence of random variables (Xn)n≥1 satisfies
EXn → 1 and EX2

n → 1. Prove that (Xn)n≥1 converges in distribution. What is
the limit?

Exercise 6. Let (Xn)n≥1, (Yn)n≥1 be real random variables, with Xn and Yn

independent for any n ≥ 1, and assume that Xn converges in distribution to X and
Yn to Y , with X and Y independent defined on the same probability space. Prove
that Xn + Yn converges in distribution to X + Y .

Exercise 7. Let X,Y be independent and assume that for some constant α we
have P(X + Y = α) = 1. Prove that X and Y are both constant random variables.

Exercise 8. Let f, g : R → R be nondecreasing measurable functions. Let µ be a
probability measure on R and assume f, g, fg ∈ L1(µ). prove that∫

fgdµ ≥
∫

fdµ ·
∫

gdµ.

Exercise 9. Let (Xn)n≥1 be a sequence of i.i.d. random variables with standard
Cauchy distribution and let Mn = max(X1, . . . , Xn). Prove that (nM−1

n )n≥1 con-
verges in distribution and identify the limit.

Exercise 10. Let (Xi)i≥1 be a sequence of independent random variables, with

Xi uniform on [−i, i]. Let Sn = X1 + · · · +Xn. Prove that Sn/n
3/2 converges in

distribution and describe the limit.

Exercise 11. Find a probability distribution µ of a Z-valued random variable
which is symmetric (µ({i}) = µ({−i}) for any i ∈ Z), not integrable, but such that
its characteristic function is differentiable at 0.
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Exercise 12. Let X, Y be i.i.d., with characteristic functions denoted φX , φY ,
and suppose E(X) = 0, E(X2) = 1. Assume also that X + Y and X − Y are
independent.

(1) Prove that
φX(2u) = (φX(u))3φX(−u)

(2) Prove that X is a standard Gaussian random variable.


