Probability, homework 11, due April 22.

The goal of this problem is to prove the iterated logarithm law, first for Gaussian

random variables. In other words, for Xy, X5... ii.d. standard Gaussian random
variables, denoting S, = X1 + --- + X,,, we have
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In the following questions we denote f(n) = v/2nloglogn, A > 1, ¢,a > 0,
A = {SL)\kJ > Cf()\k)}, Cyp = {SL/\kJrlJ - SL/\kJ > Cf()\k"'_1 — )\k)} and Dy =
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(2) Prove that for any ¢ > 1 we have >, -, P(Ax) < oo and
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(3) Prove that for any ¢ < 1 we have 3, -, P(C)) = oo and
P(Ck 10) =1.
(4) Let ¢ > 0 and choose ¢ = 1 — ¢/10. Prove that almost surely the following
inequality holds for infinitely many k:
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(5) By choosing a large enough A in the previous inequality, prove that almost
surely
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(6) Prove that for any n € [A¥, \¥*1] we have
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(7) Prove that
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(8) Prove that for a® > X — 1, almost surely
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(9) By choosing appropriate A and «, prove that almost surely
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(10) State a result similar to (0.1) for i.i.d. uniformly bounded random variables.
Which steps in the above proof need to be modified to prove this universality
result? How?



