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Abstract

A short course on spin systems, covering mean-field theory, continuous symmetry breaking,
random walk representations, and a glimpse at supersymmetry and the renormalisation group.
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1 Introduction and mean-field theory

1.1 Spin systems

Classical spin models are collections of many random variables (¢;)iea, called spins, whose distri-
bution is specified in terms of the energy of a spin configuration. The spins are indexed by a set
A, which we initially assume to be finite, but large, and eventually |A| — co. The individual spins
(i can be discrete or continuous. They take values in a target space 1" and are described by an a
priori reference distribution p on this space. The simplest example is the Ising model, the target
space is T = S* = {£1}, i.e., ¢; € S® = {1}, and the reference distribution is uniform on S°.
The energy of a spin configuration is described by a pair potential U(y, ¢’) and a coupling matrix

B = (Bij)ijen as X
H(p) = 5 3 Bl(pi 05). (11)
.3
For the Ising model, the pair potential is U(p, ¢') = 3(¢ — ¢')? = —py’ + constant. Since |¢| = 1,
the constant does not change the measure and is often omitted. By convention, we choose the pair

potential U symmetric and such that U(p, ¢) is smallest when ¢ and ¢ align (in a suitable sense).
Then:

o If 3;; > 0 for 7 # j, the energy favours that spins align: the system is ferromagnetic.
o If 3;; < 0fori # j, the energy favours that spins anti-align: the system is anti-ferromagnetic.

e It is also interesting to consider the case where the spin couplings 3;; are random themselves,
e.g., independent centred Gaussian, independent of the spins. This is called a spin glass.

The Ising model is one example of a large class of interesting models. These include in particular:

e the O(n)-model, where ¢; € S"~!, and the a priori distribution is uniform on S*~1;

the g-state Potts model, where ¢; € {1,..., ¢}, again with uniform a priori distribution;

the \@]4 model, where ¢ € R”, and the a priori distribution has a “Mexican hat potential;”

the hyperbolic sigma model, where ¢ € H", and the a priori distribution is uniform;
e Sine-Gordon models, where ¢ € R, and the a priori distribution is a periodic measure;
e gradient models, where ¢ € R, and U(yp, ¢’) depends only on ¢ — ¢'.
Furthermore, an important example that also arises as a limit of several of the above models is
e the Gaussian Free Field, where ¢; € R™, and the a priori distribution is the Lebesgue measure.

Symmetry plays an important role in the behaviour of spin models. In the examples above,
the single spin distribution and the two-spin interaction is symmetric with respect a group of
symmetries.

e Ising and Potts models: permutation group on g elements;

e O(n) model and |p|* models: the orthogonal group O(n);

Gaussian Free Field and gradient models: the n-dimensional Euclidean group;

Sine-Gordon models: the additive integers Z;

Hyperbolic sigma models: the restricted Lorentz group SO (n,1).



There are key distinctions between continuous and discrete symmetry groups, between compact and
non-compact ones, and between abelian and non-abelian symmetry groups. Usually, symmetries
imply important constraints (Ward identities) on the measure with often powerful consequences.
In these lectures, we focus on the ferromagnetic case, and A is often the vertex set of a large graph
approximating Z% in a suitable way.

The above spin models also have various generalisations, which are interesting in themselves, or
as a tool to study other models. These include quantum versions, which are fundamental models
in quantum mechanics, as well as supersymmetric models, which arise as effective models in the
description of disordered systems such as random matrices and in the description of interacting
random walks (e.g., self-avoiding walks). Spin models can also be defined on continuous rather
than discrete spaces. Many of the fundamental questions remain the same in this case.

Notation. For u,v € (R")A, we write (u,v) = 3,5 u; - v;. Moreover, E and (-) will denote the
expectation of a probability measure, often with subscript to indicate which measure is referred
to.

1.2 The free field

1.2.1. Gaussian fields. Let A be a finite set, and let C' = (Cry)z,yen be a symmetric strictly positive
definite matrix. Then C has an inverse which we denote by A.

Definition 1.1. The centred Gaussian measure in R with covariance C, or equivalently with cou-
pling matrixz A, is defined by the density

pc(e) = (det ZWC)_l/Qe_(‘p’A“”)/z (p € RA) (1.2)

with respect to the Lebesgue measure on RY. We write E¢ for the expectation of this measure. The
Gaussian measure with mean h € RY is given by the expectation EcnF(p) =EcF(p +h).

Proposition 1.2. The centred Gaussian measure pc is the unique probability measure on R with
Laplace transform (moment generating function)

Ec(e9)) = 672, (1.3)
In particular, Ec(pzpy) = Cyy.

Proposition 1.3. Let C; and Co be positive definite matrices on R*. Then

oy <pey = peraces where pxpa(e) = [ pilo = Opal) e (14)

By (L3), Gaussian measures can also be defined when the covariance matrix C' is positive
semi-definite rather than positive definite. They then have support in a subspace of RY. The last
propositions can be extended to this case. We will return to this later.

1.2.2. The free field. The Gaussian Free Field (GFF) on a set A with spin couplings 8 = (8;;)i jea
and squared mass m? > 0 and external field h € R" is given by the probability measure on R™
with expectation

F(p)e ) [T de, (15)
zEA

(F(O))a st X /

(R™)

Where, with Mz’j = _/Bij for i 7&] and Mzz = Z];éz Bijv

| 1 1 .
H(g) =7 > Bijlei — @il + 5 D m?leil* = Y i = (0, (M +m?id)g) — (h, ). (16)
ijeA ieA ieA



In other words, the GFF is a Gaussian measure with covariance given by

(P23 0y) gmzn = (M +m?),,). (1.7)

Since the measure is Gaussian the mean is unimportant and we normally set h = 0. By Wick’s
formula for Gaussian integrals, all correlation functions can be computed in terms of the two-point
function. We will not need this fact.

Example 1.4. Let A be a discrete torus in dimension d > 1 and side length L. Let 3;; = 1;.; where
i ~ j denotes that i and j are neighbours in A. Then M = —A is the discrete Laplace operator A.
Then, for z,y € Z%, as |v — y| — oo,

Calz —y|~@2) (d>3

lim Tim (—A 4 m?)=) ~ d CalT =Yl (d23), (1.8)

m?210 L—oo Y 00 (d<2),

. _ _ —Cylog |z — y| (d=2)
lim lim ((—A +m?)} — (A +m?);) ~ ’ 1.9
meL%o(( )zy — ( )zz) Ol (d=1). (1.9)
Corollary 1.5. Ford > 3,

= lim lim (¢? lim lim (@2 < . 1.10
o0 = lim, lim (@o)n gm0 7 Hm B, (0z)asme0 < 0 (1.10)

The interpretation of this equation is that the symmetry of translations ¢ — ¢ +t for t € R
of the measure, which holds for m? = 0 in finite volume, is spontaneously broken. On the other
hand, the rotational symmetry ¢ — Ry for R € SO(n) is not spontaneously broken; the following
exercise shows an instance. The spontaneous breaking of symmetries is one of the mean aspects of
interest in the study of spin systems.

Exercise 1.6. Show that for any bounded continuous function F,

lim lim lim (F = lim lim lim (F . 1.11
Jlim Agdhlgg)< (@) Am2n Jim Jim Al&g( (@) Am2n (1.11)

Symmetries give rise to Ward identity. The following is an example.

Proposition 1.7. For any m? > 0,

1
S (M +m?) = —5 (1.12)
yeEA

This is the simple fact that the constant vector 1 = (1, ..., 1) is annihilated by M, i.e., M1 =0,
and that m?1 = m?1. However, it is also an example of a Ward identity associated to the symmetry
of translation. Similar Ward identities exist when explicit Gaussian calculations are not available.

Proof. Write Hg ,,2(). Then Hgo(p +t1) = Hgo(p) for all t € R, where 1, = 1 for all z € A.
By translation invariance of the Lebesgue measure and of Hg,

1 1
(zlpm = Z/‘PerB,U(@)émz(so,@) dp = 7 /(% +t)e Hoo@)=3mP(ertlottl) g (1.13)

Differentiating with respect to ¢t at t = 0 gives

0= <1 - m2<px(907 1)>ﬁ,m2 =1- m2 Z<S0x(py>ﬁ,m27 (114)
Yy

which is the claim. ]



1.3 The mean-field O(n) model

The correlation structure of the free field is Gaussian and thus explicit. For general spin models,
understanding the detailed behaviour can become extremely difficult. We now consider the O(n)
model. For spin couplings 5 = (8;;), the energy of a spin-configuration is given as for the free field
by

H(p) = 3 3 Bilei — o3l = S b i = 5 (0 M) — (i, ). (1.15)
i,j i

The reference measure g is now not the Lebesgue measure, but is still symmetric under rotations
and reflections. The simplest such choice of y is the uniform measure on the sphere S*~! c R”,
The expectation of F : (S* 1A — R is then given by

(F) = E,F x /( oy FVE 0 ), (1.16)

In the following, we show that the S*~! model can be solved in mean-field theory. The methods
also apply to general O(n)-symmetric models. In mean-field theory, the coupling matrix treats all
pairs of spins in the same way, i.e., A = {0,..., N — 1}, and for some constant 5 > 0,

Bij = % for all 4, 5. (1.17)

The scaling 1/N ensures that the total interaction remains of order 1. Let @) denote the orthogonal
projection onto the constant vectors in RY, i.e., the matrix with all entries equal to 1/N, and set
P = id — Q. Then the matrix M in (L6) for 5;; = B/N is

M = BP. (1.18)

Since P is a degenerate matrix (it annihilates the constant functions), it can be useful to regularise
the spin coupling by considering instead M + m? = M? + m?id, with m? | 0 eventually. Since P
and @ are orthogonal projections with P + () = id, one has

M +m? = (B+m*)P +m?Q. (1.19)
By the spectral theorem, hence
1 1 1 I5;
M+m?)l=——SP+ Q= id : 1.20
(M +m) B+ m? +m2Q 54—7)121 +m2(ﬁ+m2)Q (1.20)

The following lemma is a limiting case of Proposition [[3, when m? | 0.

Lemma 1.8. Let M = P be the mean-field coupling matrixz. There is a constant ¢ > 0 such that
e z(@:Mo) c/ e~ (=00 dp  for all o € (R™)A, (1.21)

where we identify ¢ € R™ as a constant vector (g, ..., p) € R™,

Proof. The proof is a limiting case of Proposition [[3] where the Gaussian measure with covariance
BQ/(m?(B + m?)) tends to the Lebesgue measure on the subspace of constant fields ¢ as m? | 0.

Instead of using this, we can also check the claim directly. Let ¢ = Qo, i.e., 6; = % > ;0j for
any 7 € A. Since ¢ and ¢ are constant on A, we also write ¢ = ; and ¢ = ;. Then

S0 —0)=3((p—0)~ (0 -2).(p~a) ~ (7 -2))
1

=(Q(p—37)— Po,Q(¢p—7) — Po) = %N|¢—5|2+

5 ! (o, Po) (1.22)
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where the last equality holds since the projections P and @) are orthogonal. Take the exponential
exp(—p(-)) of both sides and integrate over ¢ € R". The right-hand side is

o 3(0.Mo) / e~ E1o=0 gy = o~ 3(0.M0) / e~ R19P fp oc ¢=(@MO), (1.23)

The left-hand side already has the claimed form. Ol

The identity (LZI)) allows us to decompose the measure of the O(n) model v on (S*~1)* into
two measures, which we call the renormalised measure and the fluctuation measure.

Renormalised measure. The renormalised measure v, is a measure on R" defined as follows. For
p € R™, define the renormalised potential by

V(p) = —log /S . e~ 50— () (o). (1.24)

The renormalised measure is then defined by the expectation

Ey, (G(p)) o | Gp)e MV dp. (1.25)

Rn

Fluctuation measure. The fluctuation measure is a measure on (S*1)* but of simpler form than

the original O(n) measure. It is a product measure that depends on the renormalised field ¢ € R™,
and is defined by

—Bp—0 o
Eu, (F(0)) o [] /S F(o)e 2 (#77) y(doy). (1.26)
TEA

Lemma 1.9. For any F : (S"" )} = R,
Ey(F(0)) = By, (Ep, (F(0))). (1.27)

Proof. The proof is just a matter of substituting in definitions and using (L2T]):

EV(F(U)) X / F(O’) 67%(U’M‘7)+(h:‘7) N®A(d0')
(Sn—l)A

n J(sn—1)A

:/ e~ NVI(y) €V(¢)/ e_g(W_Uavv(ﬂ_o'z)"l‘(hvo'w)F(o—)M(dg—f)) do
n (Snfl)A

x By, (B, (F(0))), (1.28)

and since E, (1) =1 =E, (E, (1)), the identity (rather than proportionality) follows. O
To compute the magnetisation, we need the observable F'(0) = a¢. Let G(¢) = E,(00). Then
E,(00) = By, (G(¢))- (1.29)

The right-hand side is a finite-dimensional integral, with dimension n independent of the number
of vertices N. Therefore Laplace’s Principle can be applied.

Exercise 1.10 (Laplace’s Principle). Let V : R™ — R be continuous with global minimum at ¢y € R™.
Assume that [5, eV dp is finite and that {¢ € R™ : V(¢) < V(po) + 1} is compact. Then for any
bounded continuous function g : R — R,

—NV(p) d
iy JEn® 9(p) de
N=oo  [pn e NV dyp

= 9(0)- (1.30)



FIGURE 1.1. The renormalised potential for 5 > S. with h = 0 (left) and h # 0 (right). For A # 0 the
minimum is unique, while for h = 0 it is assumed on a set with O(n) symmetry.

The critical points ¢ of the renormalised potential V' satisfy (with G(¢) = E,,,(00) as above)

0=VV(p) =E,, (B(p—0)) =Bp—Gp), ie,p=G(p). (1.31)

Exercise 1.11. In the Ising case (n = 1), the renormalised potential V and the function G are

Vip) = §<p2 — log cosh(By + h) + constant, G(p) = tanh(Byp + h). (1.32)

In general, the properties of the solution to G(¢) = ¢ are summarised in the following exercise.
Exercise 1.12. Letn > 1.
(i) For h # 0, the effective potential V' has a unique minimum @gp parallel to h.

(ii) For B < n, the effective potential V is conver and the minimum of V tends to 0 as h — 0.
Moreover, HessV () > B — 32/n for any h € R".

(iii) For 3 > n, the minima of the effective potential lie on a sphere || = r for somer =r(3) >0
if h=20; as h | 0 the unique minimum converges to a point on this sphere.

(You may restrict to n = 1. For n > 1 parts of the exercise are difficult.)

By Laplace’s Principle, for h # 0 and denoting by ¢g 5, the corresponding unique minimum,

lim E, (o) = lim E,, (G(p)) = G(psn) = @pn. (1.33)

N—o0

Taking h | 0, we see that this limit is 0 for § < n and that it is non-vanishing if 5 > n.

Exercise 1.13 (Critical exponents). Let x = x(8,h) = limy—o0 >, ({02 - py) — () - {py)) denote
the susceptibility, and set 5. = n. For the Ising case n = 1, show that

(i) Show that the spontaneous magnetisation obeys

©o(8,04) { (1.34)

=0 (6 < Bc)a
and 900(/3a0+) ~V 3(5 - ﬂc) as B Be-



FIGURE 1.2. The renormalised potential for 5 < 8. with h = 0 (left) and h # 0 (right). The renormalised

potential is convex and the minimum is assumed at a unique point in both cases.

(ii) Show that the susceptibility obeys

B<B)  x(B.O)~ o (BB,

x(5,0) = 25,

1
Be =B

Sketch. (i) tanh(z) = z — $23 4 o(2®) and ¢(3,04) — 0 as 3 — B implies

Po(5,04) = tanh(Boo(5,04)) = Bi0(8,04) — 5 (Bpo(8,0:))° + o (8,0,))"

and therefore .
(B=1)po = 5(5%)3 + 0o(Bo)’.

The claim follows by dividing by ¢o/3 and taking the square root:

-1
53

w5 ~3 ~3(8 - Be).

(ii) One can show that
1

T B (o8, AT

X
This implies
_ 1 _ 1 _ 1
T B+ (-0 T T 18 B.—5
1 1 1
T B+ A-3B-1))T T 1-8+3(6-1) 264

X (B < Be),

X (B > Bc)a

as claimed.

(1.35)

(1.36)

(1.37)

(1.38)

(1.39)

(1.40)

(1.41)

O]

Exercise 1.14. For the Ising case, use the self-consistent equation ¢y = tanh(Byo+ h) to show that

wo = wo(B, h) satisfies the inviscid Burgers’ equation

9 =

The inviscid Burger’s equation is a prototype for a PDFE that develops shocks.



1.4 Brascamp-Lieb inequality

In mean-field theory, the main questions can be reduced to asymptotic analysis of finite-dimensional
integrals. For general spin couplings this is not possible. In the presence of convezity (excluding the
most subtle regions of the phase diagram), the Brascamp—Lieb inequality is a powerful inequality
that allows to obtain a bound in terms of the related Gaussian model.

Let A be a finite set, and let ()5 denote the expectation of a probability measure on R* with
density proportional to e where H : R» — R.

Theorem 1.15 (Brascamp—Lieb inequality). Assume that H is uniformly convez, i.e., there is ¢ > 0
such that HessH (@) > cid for all ¢ € RN, Then for any nice v : R — R,

varg (u) < (Du(HessH) ™" Du)g. (1.42)
In particular, if (f, HessH(p)f) = (f, Qf) for all f € RN, uniformly in o € R},
<€(<P7f)7<(907f)>H>H < e%(va_lf) for a” f c RA (143)

Proof. We follow the approach of Helffer-Sjostrand. For a nice function v : R* — R, define

B 1o}
_8%‘

Lo(p) = Y- (~D2(e) + (DiH(9))Div(y)), D
(IS

(1.44)

By integration by parts, then

(vLv) = ((Dv)(Dv)) = Z((Dlv)(Dzv» (1.45)
€A
For a nice function ¢ : A x R® — R, define the Witten Laplacian
Lg(i, @) = Y DiDjH(¢)g(j, @) + Lg(i, ). (1.46)
JEA

The operator L is defined by the quadratic form (CZ45]) and is therefore positive on L?(uz) and has
a self-adjoint extension. The operator £ is then self-adjoint on A® L?(uy) and £ > HessH > ¢ > 0
as quadratic forms. In particular, £ is invertible and £~ < (HessH)~! holds as quadratic forms.

Write Du(i, ¢) = D;v(p). Helffer-Sjostrand observed the elementary identity DLv = LDwv. By
integration by parts, it implies in particular that

((Lw)?) = (DvLDv) = (DLvL ' DLw). (1.47)

Now assume Lv = u — (u) (this equation can be solved under the above assumptions). Then the
left-hand side of the Helffer-Sjostrand identity (L47) is vary(u) and we obtain

vary (u) = (Dul ™ Du)y < (Du(HessH) ' Du)y. (1.48)

The inequality ([43]) follows from ([42)) by replacing H by H; = H — tu with u(p) = (f,¢). Note
that H and H; have the same Hessian. Let

®(t) = log(e! )=y . (1.49)
Then ®(0) =0, '(0) = 0, and
0?P -1 -1
5z = varm ((f,9)) < {(f, (HessH)™f)) < (f, @7 S), (1.50)
which implies the claim ®(1) < (£, Q71 f). O



1.5 High temperature

The Brascamp—Lieb inequality is typically most effective at high temperatures. As an example, the
model O(n) has bounded susceptibility whenever the temperature is sufficiently large. Consider
the O(n) model with measure

1
v (do) = Ee_%(U’MUH(h"’) 1 (do) (1.51)

for some positive definite matrix M. Denote by || M || the largest eigenvalue of M. Write (-), = E,, .

Exercise 1.16. Let M be a positive definite matriz with || M| < 8 < n. There is a universal constant
Cjs such that, with h = (h,0,...,0), h >0,

3 2 (e o) (o) @) <Co 0< 5 Y (o < Oph (1.52)
z,yeN TEN

Here is the idea. In the mean-field case, we decomposed the inverse coupling matrix (M +m?)~!

as a sum of two positive definite matrices. In general, if the eigenvalues of M are in [0, 3), i.e.,

M is positive definite and M < Bid as quadratic forms, we can choose m? sufficiently small that

m? < M +m? < B and then decompose (M +m?)~! as

(M +m?*)~ = ;idJrB_l (1.53)

with 5 > 0 and with B a (strictly) positive definite matrix. By (L4 and using that |o| = 1,

e 30 M0) o =3 (0(M+m?)o) / o~ 5 (p=0p=0) ,—5(.By) dep. (1.54)
(Rm)A

This is analogous to (L2I)) except that ¢ € (R™)" is not constant. Define the renormalised potential
as in the mean-field case by (L24)). In particular, by Exercise[L.T12] the potential V' is strictly convex
if 8 < n, and in the Ising case, explicitly,

Vip) = §¢2 — log cosh(By + h). (1.55)

Similarly to the mean-field case, define the renormalised measure v, on (R")* and and the fluctu-
ation measure on (S"~H)A by

E,. (F(p)) x / e—%(%Bw)—ZzeA V(pa) de, (1.56)
(Rn)A
By, (F(o)) o< [] / F(o)e 7" (do), (1.57)
,Z’EA Snfl
and notice that then
E,(F(0)) =Ey, (Eu, (F(0))). (1.58)

Since V is strictly convex, provided that 5 < n, we can apply the Brascamp—Lieb inequality to the

measure v, with
1

(HeSSH)il < m id.

(1.59)

10



Sketch of first bound in ([L52)). Let F(o) =) cp 0z and G(¢) = E, (F(0)). Then
var, (F) = E,, var,, (F'(0)) + var,, (G(¢)). (1.60)

It is not difficult to check that the first term is of order |A|. The Brascamp-Lieb inequality implies

var,, (G(¢)) < Cs Y _ By, (D2G(¢)? < CsAl, (1.61)

where the last inequality follows from the fact that DG(¢p) is uniformly bounded. This completes
the sketch of the proof. O

Remark 1.17. Under the same assumption, the measure satisfies a logarithmic Sobolev inequality
with constant only depending on [3; see [2].

11



2 Spontaneous breaking of continuous symmetry

2.1 The infrared bound and its consequences

For simplicity, we again consider the S”! model, n > 1, but the results can easily be extended to
all models with O(n) symmetry. However, we must again make a special choice of spin couplings:
we now assume that A is a discrete d-dimensional torus of side length L and that

Bry = Blg~y for some 5> 0, (2.1)

where = ~ y denotes that x and y are nearest-neighbours in A. Thus the corresponding matrix M

is M = —BA with A the nearest-neighbour Laplace operator. The Laplace operator is invertible

on the subspace of R* orthogonal to the constant functions, i.e., A~!f exists when Yowfe=0.
The methods used to prove the following results do not work if, e.g., Bzy = 1j,_y|<3-

Theorem 2.1 (Infrared bound, Frohlich-Simon—Spencer). Let p be any measure on R™ with suffi-
cient decay (not necessarily O(n)-symmetric), and let (-) be the corresponding expectation ([LI6l)
with nearest-neighbour interaction as above. Then for any f: A — R™ with ) f, =0,

(9 < 03 ([(=B2)71) (2.2)
In particular, for f with > f =0,

var (f, ) = ((f,9)?) < (f, (=BL) 1) (2.3)

Note the formal similarity with the Brascamp-Lieb inequality. If ju(dp) = e~V (#)dy, then the
infrared bound is an estimate for the same measure that appears in the Brascamp—Lieb inequality
if H(yp) is taken to be the specific choice

1
ZZ@H% —@ilP+> Vi), Bij = Blinj. (2.4)
.3 J

On the other hand, while the Brascamp-Lieb inequality involves the Hessian of the full Hamil-
tonian, the infrared bound only involves that of the (nearest-neighbour) interaction and requires
the restriction > f = 0. As a result, unlike the Brascamp-Lieb inequality, it applies in particular
when V' is very non-convex. It is a very remarkable estimate and its proof is deceivingly simple.
The strength of the infrared bound comes at the cost that the spin coupling part is restricted to
the nearest neighbour interaction on the torus, or more generally reflection positive interactions.

Remark 2.2. The name infrared bound comes from the following formulation in Fourier space. Let
A* be the Fourier dual of A, and (pp)pen- the Fourier transform of (¢g)zea:

* 2m ~ 1 ip-x
A :{THZHEA}, @p:WZep P = (p,€p)- (2.5)
zEA
Note that the Laplace operator acts by
. . . d
(A= AWy, Alp) =2 (cosp;i —1). (2.6)
i=1
The infrared bound (Z3)) implies that, for p € A*\ {0},
1
5ol?) = (|(ep, ©)2) < (&, (—BA) Le,) = ———. 2.7
(I£p7) = (I(ep, 0)I7) < (€, (=BA) ep) “5AG) (2.7)

12



Note that, by translation invariance, the left-hand side can also be written as
{12p%) = A Z@’p T (g - py) =T Ze”’ T (00 - Pay) Ze””” (po-@az).  (2.8)

This bound is especially useful for p small, giving the name infrared bound.

Exercise 2.3. Show that, if d > 3 then

- < 00. (2.9)
peA*\{0} —A(p)

The following corollary of the infrared bound shows that the rotational symmetry of the S"~!
model is spontaneously broken if 3 is large. The proof is easy to extend to any O(n) model.

Corollary 2.4. Let d > 3. Let {-);, be denote the expectation of the S*~! model on A, with external
field he where h > 0 and e € S"~'. Then

1 1 1 1
1A] Zy:@% “py)o =1 — 0(5)’ le- o) =1— 0(5) + Oﬁ(m), (2.10)

Exercise 2.5. Use translation invariance and a Ward identity to show that (¢'- o), = 0 for any €'
orthogonal to e. (This was shown in Magaritha Disertori’s talk.)

Proof of Corollary[2] Let M = ‘—/1“ > ¢z Then we aim to estimate
(M) =3 Z (00 0y), (2.11)
where the equality follows from translation invariance. This term can also be expressed as

(|; W((z%

By Parseval’s identity and since \gpx\ =1 for all z,

zGA pEA* p;é()

)= il (2.12)

Thus the infrared bound (2.7)) implies

(M) = (%0l = Zw W}; - e

Since the second term on the right-hand side is O(1/f) in d > 3 this implies the first bound.

To show that the spontaneous magnetisation is positive, first consider the measure with h = 0.
Then the distribution of M is rotationally invariant, and hence the distribution of M /| M| is uniform
on S"~! and independent of |M|. For any e € S*~!, define

M

=P(|M| >1-9), q:]P’(M-e>1—£). (2.15)
Since M/|M| is uniform, for any € > 0, there is ¢. > 0 such that

]P’(M e=21—¢)>ce. (2.16)
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By RI4) and since [M| < 1, i.e., 1prz1-5 2 [M 1 pz1-5 = [MI(1 = Lyj<a-s) = M = (1= 9),
p=P(M|>1-0)>(MP)~(1-8)>1~ /B~ (1-06) >3~ f/b. (2.17)

Together, hence

1 1 1
®(h) = — log(e" M) > —log(pge' V=) = (1 - 6)(1 — £)h + — log(pq)
Al Al Al
1
> (1—25)h—05(m), (2.18)
where the last inequality holds when choosing € = § and 5 > 23, /0.
Finally, ® is convex and ®(0) = 0. Thus
®(h) — (0 1
(e M)y = ®'(h) > M >1-2040O5(——) (2.19)
h h|A]

as claimed. n

2.2 Reflection positivity and proof of the infrared bound

By rescaling and absorbing the term with A in the reference measure p, it suffices to prove (2Z.2)) for
B =1 and h =0 and any reference measure u. Let H(p) = %(cp, —Ayp). For any f with > f =0,

H(p) = (f,9) = %(w, —Ap) = (f,9) = H(p - A7 f) + %(fy (=A)71), (2:20)
and hence
/ e H@H(I£) BN () — b (H(=A)711) / e~ He=071) @A g0y — 32710 Z(L A1)
(2.21)
where
205 = [N ). (2.22)

To prove Theorem 2.1 it therefore suffices to show that Z(f) < Z(0) for any f.

Consider a plane going through the midpoints of edges (an edge plane) splitting the torus into
two halves. Such a plane gives a decomposition A = Ay UA_. Let 6 : Ax — A+ be the reflection
about this plane, and

(00)s = Poey (OF) () = F(09). (2.23)
Definition 2.6. A probability measure on (R™)A with expectation (-) is reflection positive if
(FOG) = (GOF), (FOF) >0,  foral F,G: (R")* = R. (2.24)
Lemma 2.7. Any product measure p®» is reflection positive.
Proof. Clearly, ¢|z, and ¢[j_ are independent, so
(FOG) = (F){(0G) = (F)(G), (2.25)
and both conditions for reflection positivity are obvious from this. Ol

By definition, reflection positivity of (-) means that (F,G) — (F0G) defines a symmetric posi-
tive semi-definite bilinear form. The importance of reflection positivity results from the Cauchy—
Schwarz inequality

(FOG)? < (FOF)(GHG). (2.26)
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Lemma 2.8. Let 6 be a reflection and (-) reflection positive. Then for any A, B,C, D : (R")* — R,

( eA+HB+Ct9D>2 < eA+9A+C€C> ( eB+9B+D9D>7 (2.27)

and the measures ((-)eAt0ATCOCY and
COD, COC, and DOD replaced by sums of such terms.

((-)eBHIBTDIDY qre reflection positive. The same holds with

Proof. Expand the exponential as

=1
eA+GB+C’6’D — Z ( Ack) 0 (eBDk) ' (228)
k";\,_/ ——

k=0 X N

Reflection positivity and the Cauchy-Schwarz inequality (twice) imply

oo o0 oo
1 1
(eATIBHOIDYZ 1N k‘<Xk9Xk>1/2<Yk9Y 1/2 ZE (Xp0X5) > — 5 (M0YE). (229)
k=0 k=0 k=0
By ([228)) and reflection positivity of (-), we also have
— 1
((FOF)eAH0ATC0CY — Zg (FX1)0(FX})) > 0. (2.30)
k=0
This completes the proof. ]

Lemma 2.9. Fiz a reflection 0. Let fi = f on Ay and fr = 0f on A_ and similarly for f_. Then

Z(f)? < Z(f+)Z(f-). (2.31)

Proof. Denote by EL the set of edges such that both endpoints are contained in Ay and by Ej the
edges crossing from A4 to A_. Then

1 1 1
=52 lee e+ 5D len =yl +5 ) lew —@yl? = Hi(p) + H-(¢) + Ho()- (2:32)
E B Eo
Since H_(yp) = 0H(p), and since

1 1
D) Z Pz — (Pyyz D) Z ("Pz|2 +9’90m’2 + 25 - Bpg), (2.33)

zyeFEy x€ALNEy

we see that H(y) is of the form
H(p)=A+0A+) CoC, (2.34)

with A, C : (R™")*+ — R. It follows that H(p + f) is of the form

H(p+ f)=Ap, +0A; + > Cy 0Cy_, (2.35)
with Ap,, Oy, : (R")A+ — R. Hence Lemma 8 implies (Z31)). O

Proof of Theorem [2l. Tt suffices to prove that, for any f: A — R,

Z(f) < 2(0). (2.36)
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For an edge e = xy write V. f = f, — f,. Note that V. f1 = 0 for e € Ey and that V. f = 0 implies
Veftr =0 for any e € E. Therefore, by iteration of the previous lemma, it follows that

Z(f) < sup Z(g) = Z(0). (2.37)
9:Vg=0
The last equality follows since Vg = 0 means V.g = 0 for all e € E' and hence g is constant.
We finally prove (Z3]). Since ) . f, = 0 and since (p;) is constant in x, we have ((f,¢)) =
>p Jz(po) = 0. Tt follows that

() =14 f«f, @)?) +O(t?), TN = f(f, (~BA) ) +0(E).  (2.38)

We obtain ([Z3) by subtracting 1, dividing by #2, and then taking t — 0. O

2.3 Hyperbolic sigma model

We consider hyperbolic sigma models, which are defined like the O(n) models with the sphere S*~!
replaced by the hyperbolic space H"~!. These models are interesting for several reasons. It terms
of phenomena, they are related to random matrix models and to linearly reinforced random walks.
Here we consider them as interesting examples where the spontaneous breaking of a continuous
symmetry can be shown with robust methods (not involving reflection positivity).

As previously, we start with a finite set A, but we now denote its elements by ¢, j € A because
the letters « and y will be used to denote components of the spins. The spins of the H" hyperbolic
sigma model are points u; € H” where H" is n-dimensional hyperbolic space. For simpler notation,
we take n = 2. Let R%! denote (2+ 1)-dimensional Minkowski space. Thus its elements are vectors
u = (z,y, 2), and it is equipped with the indefinite inner product u-u = 22+y?—22. The hyperbolic
plane H? can be realized as

H? = {u e R*! |u-u=—1,2>0}. (2.39)

Suppose A is finite and h > 0. To each vertex i € A we associate a spin u; € H?. The energy
of a spin configuration u = (u;);ep € (H?)A is

1
H(u) = Hgp(u) = 5 Zﬂij(—ui cuj— 1)+ hZ(zi —-1) (2.40)
i,j i
Exercise 2.10. For u,v € H? verify that 3(u—v) - (u—v) = =1 —u-v > 0 with equality if and only
if u =wv. Further verify that
zi—1=(—u;-e—1), wheree=(0,0,1). (2.41)

The energy (Z40) favours spin alignment because —u - v > 1 for u,v € H? with equality if and
only if u = v. The H? sigma model is the measure with expectation

1 dz; dy;
(Fw = [ Fe ™[I o= f14a? 42 (2.42)

A
(R?) e

This is completely analogous to the O(n) model, replacing S*~! by the hyperbolic space H"!.
Indeed, recall that the energy of a configuration o € (S*~1)* of the O(n) model can be written as

H(o) = iZBij(Uz‘—Uj) (05— 0j) —hZe-ai = %Zﬂij(—m'aj—l—l) —hZe-ai. (2.43)
4,J i ] i

However, an important difference is that hyperbolic space has infinite volume, and as a consequence
the notions of what it means for the symmetry to be spontaneously broken differs slightly.
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Exercise 2.11. Show that iz d
/ Y (2.44)
RQ

z

More generally, for any finite A and any i € A, one has (y?)an — o0 as h ] 0.

Our goal is to prove the following theorem, showing that symmetry breaking always occurs for
the H?2 model, in d > 3. The statement of the theorem involves the coupling matrix M as in (Z6]).

(Disertori-Spencer—Zirnbauer [I1] proved the much more subtle result that symmetry breaking
also occurs for a supersymmetric version of the model at large f3.)

Theorem 2.12 (Spencer-Zirnbauer). For the H? model with spin coupling 3. Assume that g =
max;[(M + h)~Y;; is bounded. Then for all p there are constants C, (depending on g) such that

(yf>h < Cp. (2.45)
In particular, in d > 3, (y?)an remains bounded if first |A| T oo and then h | 0.
Remark 2.13. On the other hand, in d = 2, (y?)x 5 diverges in the above limit []].

An important ingredient of the proof of the theorem is that hyperbolic space can be parametrised
by horospherical coordinates. For H?, these are global coordinates t € R, s € R, in terms of which

1 1
x = sinht — 582€t, y=e's, z=cosht+ 582€t. (2.46)

Exercise 2.14. In horospherical coordinates the inner product can be expressed as
1
— Uy * uj = COSh(ti — tj) + 5(81 - Sj)26ti+tj. (2.47)

Exercise 2.15. In horospherical coordinates, the following change of variable formula holds:

dﬂ?ldyl t:
Fu(z,y :/ F(u(s,t e dt; ds;. 2.48
[, Ptz == [, el (2.48)

Lemma 2.16. For any function of the t; = log(x; + z;) only,

(F(t) = /R F0e 0 T an (2.49)

where

H(t) = % Z Bij cosh(t; —t;) + h Z cosh(t;) + %log det(D(t)/2m) — Z ti, (2.50)
Y] i

i

and where D(t) is the symmetric matriz defined by the quadratic form
1 "y .
(f,D®O)f) =5 D BT (fi— )R eifE (fERM). (2.51)
ij i
Proof. By (2.46]) and (Z47), the energy can be expressed in horospherical coordinates as

H(u(s,t)) = %Zﬁij(cosh(ti —tj)+ %(sz — ;)% i) + h Z(cosh(ti) + %s?et"), (2.52)
0] i

and by (2.48]),
(F(t)) / F(t)e” #0020t T dt; ds;. (2.53)
(R2)A
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For every fixed t € R®, the integral of the s-variables is Gaussian:

1
- Z )2etitt) 2 t; H _ .
/ P Giglsi =5 )+ hsie? i = det(D(t)/2m)’ (2:54)

where the equality holds since (L2) defines a probability measure. O

Lemma 2.17. The function t — logdet D(t) is convex on R,

Proof. The determinant det D(t) can be written as a convex combination of exponentials [I7], i.e.,
there is a finite set A C R* and weights p(a) > 0 such that

det D(t) = Y p(a)e (2.55)
a€A

Any such function is log-convex. Indeed, given t € R define a probability measure on A by

x Z g(a)p(a)e®®, (2.56)

acA
Then for any b € RA,
(b, Hess(log det D(t))b) = E¢((b,a)?) — (E¢(b,a))? = var,(b,a) > 0, (2.57)
where var; denotes the variance of the probability measure on A with expectation E;. ]

Proof of Theorem[Z12. By convexity of log det D(t) and explicit computation for the other terms,
HessH (t) > D(0) = M + h. (2.58)

By the Brascamp—Lieb inequality,
(ectomadto)y < e90°/2, (2.59)

This shows that the ¢-field concentrates strongly near its mean. We need bounds on (ty) to complete

the proof. Since (sinh ¢y — ls%eto> = (x9) = 0 by symmetry, and using the Jensen inequality,

(' —e7'0) = 2(sinh(t)) = (sge’) =0, (e7"0) > e 0 (2.60)
which together with the Brascamp—Lieb inequality gives
elo)r9/2 > (eloy > =) e (1) > —g/4. (2.61)

Below the proof, we show that (sinh(#y)) is bounded. Together with the bound on (e~%) and the
Jensen inequality, this implies that (to) is bounded above:

elo) < (e!0) = 2(sinh to) + (e ') < 2(sinh to) + e~ 0 19/2 L (sinh ) + €39/4. (2.62)
Finally, combining the above ingredients, it follows that
(W) = (28) < ((wo + 20)F) = (e'0) < erltortrio/2 (2.63)
which implies the claim. O
Lemma 2.18. Let g = max;[(M + h)~Ys;. Then

(el0s2) < P9y (2.64)
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Proof. Let Gy = D, ! Then integrating over s gives
(€s5) = (€"°G4(0,0)). (2.65)
Using Cauchy—Schwarz, we will show
1 ot . . . .
Gi(0,0) < 5 > Bije™ "7 (Go(0,1) = Go(0,4))* +h Y _eGo(0,5)*. (2.66)
2% J

By Brascamp-Lieb and the lower bound on (fg) > —O(g) we have (e ti—titt0) = ¢=(t0)+0(9) = £0(9)
and (e~titto) = 00 Setting f(i) = Go(0,1), we get

(e"s8) = (€"9G4(0,0)) Zﬁw ~timtithoy +Zh ~litto) £ (i) (2.67)
<0 |1 Zﬂw(f( 2 4+ hZf (2.68)

,J
W(Dof, f) = e?WGo(0,0) = e <g>g. (2.69)

This completes the proof, given (2.66]). In the remainder of the proof, we show (2.60]).
Let ,Bij(t) = ﬁijetﬁ_tj and hl(t) = heti. Let ij@ = f(Z) — f(]) Then

(Dif, f) = Z Dif)if Zﬂw )(Vifi)? + Zh (2.70)

i.e.,

(Def)i =Y Bij(t)Vifi + hifi. (2.71)
J

Using that Bij = /Bij (O) = ,Bij (t)ﬂij(—t) and Similarly for h,
(fv th) = (DOGOfa th) (272)
*Z/Bw t)12(V;Gof(i))Bi (8) 2 (VG £ (i) +Zh )2 Go f (i)hi (8) PG £ (7).

By Cauchy—Schwarz,

(f,th)2<%(Dthf,th ) | D Bije i TH(V,Gof(i) Zhe (Gof(i) (2.73)

2%

and using that D;G; = id thus

(f.Gif) < Z/az t(V,;Gof (i) +Zhe (Gof (i) (2.74)

This implies (2.66]). O
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3 Spin systems, random walks and supersymmetry

Spin systems are intimately connected to interacting random walks. This section is based on [4].
More on the mathematics of supersymmetry can be found in [7,[I0,[I1] and references.

3.1 The BFS-Dynkin isomorphism theorem

The continuous-time simple random walk is a Markov process (X;) with values in A. Given X; =i
it jumps to a vertex j with rate [3;;:

In terms of the theory of Markov processes, this means that X is described by the generator

Lg(i) = Zﬁij(g(j) —g(i)). (3.2)

Denoting by [E; the expectation of this Markov process with Xy = 4, this means that

9:(i) = Ei(9(X¢)) (3-3)

satisfies 5
agt(i) = Lg(1). (3.4)

The local time L; = (Li);ep of X is defined by

t
L= / Lx.—s ds. (3.5)
0

The expectation of the n-component free field with the same coupling constants 5 was defined in

(@), (T) (with h = 0).

Theorem 3.1 (BFS-Dynkin isomorphism). Let (-)gn denote the expectation of the m-component
Gaussian free field with spin coupling 5 and mass m, and let X denote the simple random walk
with jump rates given in terms of the same 3. Then

1 o0 1 s
<¢}w}g(§!<ﬁ\2>>w —/0 <Ei(1xt:j9(Lt+glwlz))mne bdt. (3.6)

Remark 3.2. This theorem was proved by Brydges—Fréhlich—Spencer in [§]. Dynkin [12] then ex-
pressed it as the statement (“isomorphism theorem”) that

1
§|<p\2 under the (signed) measure @,y PGrr (3.7)
1

Lo + §|<p\2 under the (positive) measure Porpr @ Ppy (3.8)

have the same distribution, where Pgrr is the measure of the GFF and Py, is that of the simple
random walk from x to y with killing rate m?. See [18] for a review of such isomorphism theorems.

We will not prove this theorem and instead give a proof for a related theorem for the hyperbolic
sigma model. The BFS-Dynkin isomorphism theorem can be proved using the same method as
the proof below (though the original proofs look very different).
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3.2 Reinforced walks and hyperbolic symmetry

We explain that the H" sigma models satisfy a relation analogous to the BFS-Dynkin isomorphism
for the free field. In this relation, the simple random walk is replaced by an interacting random walk,
the vertex-reinforced jump process (VRJP). The VRJP takes steps from i to j with probability

P(Xyy 5t = j| Xt = 4, Ly) = Bi; (1 + L)5t + o(5t). (3.9)

It is not a Markov process, but the joint process (X, L;) is a Markov process with generator

£39(1,0) = 3 81+ £5)(9(00) — 9(0,0) + 5-9(0.0) (3.10)

We denote the expectation of this Markov process with initial condition (Xo, Lg) = (4,¢) by Ef ’
or simply by E; .

Theorem 3.3. Let h > 0, let g: A x R = R be a bounded smooth function, and let a,b € A. Then

S by (b, 2 — D)z = (24 /0 TES L (g(X0 L) e dtyge. (3.11)
b

The proof can be done in other coordinates, but we again use horospherical coordinates. Recall
. Loy ¢ Loy
$:smht—§se, y=ce's, z:cosht—|—§se, (3.12)

and )
— Ui Uj = COSh(ti — tj) + 5(32 — Sj)zetithj (3.13)

and write
Hgp(u) = ;Zﬂl](—uz cuj— 1)+ hZ(zi - 1), /H2 F(u) = /R2 F(u(s,t))etdtds.  (3.14)

Exercise 3.4.

0z 0y; O(u; - uj)
— =Y, = x; + z, ——— = yi(®i + z) — il i) 1
95, Y 95, ~ZiT2 95, yi (i + 2i) — yi(w; + 2) (3.15)

Lemma 3.5. Let a € A, and let g: A x RY — R be a smooth function with rapid decay. Then
- Z/ e Ho0y,LPg(b, 2 — 1) = / e 802,9(a, 2 —1). (3.16)
b (HZ)A (HQ)A
Proof. The integral stands for [ (H2)A and we abbreviate H = Hg . By (B3] we have

(b,z—1) (b,z—1) (3.17)

yb%g = a?bg

where B%b denotes the derivative with respect to the b-th component of the second argument. Thus

g e My Lg(b,z — 1)
) / Ya¥Yb,g
= [ e My, Breypze(g(c,z — 1) —g(byz — 1)) + 3 g(b,z — 1)> (3.18)
be p U5
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Recall ([2.48) and integrate the second term in the equation above by parts. This produces two
terms; by the rapid decay of g there are no boundary terms. For the first term produced by the
integration by parts, using ([B.15) again,

S [y otz -n =3 [ (zﬁba“gb“)) oz~ 1)

= [ S Bl + 2) = oo+ 2902 = 1)

b,c

= /eHyaZ/Bbc(yczb bzc) (b Z— 1)
b,c

_ /eHya S Buewzelgle, 2 —1) = glb,z— 1)) (3.19)
b,c

This term cancels the first term on the right-hand side of ([BI8]). For the second term produced
by the integration by parts, we use that fa:ae_Hg(b, z) = 0 by symmetry, and thus

/e Hgyag(b -1) = 5ab/€H($a + 24)9(b,z — 1) = (5ab/eHzag(a,z —1). (3.20)
Altogether, we have shown (B16]). B

Proof of Theorem[Z3. Tt suffices to show BII]) with h = 0, by replacing g(b,z — 1) by g(b,z —
1)e~"==1) Therefore assume h = 0. To get (1T from BI8), we apply BI6) with g(i, £) replaced
by g+(i,£) = E; ¢(9(X¢, Ly)). By the definition of the generator we have Lg(i,¢) = %gt(i,ﬁ), S0
BI8) gives

/eHB’OZaEa,z—l( (XtaLt (Z/ BOy ybgt b Z = 1)) (321)

Note that the process (X, L) is transient even if the marginal (X;) is recurrent because >, Li — oo
as t — oo. Therefore, integrating both sides over ¢ and using that g;(z,¢) — 0 as t — oo, which
follows from the transience of (X, L;) and the rapid decay of g = gg, we get

0o
/e_H’B’OZa/ Ea,zfl(g(Xta Lt)) dt = Z/Q_Hyaybg(ba z — 1) (322)
0 b

This completes the proof. ]

Exercise 3.6. Following the proof for the hyperbolic sigma model, prove Theorem [31l Hint: Using

o (1
5 (51e) = #! (3:23)
show that

_ 1 _ 1
=50kl eot gl = [ e tegta,5lof) (3.20)
b

where L is now defined without the factor 1+ Lt in the jump rates.
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3.3 Supersymmetry

3.3.1. Grassmann variables and supersymmetric integration. Below we consider Grassmann vari-
ables. These anticommuting variables generate an algebra, and while the particular realisation of
this algebra is unimportant, to be concrete, we can always realise it as an algebra of matrices as
in the following example.

Exercise 3.7. For any integer m, find 2™ x 2™ matrices 01, . ..,0,, such that, for all i, 7,
0;0; = —0;0;. (3.25)
Hint: the Clifford—-Jordan—Wigner representation of the Grassmann algebra generated by ([B.23) is
i—1 m
1 0 00 10
0; = ® (0 _1) ® <1 0> ® ® <0 1> : (3.26)
Jj=1 j=i+1

Definition 3.8. Generators 01,...,0, of a unital algebra satisfying the anticommutation relations
B23) are called Grassmann variables.

Let A be a finite set. For each vertex ¢ € A, let x;,y; be real variables and &;,7; be two
Grassmann variables. Thus by definition all of the x; and y; commute with each other and with
all of the &; and n; and all of the & and 7; anticommute. To fix signs in forthcoming expressions,
fix an arbitrary order i1, ...,75 of the vertices in A.

Definition 3.9. We define the algebra Qp to be the algebra of smooth functions on (R?)™ with values
in the algebra of 41 x 41 matrices that have the form

F= Y Frx,y)m)r, (3.27)
rJcA

where the coefficients Frj are smooth functions on (R2)A, and (n€)r.; is the ordered product
[icing mi&i Lien s & e ny- (This ordering has been chosen so that (n§)a,a is mé&i - .. naéa-)

We call elements of Q, forms because the forms of differential geometry are instances [I0,[16].

Definition 3.10. The integral (sometimes called a superintegral) of a form F € Qy is defined by

_ dxi dy
S B = [ Pralen T2 (3.25)

€A
where R22 refers to the number of commuting and anticommuting variables.

The degree of a coefficient Fy j is |I|+ |J|. Thus the integral of a form F' is a constant multiple
of the usual Lebesgue integral of the top degree part of F'.

Example 3.11. Let F = f(x,y)n;, &y - - iy Ciay e a form of top degree. Then

B dx; dy;
/(R”)AF— /(RQ)Af(f”’”H s (3.29)

i€EA

Definition 3.12. A form F € Qp is even if the degree of all non-vanishing coefficients Fr j is even.
For even forms F',..., FP and a smooth function g € C®(RP), define the form g(F*',... FP) € Qx
by formally Taylor expanding g about the degree-0 part (Féjg, ceey ngg).
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The Taylor expansion is well-defined as there is no ambiguity in the ordering if the F' are all
even because even forms commute, and because the anticommutation relations satisfied by the &;
and 7; imply the expansion is finite.

Example 3.13. Fori,j € A, define a form in Qy by
Tij = T+ Yiy; + &mj — mi&;- (3.30)
Then 1;; is even and its degree-0 part is (Tij)o,e = Tix; + yiy;. Hence, with g(t) = €',
& = (L € miEy). (3.31)
Similarly, with g(t*,2) = et +1°,
eIk = et TSI (1 4 iy — i + & — i€k + (Emy — &) (§me — n5&k))  (3.32)
= eMITTVIITEIR VI (1 &y — &5 + e — ik + Emi&gmm + miinie)- (3.33)

This calculation demonstrates the general fact that eFIHF? = oF' o F? for forms.

Example 3.14. Let A = {i} and a > 0. Then

/ e%m—/ eiwmeNMnge;ﬁg@mw%:L (3.34)
R2I2 R2I2 a R2 2ma
Similarly, for general finite A and any a > 0,
/ ¢ 30 ZieaTii = 1 (3.35)
(R212)A

3.8.2. Supersymmetric localisation. Temporarily set x = x;,y = v;, & = &, and n = 1;. Define an
operator J,: Qp — Qy by linearity, 0,(nF) = F, and 0,F = 0 if F' does not contain a factor 7.
Define ¢ in the same manner. Define ; by its action on forms F' by

QiF = {0, F + noyF + 20y F — yOc F. (3.36)
The supersymmetry generator @ acts on a form F' '€ Qp by QF =, Q:F
Definition 3.15. F' € Qp is supersymmetric if QF = 0.
Example 3.16. The forms 1;; defined in [B.30) are supersymmetric. Note that

QiTij = (&0y; + 1i0y;, + 0y, — yiOe, ) (xixj + yiy; + &nj — mi&5)

= &y + iy — &5 — Yin; (3.37)
QjTij (gja% + njay] + :E]a yjafg)(mz$] + Yiy; + 5177] nifj)
= &+ 1Y — & — Y (3.38)

S0 QTij = QiTij + QjTij =0.
Exercise 3.17. Let F,G € Qp be even. Show that Q) is a derivation on even forms:
Q(FG) = (QF)G + F(QG). (3.39)

Show also that Q) obeys the chain rule
P g '
g —Z FMOQF". 3.40

In particular, any form that is a function of the collection of forms (7;;) is supersymmetric.
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Much of the significance of supersymmetry is a result of the fundamental localisation theorem,
closely related to the celebrated Duistermaat—Heckman theorem.

Theorem 3.18 (Localisation theorem). Let F' € Q) be a smooth form with sufficient decay that can
be written as a function of the (7i;)ijen. Then

/(R2|2)A F == F@?Q(O, O) (341)

Proof. By assumption, there is a smooth function f : RA*A — R with decay at infinity such that
F = f(1). By taking a limit, we may in fact assume F = f(7)e (") with H(7) =3, 7. Let

= e HT), .
o= e (3.42)

By (B:33), then
9(0) = £(0) / e = f(0) = Fz,0(0,0). (3.43)
(]R2|2)A

We will show that ¢(t) is independent of t > 0. Let 0;; = x;m; —1;§; and notice that Qo;; = 7;.
Writing f;;(t) = %f(t), using that @ f;;(¢t7) = 0 and that @ is a derivation on even forms,

0

5/ (1) = SRty =Y fii(t)Qoi = > Q(fij(t7)ai)). (3.44)
ij ij ij

Using that Qe (") = 0 by Exercise B.I7 and that Q is a derivation on even forms,

=2 / ~H() _ / H())
gt =5 - Z oo Q(fij(tr)oize M) =0 (3.45)

where the last equality follows from the fact that, for any form F' with sufficient decay at infinity,

QF = (605, F + 0,0, F) = 0, 3.46
S @F =3 [ (600 F + 000 (3.46)

where the first equality holds because any form in the image of 9, or J¢ has degree at most 2|A| -1,
and where the last equality holds because the integral of a derivative. O
3.4 Supersymmetric spin models

3.4.1. Supersymmetric free field. The supersymmetric Gaussian free field is defined as follows. For
i € A, we write

The first two components are coordinates in R? while the second two components are matrices,
but we can view each component as an element of 25. The coordinate x; and y; are the coordinate
functions on (RQ)A with values proportional to the identity matrix, while n; and &; are the constant
functions given by the respective matrices. Then we define the forms

@i~ pj = Titj + yiy; + &nj — mi&G = Tij, l0il® = i - @i = Tis. (3.48)
With this notation, we define the supersymmetric Gaussian free field as the form

e eqy, (3.49)
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where

1 2 1 2 2
H= E ' Bijlei — 5] +gm E il “. (3.50)
7’7] 1

By definition, H can be written as a function of the (7;;) and when m? > 0 it has exponential
decay. The localisation theorem implies that

/ e =1. (3.51)
(R2\2)A

For a form I’ € Qp, we define the super-expectation

= e H. .
(F) = /(R2l2)A F (3.52)

This is in general not the expectation of a probability measure (and it more generally takes forms
instead of random variables as input).

Exercise 3.19. Let F be a degree-0 form, i.e., F = f(z,y) for a smooth function f : (R*)A — R.
Then the super-expectation of F is equal to the ordinary expectation of the f with respect to the
two-component Gaussian free field, i.e., with M as in (L6,

(F)g2iz = (f)re (3.53)
M+ m2 1z m?)z)—1 m
7) /(VRQ)A f(x’y)e 2( (M+ 2) ) 2(yv(M+ 2)9) del dyz

2
7

= det(

Sketch. Write M instead of M + m?. In the super-expectation, the exponent is

1
5 > Mij(wiws + yiys + &inj — mi&j)- (3.54)
i,J
By symmetry of M,
1
5 > Mi(&imy —mi&y) =Y Mijém;. (3.55)
1] 2%
Let N = |A|. The degree 2N part of exp(— Z” M;;€n;) is
N
1
N Z Mi&in; | = det(M) (3.56)
i,
since the £ and 7 anticommute. O

Theorem 3.20 (supersymmetric BES-Dynkin isomorphism). Let (-) denote the expectation of the
supersymmetric Gaussian free field with spin coupling B and mass m, and let X denote the simple
random walk with jump rates given in terms of the same 3. Then

1 o 2
@l = [ Ealixmg(L)e ™ dr (3.57)
Sketch. The proof is identical to that of Theorem Bl and we again arrive at
1 o0 1 —m2
(wiao( e = [ Eillximjglla + 5ol e dr (359)

with the only difference that the expectation (-)grn is replaced by (-)gezi2 on both sides. Since the
right-hand side is a function of the 7;;, the localisation theorem simplifies the right-hand side to

o] 1 . o] o
/O (Bi(Lx,=ig (Lt + Gll*))garze™" dt = /0 Ei(Lx,—jg(Ls))e™" dt (3.59)

which gives the claim. O
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3.4.2. Supersymmetric hyperbolic sigma model. The H2? model is defined analogously to the H?
model, with 22 + y? replaced by 22 + y? + 2&n. More precisely, with (z,y,&,m) as above, set

z=/2%+y?+ 2. (3.60)

We then write u = (x,v, z,£,1),
1
w-u' = xr’ +yy -z + &y =g, / F= FII - (3.61)
(H2\2)A (R2\2)A A Z;

Exercise 3.21. Following the proof for the H? model and using in addition the localisation theorem
to show that, for the H2? model,

D (Waypg(b,z = 1))gere = /OOO E; o(9(Xt, Ly)) e dt. (3.62)
b

The left-hand side is the two-point function of the H2? model. The right-hand side the two-
point function of the VRJP.

3.5 Self-avoiding walk
Example 3.22. Let G = (V, E) be a finite graph. Let
GE(a,b) = Z 2N (w is edge self-avoiding), (3.63)

w:a—b
where the sum runs over all walks w from a to b with where |w| edges, be the generating function
of edge self-avoiding walks on G. In particular, if G has degree bounded by three, then G, is also
the generating function of vertex self-avoiding walks. Then

G.(i,§) = / zamy [ 1+ 20i-0)) [ e3P, (3.64)
(R212)V ijEE iev

Proof. Note that

0

8$i

— L0 —L..0;
T;e 3PP — __ e 2¥i¥i (365)

Integrating by parts,

E EET
— a 1 i . PiPi
G (a,b) /(Rm)v Talp H( + 25 - ;) H e 2

ijEE i€V

1 a 1
= 1 ey —3%ipi 1 s —5%ipi
Oub /(Rm)v Z-EE( + zp; - ;) H e 2 —i—/ oy Ty B, H (1+ zp; - ) H e 2

eV (R ijEE eV
(3.66)
The first integral is a function of (7;;) and thus localises to 1. The second integral is
[l o Ta+2000) | [Te b
(R212)V Oz ijeE eV
= Zz/ Ty H (14 zp; - @) H e 3PP = Z 2GEMack (g, p). (3.67)
cma RV ijeE\{ac} eV c~a
Thus we have shown
GE(a,b) = b + > _ 2GEM*H (a,D). (3.68)
c~a
This recursion characterises the generating function for edge self-avoiding walks. O

27



4 A glimpse at the renormalisation group

The content of this section is based on [3,9].

4.1 Decomposition of free field on Z?

In Section [T, we saw that it is useful to decompose the Gaussian interaction factor in the measure of
O(n)-invariant spin systems. In mean-field theory, this decomposition is very simple and involves
only two scales:

1 1 1
2\ —1 : -
(M +m*)" = T id + m2(1 mQ)Q’ where Q;; = N (4.1)
We now consider the case of Z¢ (or more precisely that of a large torus) with M = —A the nearest

neighbour Laplacian. Recall the long-distance behaviour of the Green function from (L8])—(L9l).
From these asymptotics, the following result is plausible.

Theorem 4.1. Let A be a finite discrete torus of side length D < L™, and let —A be the discrete
Laplace operator on A. There exist positive definite matrices C;j = Cj(mQ) such that

(—A+m?) ' =Co+---+Cn+Cy (4.2)
where C; has range L7, ie., A
Cj(z,y) =0 iflz—y|l> L, (4.3)
and Cj is smooth on scale L7, i.e.,
(LIV)2Cy(x,y) = O(L~ 142U, (4.4)

The construction of such a finite range decomposition is non-obvious because of the competing
constraints of positive definiteness and the finite range property. The following example gives such
a decomposition in the continuum.

Example 4.2. Given L > 1 and a > 0, there exists u : R? — R which is smooth, positive definite,

with support in [—%, 11, such that

202
2| => L (L z) (¢ #0). (4.5)
JEL
Proof. Choose a function w € C.(R) which is not the zero function. By the change of variables
t— |zlt,
> — dt —a
| eatial g = dai (4.6)

with ¢ = fooo t_aw(l/t)%. After normalising w by multiplication by a constant so that ¢ = 1, we
obtain
—« > —a dt
2|7 = [ T w(lz|/t) (4.7)
0 t
Now choose w with support in [—3, 3] such that = — w(|z|) is a smooth, positive definite function
on R?. (Exercise: a function w with these properties exists.) Given L > 1, set

1
u(z) = /1 o (Ja] /t)% (4.8)

/L

It is not hard to check that this is a positive definite function. By change of variables, (£3]) holds,
and the proof is complete. O

Exercise 4.3. Find a similar decomposition for the two-dimensional Green function —log |x|.
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0 0 . 0 0 . . 0-blocks
o o . o o . o - o

L) L) L] L) L) L] L) L) 1_b10cks
. . . . . . . . 9-blocks
L L L] L L L] L .’

0 0 . 0 0 . 0 0 3-block

FIGURE 4.1. Blocks in B; for j =0,1,2,3 when d =2, N =3, L = 2.

4.2 Hierarchical spin coupling

Many of the essential features for the long-distance behaviour of spin systems on Z? are contained
in their hierarchical approximation. This is a special choice of M mimicking the important features
of —A on Z¢. The study of hierarchical models has a long history in statistical mechanics going
back to [6l[13]; recent studies include [I,5L714.[19] and references.

Let A = Ay be a cube of side length LY in Z%, d > 1, for some fixed integer L > 1, where N
is eventually chosen large. For scale 0 < j < N, we decompose A as the union of disjoint blocks of
side lengths L’ denoted B € Bj; see Figure Il In particular, By = A and the unique block in By
is Ay itself. The blocks have the structure of a K-ary tree with K = L% height N and the leaves
are indexed by the sites x € Ay.

Definition 4.4. For scale j and x € A, let Bj(z) denote the block in B; containing x. Define the
block averaging operators by

1
|Bj(x)]

(Qjf)e = > fy for feRM (4.9)

y€B;(2)
Let JDJ = Qj—l - Qj'

Lemma 4.5. The operators Py,..., Pn,Qn are orthogonal projections whose ranges are disjoint
and provide a direct sum decomposition of R :

P (j=k)

P, P. = P.P;, =
ST {0 ( # k),

N
> P+ Qn=id (4.10)
j=1

Note that the mean-field model is the special case LY = L, i.e., N = 1.

Proof. The second equation is an immediate consequence of the definition of Pj, together with the
fact that QQg = id. For the other properties, we claim that

QiQr = Qjvi = QrQ;. (4.11)

In particular, the case j = k shows that @); is an orthogonal projection. To prove ({.I1]), it suffices
to consider j < k. We use primes to denote blocks in the larger scale By, and unprimed blocks are
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in B;. Then the x,y matrix element of the product is given by

5 Qs = L S 1y sy = L S 1y
z z z€B,

= L™ ™p,cp = L ®1p—p = Qriay, (4.12)

as claimed. Thus {Qj }jzov,_’ N~ is a sequence of commuting decreasing projections that starts with
Qo = id. By (@II) it readily follows that Pi,..., Py,QxN are orthogonal projections that obey

EID). 0

An operator on R? is hierarchical if it is diagonal with respect to this decomposition. To obtain
a hierarchical Green function with the scaling of the Green function of the usual Laplace operator,
we choose the hierarchical Laplace operator on A to be

N
—Apg =) L7?7Vp; (4.13)
j=1
Lemma 4.6. Let v; = (L7201 4+ m?)~L. Then
N 1
2\—1
(—Ap +m?)~t = ;yjpj + —5Qn. (4.14)
]:

Proof. The operators P, .., Py, Qn are spectral projections for —Apg n. In fact, let f(t) = (t +
m?)~tand \; = L2061 By the spectral calculus,

N
(—Apn+m?) = f(~Aun)=F [ D NP +0Qy

7=1
N
=Y NP+ F(0)QN (4.15)
j=1
because f(\;) =1; and f(0) =m 2, O
Exercise 4.7. (i) Verify that
N-1
(A +m*) ' =71Qo+ Y (v —1)Qj + (m ™% — w)Qn. (4.16)
j=1

(7i) Using the result of part (i), prove that as |x| — oo the hierarchical covariance obeys

= |p|~(d=2) 2
lim Tim Cou(m?){ ~ © (d>2) (4.17)
m2[0 N—oo =00 (d<2)

and that there is a constant o > 0 (depending on L) such that

I
N =
SN—

lim lim [Cog(m?2) — Coo(m?)] {X ~lel (d (4.18)

m2 10 N—c0 = —ology |z|+O(1) (d
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4.3 Degenerate Gaussian measures

We start from the decomposition ([£I6]), which we write as
(~A+m?*)~! = Z Cj, where C; = \;(m?)Q;. (4.19)
J

The matrices C; are positive semi-definite, but not positive definite, and the corresponding Gaus-
sian measures are therefore degenerate (supported on subspaces). Concretely, we can realise the
Gaussian measure with covariance Cj as follows. For each block B € Bj, choose ¢; g to be an
independent Gaussian random variable (independent of everything else) with variance \;L~%. For
x € B, then set ¢, = ¢; B.

Exercise 4.8. Check that E(y;.¢jy) = [Cjlay. As a consequence, with the ; as above, the Gaussian
measure with covariance (—Ap + m2)_1 s given in distribution as 1 + -+ @N.

4.4 The Sine—Gordon model

The following treatment is adapted from [9, Chapter 3.
4.4.1. Model. We consider spins ¢, € R with energy

H(p) = 13 Beyloe — 00 + 3 Viga) = 20, M) + 3 V(2), (4.20)
x,y x x

where V' is a non-constant periodic function on R. In particular, V' is not convex. A representative
example is V(t) = z cos(t) with z € R. Note that H has the symmetry ¢ — ¢ 4+ nl for n € Z. To
break this symmetry, we can add an external field, and consider for some m? > 0, @ € R,

H(p) + %mQ > (e — @)% (4.21)

For simplicity, we assume that ¢ = 0. This choice amounts to replacing M by M + m? in [@20).
As before, we are interested in the limit |A| T oo and then m? | 0.

4.4.2. Result. For a periodic function F : S' — R, we use the norm

17 => w@)|F@)l, wlg) = (1+]q])? (4.22)

q

where )

F(q) = / F(p)e'®? dy (4.23)
0

are the Fourier coefficients of F. In particular, the potential V() = z cos(y) has norm O(z).

Theorem 4.9. Let d = 2 and M = —3Ay +m?. Assume that |V — V(0)|| is sufficiently small.
Assume that 0 < B < By. Then there is k > 0 such that for m?> = L72V,

1
> peyhn = — (1-0(x)). (4.24)
yeA
Remark 4.10. e [f the potential V was convex such a result would follow from the Brascamp—

Lieb inequality. But the non-convexity of H is significant.

e The theorem shows that, at high temperature, the behaviour of a periodic potential differs from
that of a double well potential. For a double well potential, the susceptibility remains bounded
for B small. For a periodic potential, on the other hand, the susceptibility is unbounded.

e The methods that prove this result can be refined to other observables; and there are also
much more complicated version for the non-hierarchical lattice Z2.
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4.4.3. Proof of Theorem[{.9 We define a sequence of effective potentials V; by
e~ Viti(®) — ECHIG—VJ'(%O-FC)_ (4.25)
Due to the hierarchical structure, the potential has the form

Vie) = > Vi(B,9), (4.26)
BeB;

where each V;(B, ¢) depends only on ¢ inside the block B. Moreover, we restrict V;(B, ¢) to fields
¢ that are constant on B. Thus V;(B, ) becomes a function on R. Finally, the functions V;(B, -)
are the same for all B € B;, up to translation. We take this point of view and use the above norm
on this function and will simply denote the above function by V; : R — R.

We study the renormalisation group map V; — Vji1. Let o; = C}(0,0).
Theorem 4.11. Assume that ||[V; — V;(0)|| is sufficiently small. Then
Vi1 = Via (0)]| < L2772 V; = V(0)|| + O(|V; = V;(0)])*. (4.27)
Exercise 4.12. Assume that max; L?e79/? < < 1 for all j. Then
Vi = Vv (0)]] < O(+™)][Vo = Vo(0)]]. (4.28)
For 0 < 8 < By and m = L2V this condition is satisfied for the hierarchical field.
Using the proposition, we obtain the claim for the suceptibility.

Proof of Theorem[].9. Let C = (—BAg+m?)~! denote the covariance of the hierarchical Gaussian
field, and define, for x € A,

1
ge = (C1l)y =) Cay = — 1, =1 for all z, (4.29)
Yy

where the last equality is due to (LIZ). By completion of the square, using that Mg = MC1 =1,

1 1 1
= 5P, M) +t(p,1) = =5 — tg, M(p — tg)) + §t2(g, 1), (4.30)
we get
1 Alt?
I(t) = logEc(el®VeV(9)) = 5,52(97 1) + log Ec (e V#t19) = ‘2m2 — Vn(tg). (4.31)

Proposition 11l implies that the first and second derivatives of the renormalized potential Vy are
uniformly bounded by O(x™):

VR(O0)] = (Vi = Vi (0)"] < [V = Vvl < & [[Vo = Vo(0)]| = O(x™). (4.32)
Thus
0T (0) _ [A| 2 _ Al K
var(p, 1) = =55~ = 5 = V§(0)g* = — (1-0 n2A]) ) (4.33)
This completes the proof. ]
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4.4.4. Proof of Proposztzonm The norm ([£.22)) has the the following properties. Since w(p+¢q) <
w(p)w(q), i
(1+ !p+Q\)2 =14p*+ ¢ +2lp+q|+2pq
<1+p* +¢° +2[p + q| + 4lpa| + 2[pal(Ip] + la]) = (1 + [p)*(1 + |g])?,  (4.34)

the norm satisfies the product property

1G] =Y w(@)|E(g —p)[|Gp)] < Y wlg —p)w@)|Fa —p)IGE)| = IFIIG].  (4.35)

aq,p q,p

Exercise 4.13. For any F in a normed algebra with || F|| small enough,

le™" — 1]
|

IE]l+ O(|IF|%), (4.36)
[og(1 + F)|| < |

|||+ O(|1F). (4.37)

NN

To simplify the notation, since we consider a simple renormalisation group step, we now drop
the index j and write + in place of 7 4+ 1. Recall that under the Gaussian measure with covariance
C = Cj the the random variable ¢, is Gaussian with covariance 0 = Cj,.

Lemma 4.14. For F : S — R with F(0) =0 and ||F|| < oo, with k = /2,
[Eo (F(+ ) | < w[LF]. (4.38)
For any F, : S* — R with ||F,|| < co, where x € B,
IEc (H (- + @)) I < TTIE (4.39)
zeB zeB

Proof. By ([@.16), each (; is a Gaussian random variable with variance as above. By (3] therefore

2

Ec (et = ¢=00/2 = g2’ (4.40)

This gives
EcF (¢ + ¢) = Ec Z F(q)el1tet6e) — Z KT E(q)e'?. (4.41)

Since by assumption F' (0) = 0, we obtain the first bound:

IECF( +G)l an B(g) < xS 1B (g)] = r]F]. (4.42)
q

The second bound is similar.

H Folo+¢) = Z e'e? Z H F(Qz)ei 2z 0o | (4.43)

qGZ Za: qz=q <

Using that w(}_, ¢z) < [, w(qz), we obtain

IEe (Hfmwm) EOTTID ol | (AR i DI | (TIRITNRS ) (L1

q Yelz=q T 9 > .qx=q T
(4.44)
as needed. O
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Proof of Proposition[{.11, We may assume that V(O) = 0. We start from

Ec (H e_v(‘P+C””)> =E¢ (H (14 e Vit 1)) = > Ec (H (e7VpHa) _ 1)) . (4.45)

zeB zeB XCB zeX

The term with | X| = 0 is simply 1. By (£38) and ([4.38]), the terms with |X| = 1 are bounded by

ZEC( V(p+ca) _ 1)

zeB

By (£39), the terms with |X| > 1 give

> Ec (HW(@*@ —1) < 3 ITLE e~

< IBls([VII+O(IVI).- (4.46)

| X|>1 rzeX | X|>1 zeX
< D (Vi+o(vIP)X = o(viP®). (4.47)
| X|>1
In summary, for ||V small enough, we get
Eo (H e Viore) ) =1 <IBls[VII+ O(IVI*) = L2([V] + O(IV]*). (4.48)
€D

Finally, by (£37),

Vil = 2k(IVIF+O(IVI)), (4.49)

log (1 + E¢ (H e ‘p+<”)> — 1>
reB

as needed. O
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