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ABSTRACT

We prove that if a fractal set in R? avoids lines in a certain quantitative sense, which
we call line porosity, then it has a fractal uncertainty principle. The main ingredient is
a new higher dimensional Beurling and Malliavin multiplier theorem, which allows us
to construct band-limited functions that decay rapidly on line porous sets.

To prove this theorem, we first explicitly construct certain plurisubharmonic func-
tions on C?. Then, following Bourgain, we use Hérmander’s L? theory for the O equation
to construct band-limited functions.

The main theorem has since been applied by Kim and Miller to lower bounds for
the mass of eigenfunctions on higher dimensional hyperbolic manifolds.
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Chapter 1

Introduction

1.1 Main result

A fractal uncertainty principle (FUP) says that a function cannot be simultaneously
localized near a fractal set in physical space and near a fractal set in Fourier space.
Several such theorems have been proved in different contexts. In 2017, Bourgain and
Dyatlov [11] proved an important FUP for porous sets.

Given a parameter v € (0,1/3), we say a set X C R? is v-porous on balls from scales
ap to aq if for every ball B of diameter R € (ap, ), there exists a point x € B such
that the ball B, g(x) (with center x and radius vR) is disjoint from X. For example,
the middle-thirds Cantor set is 1/6-porous on all scales, and an h-neighborhood of this
set is porous from scales h to 1.

Theorem 1.1 (Bourgain—Dyatlov [11, Theorem 4|). Let v > 0 and suppose that
e X C [—1,1] is v-porous from scales h to 1, and
o Y C [—h ! hY] is v-porous from scales 1 to h™!.
Then there exist constants 3,C > 0, depending only on v, such that for all f € L*(R)
supp/ CY = [|f1x[la < Ch7[|f]l2. (1.1)

In this theorem and throughout the thesis, we assume that h € (0,1/100) is a small
parameter.

Remark. In Bourgain and Dyatlov’s paper, the hypothesis is that X and Y are Ahlfors—
David (AD) regular rather than porous. These two notions are equivalent up to a
change in parameters: any AD regular set of dimension less than 1 is porous, and



Figure 1.1: The Sierpinski carpet is Figure 1.2: The product of two middle-
porous on balls but not on lines thirds Cantor sets is porous on lines

any porous set is contained in an AD regular set of dimension less than 1. The first
statement of FUP using porous sets appeared in [21].

Theorem 1.1 fails in higher dimensions due to the following example. Consider a
thin horizontal rectangle X and a tall vertical rectangle Y,

X =10,1 x[0,h] and Y =[0,1] x [0,h7"]. (1.2)

Let  be a fixed bump function satisfying supp ¢ C [0,1] x [0, 1], and define the rescaled
function vy,(z,y) = ¥(z,h"'y). Then

supp¢p, CY and |[[¢oplx]l2 > (const.) |[1n |2

To rule out this example, we introduce the notion of line porosity. We say a set X is
v-porous on lines from scales aq to o if for all line segments 7 with length R € («g, o),
there exists a point x € 7 such that B,z(x) is disjoint from X.

Any line porous set is also ball porous, but not the other way around. The rectangle
sets X and Y in (1.2) are porous on balls, but not on lines. See Figure 1.1 for another
set that is porous on balls but not on lines, and Figure 1.2 for an example of a set that
is porous on lines. Similar notions have appeared before; for example, Chousionis [12]
introduced the notion of directional porosity to the study of iterated function systems.

Our main theorem is the following higher-dimensional fractal uncertainty principle,
which applies when one set is porous on balls and the other is porous on lines.

Theorem 1.2. Let v > 0 and suppose that
e X C [~1,1]¢ is v-porous on balls from scales h to 1, and

e Y C [-h7t h7Y? is v-porous on lines from scales 1 to h™!.



Then there exist constants 5,C > 0, depending only on v and d, such that for all
f € L*(RY)
supp f CY = [|f1x[la < CH7||f]s- (1.3)

See [14] for the journal version of this result.

1.2 Connection to quantum chaos

The fractal uncertainty principle has striking applications to quantum chaos. By
applying FUP to fractal sets coming from chaotic dynamical systems, we can control
high frequency waves on those systems. Dyatlov—Zahl [23], Dyatlov—Zworski [24], and
Bourgain-Dyatlov [11] used Theorem 1.1 to prove a spectral gap for open quantum
systems. In what follows we’ll focus on applications to compact hyperbolic manifolds—a
classic example of a chaotic dynamical system.

To see why hyperbolic manifolds are chaotic, think of geodesic flow lines in the
unit tangent bundle. If you place a particle at almost any starting point, the flow
line equidistributes as time goes to infinity, a property called ergodicity. Also, two
nearby flow lines diverge exponentially fast, so the system is highly sensitive to initial
conditions.

However, not every flow line on a hyperbolic manifold equidistributes. Some return
to themselves, some stay trapped near fractal sets, and there are other, more complicated
behaviors as well. This variety of behaviors is one of the hallmarks of chaotic systems.

To study quantum dynamics on a manifold M, we look at the sequence {u;}32, of
L? normalized Laplace eigenfunctions. A quantum mechanics version of asking what
the flow lines look like is to ask: what do the measures |u;|*dz look like as j — oco?
Actually, we usually study the distribution of u; in the phase space S*M, rather than
just on the base manifold M, although we’ll ignore this point in what follows. In
addition to physics, the study of eigenfunctions is motivated by number theory, because
eigenfunctions on certain hyperbolic manifolds encode arithmetic information.

One of the first results on this topic was the quantum ergodicity theorem of
Shnirelman [45], Zelditch [46], and Colin De Verdére [16], which states that a dense
subsequence of eigenfunctions equidistributes. This is a quantum version of the fact
that almost every flow line equidistributes.

Rudnick and Sarnak’s quantum unique ergodicity conjecture hypothesizes that the
entire sequence of measures |u;|?dz equidistributes, not just a dense subsequence. In
other words, for any open set U C M,

lim |ju; 1y])3 = |U] where |U| is the Lebesgue probability measure. (1.4)
j—o0



This conjecture gets at a truly quantum phenomenon. Even though some special flow
lines do not equidistribute, we expect that every single high-frequency eigenfunction
equidistributes. The underlying mechanism is that waves tend to disperse, so we believe
they cannot stay trapped near the special flow lines that do not equidistribute.

Lindenstrauss [40] proved the quantum unique ergodicity conjecture in the special
setting of Hecke eigenfunctions on arithmetic hyperbolic manifolds. The first major
progress about general hyperbolic manifolds was made by Anantharaman [1], who proved
that the mass of |u;|?dx cannot be concentrated near too small of a set. Anantharaman
and Nonnenmacher [2] significantly strengthened this result by proving a lower bound
for the measure-theoretic entropy associated to eigenfunctions. The latest progress was
by Dyatlov and Jin [20], who used Theorem 1.1 to prove a uniform lower bound for the
L? mass of any eigenfunction on a fixed open set.

Theorem 1.3 (Dyatlov & Jin [21]). Let M be a compact hyperbolic surface, and let
U C M be a nonempty open set. Then for some cy > 0,

lug 1]l > ey for all L*-normalized Laplace eigenfunctions uy.

Proof sketch. We can write
M =T\D,

where D is the Poincaré disk and I' C SL(2, R) is a group of isometries. Then uy lifts
to a ['-invariant eigenfunction u, on D, and U lifts to a I'-invariant open subset U C D.

For b € S' and z € D, denote by B,(z) the Poisson kernel. For any (b,7) € S* x R,
the hyperbolic plane wave

Ui(2) = By(2)7T", 2z €D, (1.5)
solves the eigenfunction equation
—A¢y = (r*+3)¢p onD.

If r > 0 we call this an outgoing wave and if » < 0 it is incoming. Because u; has
eigenvalue Ay, we take
T = )\k' — le

We can synthesize 4y in two ways, using either outgoing or incoming waves:
Tz = [ O ei),
s

ug(z) = /Sl g(b) Y, "(2)db, 1~ ht



where f, g are distributions on S!. These distributions are related by an explicit formula
(see, e.g., |9, §4.4])

g(b) = cr/ ¢~ (1+2ir) log [b—al f(a)da. (1.6)
Sl

Now let € > 0 be small enough that B;_. C DD covers M. Let v be a geodesic on D
with endpoints v, ,vy_ € S!. Define

X = U{%r,’y,} over all v such that v N By_. # 0 and yN U = 0. (1.7)

The set X C S! represents the geodesics on M that do not intersect U. Using unique
ergodicity of the horocycle flow on M, one can show that X is porous.

Morally speaking, if
[ur 1y ]2 = o(1),

then f and g are both localized h-close to the set X where h = )\;1/ ®. Because fand g
are related by the oscillatory integral (1.6), the fractal uncertainty principle applied to
the h-neighborhood of X rules out this scenario.

See Dyatlov’s survey [17] for details on the proof (which uses microlocal analysis
and does not follow this sketch). []

Dyatlov, Jin, and Nonnenmacher [22] extended Theorem 1.3 to variable curvature.
These lower bounds were later applied to control for the Schrodinger equation and
exponential decay for the damped wave equation, see [22,32,33]. Dyatlov—Jezequel [19]
and Athreya—Dyatlov—Miller [5| proved similar results for certain higher-dimensional
quantum chaos systems that diverge faster in one direction than others. The applications
were limited to these special higher-dimensional systems because Bourgain and Dyatlov’s
FUP was restricted to subsets of R.

Our main result (Theorem 1.2) has recently been applied to prove mass lower bounds
for higher-dimensional eigenfunctions. Kim, Anderson, and Oliver [34]| proved a lower
bound for the mass of eigenfunctions on quantum cat maps, a model system closely
related to hyperbolic manifolds. Kim and Miller [35] proved the following theorem
about eigenfunctions on higher-dimensional hyperbolic manifolds. Their actual theorem
is more general-—we just state a special case.

Theorem 1.4 (Kim-Miller). Let M be a compact hyperbolic manifold with no immersed
totally geodesic submanifolds, and let U C M be an open subset. For some cy > 0,

|ur 1p|la > e for all L?-normalized Laplace eigenfunctions .

The hyperbolic manifold M and open subset U give rise to ball porous sets X C S
If M has no immersed totally geodesic submanifolds, then X is also porous on lines,
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so Theorem 1.2 can be applied. In the related setting of cat maps, we really need
this extra hypothesis. If the cat map has totally geodesic submanifolds, eigenfunctions
might concentrate there.

1.3 Proof sketch of the fractal uncertainty principle

Let X C [—1, 1] be v-porous from scales h to 1, and let Y C [-h~!, h™'] be v-porous
from scales 1 to h~!. The goal in Theorem 1.1 is to prove

supp f C Y = || f 1x]l2 < 2?||f]-. (1.8)

It’s challenging to use the hypothesis that supp f C Y. The Lebesgue measure of Y is
quite large—roughly A~'"¢ where ¢ — 0 as v — 0. How can we distinguish a function
with Fourier support in Y from a general L? function?

Bourgain and Dyatlov developed an innovative strategy for this problem. They
brought in tools from complex analysis to control the tail behavior of functions with
Fourier support in Y. They proved that if supp f C Y, then a significant amount of
the L? mass of f leaks into the holes of X at every scale. They use this information at
many scales to prove (1.8).

Two main ingredients are needed to execute this strategy. The first is Beurling and
Malliavin’s multiplier theorem, which is about constructing functions with compact
Fourier support and prescribed decay rates.

Theorem 1.5 (Beurling and Malliavin [8]). Let w : R — R« be a Lipschitz function
satisfying the growth condition
o t
/ WOl 4y < . (1.9)

ol

Then for any o > 0, there erists a nonzero f € L*(R) with supp f C [—0,0] and
|f(@)] < e,

The proof of Theorem 1.1 draws on a deep connection between Fourier analysis and
complex analysis. Chapter 2 describes this theorem as well as a higher-dimensional
version that I proved.

The Beurling and Malliavin theorem lets us construct damping functions for Y.
These are nonzero functions ¢ € L*(R) with supp C [—cy, ¢1] and

(€)] < eIV MosHED™  forall £ €Y,

11



where ¢; > 0 is arbitrary and « € (0,1) is a parameter. It’s important that o < 1. If
a > 1, the Beurling and Malliavin theorem shows that there exists a i) decaying this
fast on all of R. When « < 1, it is impossible for a nonzero function to decay this fast
on all of R. The construction of damping functions uses porosity, and distinguishes Y’
from other sets with the same Lebesgue measure.

Damping functions are useful because they let us take the hypothesis that supp f C
Y and turn it into the knowledge that

(m) = f4 decays rapidly for £ € Y.

We exploit this rapid Fourier decay through the following quantitative unique continua-
tion principle. It shows that a function with this decay cannot have too small L? mass
on certain sets &/ C R.

Theorem 1.6. Let £ C R satisfy
|[EN[n,n+1]| >\ for everyn € Z. (1.10)
Let ae € (0,1), and suppose
||gelé“l/(log(ﬂ\»EI))"||2 < Allgl|z-
Then

lg 1ell2 > cllgll2 for some ¢ = c(a, A, \) > 0. (1.11)

We apply Theorem 1.6 to f*1) to prove the following quantitative unique continuation
principle for sets with Fourier support in Y. Actually, we need to apply Theorem 1.6
to modulated copies of f convolved with .

Proposition 1.7. Let v, A > 0. Suppose Y C [—h~', h™Y] is v-porous from scales 1 to
h=t. Let E C R be a set such that

E N [n,n+ 1] contains an interval of length X > 0 for every n € Z.
Then
suppf CY = |f1gllz > c||f]l2 for some ¢ = c(v,\) > 0.

With Proposition 1.7 in hand, we are ready to sketch the proof of Theorem 1.1.

12



Proof sketch of Theorem 1.1. Let X C [—1,1] be v-porous from scale h to 1, and let
Y C [-h~', Y] be v-porous from scale 1 to h™!. Let f € L?*(R) have Fourier support
inY.

Set

Xy =X+ [-L7* L%,  where L >10/v,

and let 7y, be an approximate cutoff to X}, with Fourier support in [—LF10 [F+10],
Because X is porous, every interval of length L=* contains some interval of length
L=%71/10 which is disjoint from X}, ;. We call the union of all these intervals the Holes
in X at scale L1, One can use Proposition 1.7 to prove

||f 1Holes in X at scale L=F—1 ||2 > C(V) ||f Xy, ||2’
which implies
1f Loy ll2 < (0= c@))If Ly 2 aslong as L78 > h.
Iterating this result yields

c(v)lo -1 v
1f Lxlla < (1= (@)@ flla < 7O ],

as desired.
O]

We follow the same strategy to prove Theorem 1.2. My contribution was proving a
higher-dimensional version of the Beurling and Malliavin multiplier theorem, which is
stated in Theorem 2.5. See Chapter 2 for the statement, proof, and exposition. Han
and Schlag [27] already proved a higher-dimensional version of the quantitative unique
continuation principle, which completes the proof. Jaye and Mitkovskii [31] gave a
different proof of the quantitative unique continuation principle, which we present in
Chapter 3

Remark. When I read Bourgain and Dyatlov’s proof of Theorem 1.1, I was uncomfortable
with their use of Beurling and Malliavin’s multiplier theorem and quantitative unique
continuation. I hadn’t encountered those techniques before, so I tried to prove their
theorem using more familiar methods such as L* bounds, wave packets, the 7T method,
ete, all of which came up short.

Now I understand why. For any two sets X,Y C R, one can ask about the operator
norm

[1xFly|la-2.

13



There are two easy bounds: the volume bound,
I Flyllama < |X[72Y[2,

which is proved by interpolating the L' — L* bound for the Fourier transform, and
the orthogonality bound

I1xFly|lame <1

which comes from ignoring the sets X and Y. Bounding ||1xF1ly||2—2 is related to
the large value problem in Fourier analysis, see Guth’s [26] recent survey about this
problem. The familiar methods tend to do well when |X|2|Y['/2 is not too large.
However, Theorem 1.1 is about the challenging regime

| X||Y| ~ htte where ¢ — 0 as v — 0.

In this difficult setting, Bourgain and Dyatlov succeed by exploiting subtle features of
the tail behavior of functions with Fourier support in Y. For discussion on uncertainty
principles in the bulk versus those in the tails, see §2.1.

1.4 Related work

A set X C R? is Ahlfors-David §-reqular with constant Cap from scales ag to oy if
there is a measure p supported on X satisfying the following. For every ball B with
diameter R € (ag, 1),

#(B) < Cap R, (1.12)

and if in addition B is centered at a point in X, then
uw(B) > Cb R (1.13)

For X C [—1,1]¢ a é-regular set from scales h to 1 and Y C [-h~*, h~1]? a §’-regular
set from scales 1 to h~!, there is a trivial bound

supp f C Y = || flxls < Cmin(1, A2 1], (1.14)

where C' depends only on 6,8, Cap,d. The estimate || flx|s < Ch@=@+/2|| £,
follows from combining L' — L* boundedness of the Fourier transform with a volume
bound on the sets X and Y. An FUP is any improvement over this trivial bound, and
the regimes 0 + ¢’ < d, 6 + ¢’ is close to d, and § + &’ > d are quite different.

In the regime § + ¢’ < d, Backus, Leng, and Z. Tao [6] gave a definitive result. They
proved an FUP if 0 + ¢’ < d and X,Y are not orthogonal in a certain sense.

14



In the regime 6 4 ¢’ is close to d, Cladek and T. Tao [13| proved an additive energy
estimate for fractal sets and used this to prove an FUP when the ambient dimension d is
odd and X, Y are d-regular with d/2 —e(d, Cap) < § < d/2+ £(d, Cap). Shmerkin [44]
proved an inverse theorem for additive energy that implies an FUP in this regime in all
dimensions, assuming the fractal sets are directionally porous in a certain sense.

The present paper is about the § + 0’ > d regime. Han and Schlag [27] proved an
FUP when X is an arbitrary porous set and Y is a Cartesian product of one dimensional
porous sets. A cartesian product of one dimensional porous sets is line porous, so
Theorem 1.2 recovers this result. The author [15] proved an FUP when X, Y are Cantor
sets in Z/NZ x Z/NZ which don’t contain a pair of orthogonal lines (the ideas in this
thesis are unrelated to that work).

We also mention that Dyatlov [18] wrote an expository note giving an alternative
point of view on some of the proofs in this thesis.

1.5 Outline

Chapter 2 is about the Beurling and Malliavin multiplier theorem, one of the key
ingredients in the proof of FUP.

e §2.1 introduces the Beurling—Malliavin problem in the context of uncertainty
principles, and states the higher-dimensional Beurling and Malliavin theorem
that I proved.

e §2.2 is about how the Beurling-Malliavin multiplier problem naturally splits into
two steps.

Step 1: Plurisubharmonic Beurling-Malliavin (PSH-BM) is a potential theory
problem about constructing plurisubharmonic functions.

Step 2: Analytic Beurling-Malliavin (A-BM) is a several complex variables
problem about constructing entire functions from those plurisubharmonic
functions.

Towards the end of §2.2 we state our solution to each of these steps, Proposi-
tion 2.8 and Proposition 2.9, and then use them to prove the higher-dimensional
Beurling—Malliavin theorem (Theorem 2.5).

e §382.3-2.4 together present my solution to PSH-BM.

e §2.5 starts with an exposition of Hormander’s L?-theory for the d-equation. Then,
following Bourgain, we apply this theory to solve A-BM.

15



Chapter 3 is about quantitative unique continuation. This chapter completes the proof
of FUP.

e §3.1 states the quantitative unique continuation principles necessary for the proof
of fractal uncertainty. At the end of this section we prove our higher-dimensional
FUP (Theorem 1.2) conditional on these results.

e §3.2 proves that functions with rapidly decaying Fourier transform have a quanti-
tative unique continuation principle, following Jaye and Mitkovski’s [31] proof
using quasi-analytic classes.

e §3.3 uses the results of the prior section to prove that if a set Y admits damp-
ing functions, functions with Fourier support in Y have a quantitative unique
continuation principle. This section also follows Jaye and Mitkovski [31].

e §3.4 uses the results of the prior two sections to prove a fractal uncertainty
principle, conditional on the construction of damping functions. The main result
of this section was proved by Han and Schlag [27].

e §3.5 uses the higher-dimensional Beurling and Malliavin theorem to construct
damping functions for line porous sets, completing the proof of Theorem 1.2.

See Figure 1.3 for a diagram of the proof.

16



{ Construction of plurisubharmonic functions (Proposition 2.8) }

Hormander’s L? theory for the 0 equation, following Bourgain [10]

A 4

{ Construction of analytic functions (Proposition 2.9) }

Paley—Wiener (Theorem 2.1)

A 4

{ Construction of band-limited functions (Theorem 2.5) }

Han—Schlag [27], Jaye-Mitkovski [31]

A 4

{ Quantitative unique continuation principle (Theorem 3.4) }

Bourgain-Dyatlov [11]

A 4

{ Fractal uncertainty principle (Theorem 1.2) }

Figure 1.3: Diagram of steps in the proof of Theorem 1.2.

1.6 Notation
For f € L?(R%), we use the Fourier transform
&) = [ flx)e™*¢ax
Rd
and the inverse Fourier transform
9'(0) = [ g€ enieede
R4

We often denote vectors z € C? by z = x + iy, with x,y € R%. We use y to denote a
unit vector, and if y € R%\ {0} we write y = y/|y|. The ¢, norm on R? C? is denoted

17



x|, |z]. We let
(x) = (1+ [xf2)1/2

We denote the Hilbert transform on L*(R) by f — H[f]. For functions f € C}(R),
this is given by

HIf)(z) :p.v./_oo @% (1.15)

For u € C%(C%), 0du is a Hermitian form which can be represented in coordinates as
the Hermitian matrix

~ 0%u
doue;, er) = =
<< u>e.77 ek> aZ]aZk
1 1.
— 1(8%0% + 0y, 0y, Ju + Z—lz(&pj@yk — 02,0y, )u

where €; = (0,...,0,1,0,...,0).
For functions f € C%(RY), the quadratic form D?f(x) applied to the vector v is
given by

(D*f(x)v,v). (1.16)
We denote Df = (0%f)|a|=a Where a ranges over multi indices, and
D761 = sup 12,69 (1.17)

We use A < B to denote that A < CyB where Cy > 0 only depends on the ambient
dimension. We use ¢4, Cy > 0 to denote small/large constants depending only on the
dimension which may change from line to line.
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Chapter 2

The Beurling and Malliavin multiplier
theorem

2.1 Introduction

A function is called band-limited if it can be synthesized using a finite range of wave-
lengths,

fx) = / F(&)emier de,

or equivalently, if its Fourier transform is supported in an interval. This chapter is
about Beurling and Malliavin’s Theorem 1.5, which constructs band-limited functions
with specified decay rate. We restate the theorem here:

Theorem (Beurling and Malliavin [8]). Let w : R — R<g be a Lipschitz function
satisfying the growth condition
= Jw(®)]
dt <
/_oo T+

Then for any o > 0, there exists a nonzero f € L*(R) with supp f C [—o,0] and
|f(@)| < et

Weights obeying the growth condition (1.9) are called Poisson integrable, because the
factor 1/(1 + t*) comes up in the Poisson kernel.

The story of this theorem involves a connection to complex analysis, and through
complex analysis a connection to potential theory—that is, the theory of subharmonic
functions. My goal is to explain these connections, and to explain a higher dimensional
version of Theorem 1.5 that I proved.
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Yet our interest in Beurling and Malliavin’s theorem comes not from complex
analysis or potential theory, but from uncertainty principles. Uncertainty principles
govern the trade-off between localization in physical space and localization in frequency
space. There are two broad categories: some control the bulk of the function, while
others deal with decay in the tails. The Beurling and Malliavin theorem lands squarely
in the tails category, and to put it in context, it is helpful to distinguish these two
kinds of uncertainty principles.

2.1.1 Uncertainty principles in the bulk and in the tails

Uncertainty principles in the bulk express the heuristic that
If Suppf C [—1,1], then f is locally constant at scale 1.

There are several ways to make the notion “locally constant” precise. For example, if 7
is a smooth bump function which equals one on [—1, 1], then f = f -1, and inverting
the Fourier transform gives f = f *n" where 0 is the inverse Fourier transform. Since
n¥ is a Schwarz function it decays faster than any polynomial, so

()] < ON/\f(x A+ Ndy forall N>0andz € R (2.1)

Harmonic analysts often pretend that f is constant on every interval of length 1, and
then use (2.1) to make the resulting arguments rigorous.

Over the p-adics, this pretend picture—that f is constant on unit intervals—is
exactly true. Suppose that f € L*(Q,) is band-limited in the sense that suppf C B,
where B C Q, is the p-adic unit ball. The indicator function of the p-adic unit ball is
preserved under the Fourier transform, leading to the following convolution equation
for f,

supprB — f:f~1B = f=fxl1g.

If B’ is some translate of the unit ball, then for any = € B’

fx1p(x) = . f(y) dy,

thus f is constant over any translate of the unit ball.

The locally constant heuristic is not exactly true over the real numbers because,
unlike the p-adics, ¥ is not compactly supported. That’s why equation (2.1) involves
an integral over R with rapidly decaying weight, rather than an integral over a compact
set. This is no accident—it’s a consequence of uncertainty in the tails:
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If f is compactly supported, then f is not compactly supported.

In other words, band-limited functions have tails. A stronger version says that if f is
compactly supported, f cannot decay exponentially fast, by which we mean there are
no constants C' and ¢ such that |f(x)| < Ce~¢*l. We will later explore exactly how fast
band-limited functions may decay.

When dealing with the locally constant property, tails are an annoying error term—
they make equation (2.1) more complicated, and they mess up our heuristic picture
that f is constant on intervals of length 1. But in other parts of harmonic analysis,
tails are the whole game. This paper is all about tails.

Uncertainty principles in the bulk are robust. They don’t care if f is truly compactly
supported, or if f just decays very rapidly. Take the Gaussian function, for example:
f(z) = e~ Tts Fourier transform is also Gaussian, and it decays quickly enough
to satisfy the uncertainty principle in the bulk. Tails, on the other hand, are more
delicate. A Gaussian just barely fails to have compactly supported Fourier transform,
but this slight failure is enough to permit super-exponential decay of the tails.

2.1.2 The decay rate of band-limited functions

We will use complex analysis to prove that a band-limited function cannot be compactly
supported. Let f € L*(R) have supp f C [—0, 0], and synthesize f as

fx) = /U f(&)emer de.

By plugging in a complex number we may extend f to an analytic function on the
complex plane,

Flo +iy) = / " fe) e g, (2.2)

The integrand is bounded by | f (€)|e? Wl with partial derivatives obeying similar
bounds, so we may differentiate under the integral sign to prove f is analytic on all of
C. Because f (z) is analytic it has at most countably many zeros, and that implies f(x)
cannot be compactly supported. If we only knew that f decayed exponentially fast,
rather than being compactly supported, this argument would still show that f extends
to an analytic function in some strip {z + iy : |y| < ¢}, and that would imply f is not
compactly supported. Thus band-limited functions cannot decay exponentially quickly.

In order to obtain sharp information about how fast band-limited functions can
decay, we need to use the growth of the extension far away from the real axis. If f
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is band-limited, the holomorphic extension f grows at most exponentially in the y
direction,

|F(z+iy)| < ||f]l e < (20)2|| f|| 12 €27

As it turns out, the converse is also true. If f (x 4 dy) is an analytic function growing
at most exponentially in the y-direction, and if its restriction to R lies in L?, then its
restriction to R is band-limited. This is known as the Paley-Wiener theorem.

Theorem 2.1 (Paley—Wiener [43, Theorem X]). A function f € L?*(R) has Fourier
transform supported in [—o, 0| if and only f is the restriction to R of a holomorphic
function f : C — C such that

|f(x +iy)| < APl for some A > 0. (2.3)

Proof sketch. We already explained that if f € L*(R) is band-limited, it extends to a
holomorphic function on C obeying the growth condition (2.3).

For the reverse direction, suppose f (x +1y) is a holomorphic function on C obeying
(2.3), and such that the restriction to R lies in L?. For the purpose of this proof sketch
we’ll also assume

f(x +iy) < Ae%‘"y'(l + |z]) 1, (2.4)

one can remove this hypothesis after the fact. The Fourier transform is given by

Fl(6) = / F(a)e e d.

The Cauchy integral theorem allows us to shift the contour up or down in the complex
plane,

flr(6) = / f(x + iy)e 2mie@+w) gy for any y € R.
R

To rigorously justify this, apply the Cauchy integral theorem to wider and wider

|710

rectangles and use the hypothesis that f decays faster than |z in the z-direction to

take a limit. If we put absolute values on the inside and use the growth hypothesis
(2.4), we find
1F(€)] < ™Y / |fz +iy)| de < Ce?llten),

If £ > o we take y — —oo to find f(€) = 0, and if £ < —o we take y — oo to find
fle)=o. O
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The Paley-Wiener theorem establishes a close connection between band-limited functions
and complex analysis. This connection is special to the Euclidean Fourier transform. It
doesn’t apply to the p-adic Fourier transform, where uncertainty in the tails isn’t true.

Our Main Question is, what does the magnitude of band-limited functions look
like? Or, using the Paley-Wiener theorem, it’s equivalent to ask: if an analytic function
grows at most exponentially in the y-direction, what can its magnitude on the real axis
look like? In order to answer this question we have to understand how the growth of f
far from the real axis controls its decay rate on the real axis.

The growth and decay of f is governed by the following fundamental fact of complex
analysis:

If f(2) is an analytic function, then log |f(z)| is a subharmonic function.

Recall that a function u : C — R is called subharmonic if it is upper semicontinuous
and satisfies the sub-mean value property

1 27 )
u(z) < —/ u(z + re') df for all z € C and r > 0.
0

- 27

There is an equivalent characterization using the Laplacian: an upper semicontinuous
function f is subharmonic if Af > 0 in the sense of distributions.

The proof that log |f| is subharmonic is an explicit calculation. In any open ball
U C C we may write

f(z) = eg(z)(z —ag)...(z —ay),
where ¢ is analytic and aq, ..., a, are the roots of f in U. Then
log |f(z)| =Reg(z) +1loglz —aq|+ -+ log|z — ayl.

Re g(z) is harmonic, so its Laplacian vanishes. The logarithm function is the funda-
mental solution to Laplace’s equation in two dimensions, so its Laplacian is a delta
function:

Alog|f(2)| = 2r Z da, where d,, is a J-mass centered ;.

1<j<n

As the Laplacian is a local operator, the same formula extends to all of C

Alog|f(2)] =273 6.
J
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where the sum may extend over countably many roots. We’ve learned that if f is an
analytic function, then Alog|f]| is a sum of delta functions. In particular, log|f] is
subharmonic.

It’s often a good idea to just use the fact that log | f | is subharmonic, and forget
the sum of delta functions property. That way we can move away from thinking about
analytic functions towards thinking about subharmonic functions. There’s a lot to say
about subharmonic functions—this is the realm of potential theory.

If f is the holomorphic extension of an L? function with Fourier transform in [—0, o],
then wu(x + 4y) = log | f(x + iy)| is a subharmonic function growing at most linearly in
the y direction,

u(z +iy) < A+ 2malyl.

Motivated by band-limited functions, we are led to ask: if u is a subharmonic function
growing at most linearly in the y-direction, what might u look like on the real axis?
Studying this potential theory question tells us most of what we know about the
magnitude of band-limited functions. This is the approach we’ll take to the Beurling
and Malliavin problem. As our first application, we’ll use this perspective to prove the
following theorem about band-limited functions.

Proposition 2.2. If f € L*(R) is band-limited and nonzero, then

*1
/_ % dx > —o0. (2.5)

[e.o]

Proof. Let f(x+iy) be the holomorphic extension of f, and let u(z+iy) = log | f(z+iy)|.
We compare u(z + iy) to the harmonic extension of log | f(x)| to the upper half plane.
This harmonic extension is given by a Poisson integral:

. > y dt
v(x—i-Zy):/_oolog|f(x+t)|t2+y2?, y >0
is the unique bounded function which is harmonic on the upper half plane H = {z + iy :
y > 0} and approaches log | f(x)| as y goes to zero. To be precise, v(e+iy) — log|f(e)]
as y — 0 in the L? sense.

Consider the auxiliary function
w(z +iy) = u(z +iy) — 270 + 1)|y| — v(z + iy).

As u is subharmonic and the other two terms are harmonic on H, w is subharmonic
on H. Because u(x + iy) < A+ 27oly|, we have w(x + iy) — —o0 as y — oo. By the
maximum principle for subharmonic functions, w attains its maximum on the real line.
But w is zero on the real line, so w(z +iy) < 0 for all y > 0.
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We evaluate w(x + ¢) and find

o t) dt
Ozw(a:—i—i)ZU(:E—!—i)—(QWU"‘l)—/ Uix—i_—i—tQ);

Choose some value of 2 € R where f(z +14) # 0, so u(z + 1) > —oco. Rearranging gives

ee t) dt
/_m%;zu(:ﬂ+i)—(2ﬂa+l)>—o&

The above integral is a shifted version of the integral (2.5), so (2.5) is finite as well. [

The integral in (2.5) is called the logarithmic integral of f. The theorem we stated
earlier, that band-limited functions cannot decay exponentially quickly, follows from
Proposition 2.2. Indeed, if |f(x)] < Ce™ then the logarithmic integral would be
less than ffooo bgﬁ—;glx‘ dx, which diverges to negative infinity. On the other hand,
Proposition 2.2 permits band-limited functions decaying like e~ l=l™?,

The first Beurling and Malliavin multiplier theorem provides a partial converse to
Proposition 2.2. It constructs band-limited functions with specified decay rate, provided

the logarithmic integral is finite and the logarithmic decay rate is Lipschitz continuous.

In order to understand why the Beurling and Malliavin theorem has a Lipschitz
condition, it is helpful to look at a related context where the converse to Proposition 2.2
is sharp. A function f € L*(R) has semi-bounded Fourier transform if supp fc 0, 00),
or equivalently if it can be synthesized as

f(z) = / f()ermie da.

Just as we extended band-limited functions to analytic functions on C, we may extend
semi-bounded functions to analytic functions on the upper half plane

Fla+iy) = / F(O)e e gz y >0,
0

One can check that f is analytic on H and f(o +1y) — f(e) in the L? sense as
y — 0. Conversely, if f € L?(R) extends to a bounded analytic function on H, then
supp f C [0, 00).

Just as it was true for band-limited functions, its also true that semi-bounded
functions have finite logarithmic integral. The following Theorem asserts that this is
the only constraint on the magnitude of semi-bounded functions.
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Theorem 2.3 (Second F. & M. Riesz theorem). If f € L*(R) has semi-bounded Fourier

transform, then
1
[T~
1+ 22

Conversely, if g € L*(R) is nonnegative and has finite logarithmic integral, then there
exists a semi-bounded f € L*(R) with |f| = g.

See Paley and Wiener’s book [43, Theorem XII| for a proof.

Proof sketch. The forward direction is just like Proposition 2.2.

For the backward direction, we are given a nonnegative g € L?(R) with finite
logarithmic integral and must construct a semi-bounded function f with magnitude
equal to g.

We construct f as the boundary value of an analytic function on H. Using the
hypothesis that the logarithmic integral of ¢ is finite, we can harmonically extend g to
the upper half plane by convolving with a Poisson kernel:

u(z + iy) = The harmonic extension of log|g(x)| to the upper half plane

° y dt
= 1 t — > 0.
[ eglata 0l S

There exists a complementary harmonic function v(z+iy) such that u+1v is analytic on
H. Assuming we can make sense of the boundary values v(z), we set f(x) = eu(@+w@)
and observe that f is a semi-bounded function with |f| = g.

Actually, there is an explicit formula for the boundary values of v on R: this is the
Hilbert transform of log |g|,

log |g(x + )| di
t s

)

vmzﬂw%mmwzpu/

and it exists in L? because log|g| does. O

Unlike semi-bounded functions, there’s no easy way to determine if there exists
a band-limited function with a given magnitude. Theorem 2.3 shows that one needs
to impose some regularity condition on the decay rate in addition to logarithmic
integrability, and in practice, the Lipschitz condition is easy to verify.

There is an easier version of the Beurling and Malliavin theorem that imposes a
harder-to-verify regularity condition on the weight.

Theorem 2.4. Let w: R — R<q satisfy the reqularity condition

IH W]l < C, (2.6)
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where H(W'] is the Hilbert transform of the derivative, and the growth condition

/”Mmﬁ<m. (2.7)

NN

There exists a nonzero f € L2(R) with supp f C [—2C,2C] and | f(z)] < e<@).
If |w'(z)] < C and |w”(z)] < C{x)~!, then (2.6) holds.

The Hilbert transform appears naturally because of its connection to complementary
harmonic functions, the same reason it appeared in the proof of Theorem 2.3. While
Theorem 2.4 is significantly weaker than Theorem 1.5, it is still useful. For instance,
it allows one to construct band-limited functions decaying like e~ l#l/Gos(1+1z)*) "and T
don’t know any explicit formula for functions like this. It is also strong enough to be
used in the proof of Bourgain and Dyatlov’s fractal uncertainty principle (Theorem 1.1).
We will explain the proof of Theorem 2.4 in §2.2.

2.1.3 Beurling and Malliavin in higher dimensions

I proved a higher dimensional version of the Beurling and Malliavin multiplier theorem.
Let w: RY — R be a weight function, and define the following growth functions that
depend on the magnitude of w on lines through the origin:

2

Gx) = [l ds,

/2
G*(r) = sup G(x). (2.8)

|x|=r
Also let (x) = (1 + [x|?)"/2.

Theorem 2.5. Let w: R? — R be a weight satisfying the three-derivative reqularity

conditions
|Dw(x)| < C’reg(x>1_a for 0 <a <3, (2.9)
and the growth condition
* G'(r)
dr < Cly. 2.10
/0 1427 =" (2.10)

Letting 0 = Cymax{Creg, Cor }, there exists a nonzero function f € L*(RY) such that
supp f C B, and

‘f(O)’ > C<d7 Cregy Cgr) >0

f(x) < ™) for all x € R,
,L<x>1/2 p

fx)<e @ for all x € R”.
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See [14, Theorem 1.4] for explicit dependence on the parameters.

The regularity condition (2.9) is a Kohn-Nirenberg symbol condition up to three
derivatives. Setting a = 0 gives the mild growth condition |w(x)| < Cieg(x), and setting
a = 3 gives the 3rd derivative condition |D3w(x)| < Creq(x) 2. Theorem 2.5 is much
weaker than the Beurling-Malliavin theorem in one dimension because we require a
lot more regularity. Nevertheless, the weights we construct for fractal sets will satisfy
(2.9).

Let’s discuss the growth condition (2.10). On the one hand, taking w — G smooths
out w and makes it grow less quickly. On the other hand, taking G — G* is a maximum
and makes it grow more quickly. Morally, G* is constant on dyadic scales [27,27F1]. In

[7E0 g [0,
o 1472 oo L2

up to constants on both sides, so (2.10) is the same growth condition on R as in the

one dimension,

classical Beurling-Malliavin theorem. The proof of Theorem 2.5 involves estimating
different dyadic pieces and then summing them together. We can get a decent estimate
for each dyadic piece using only the regularity of w, and (2.10) is needed to sum these
contributions. The growth condition controls the mass of w on lines through the origin.
This makes sense, because the restriction of a band-limited function to any line is also
band-limited, thus the restriction of w to any line must be Poisson integrable. We only
need to impose a growth condition on lines through the origin because the regularity
hypotheses let us control general lines in terms of their translates that go through the
origin.

2.1.4 Outline of the chapter

e In §2.2 we discuss how the Beurling—Malliavin multiplier problem naturally splits
into two steps.

Step 1: Plurisubharmonic Beurling-Malliavin (PSH-BM) is a potential theory
problem about constructing plurisubharmonic functions.

Step 2: Analytic Beurling-Malliavin (A-BM) is a several complex variables
problem about constructing entire functions from those plurisubharmonic
functions.

Towards the end of §2.2 we state our solution to each of these steps then use them
to prove the higher dimensional Beurling-Malliavin theorem (Theorem 2.5).
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e In §2.3 we define an extension operator taking functions on R? to functions on
C? and use this operator to construct plurisubharmonic functions. In §2.4 we
show how to take a weight function satisfying the hypotheses of Theorem 2.5 and
modify it so the construction in §2.3 is applicable.

Together, §2.3 and §2.4 complete PSH-BM.

e In §2.5, we give an exposition of Hérmander’s L?-theory for the d-equation. Then,
following Bourgain, we apply this theory to solve A-BM.

2.2 Beurling and Malliavin’s multiplier problem

2.2.1 Beurling and Malliavin in R

We start by sketching the proof of Theorem 2.4, the easier version of Beurling and
Malliavin’s multiplier theorem.

Let w : R = R<( be a weight function that is Poisson integrable and sufficiently
regular. We want to construct a band-limited function decaying like w. By the Paley-
Wiener theorem (Theorem 2.1), it is equivalent to construct a holomorphic function
f : C — C such that

|f(z)] < @ for x € R,
|f(z +iy)| < Ae* Wl for some A > 0 and all z + iy € C, (2.11)
£ (0)] # 0.

The first equation describes the decay of f; the second ensures the Paley-Wiener
criterion is satisfied, so supp f C [0, 0]; and the third quantifies the non-vanishing of
f.

As we discussed in §2.1.2, if f : C — C is analytic then log|f| is a subharmonic
function, and this is the most important piece of information about the magnitude of
f. If f satisfies (2.11), then u = log|f]| is a subharmonic function satisfying

u(r) < w(x) for z € R,
u(z +iy) < A+ 2moly| for some A > 0 and all x + iy € C, (2.12)
u(0) > —o0.

Several of the proofs of the Beurling and Malliavin theorem find a converse to this
situation. There are two steps: the subharmonic Beurling—Malliavin problem and the
analytic Beurling—Malliavin problem.

29



SH-BM. Find a subharmonic function u : C — R solving (2.12).

A-BM. Find an analytic function f : C — C such that log|f| < u + C and
f(0) =1L

Each of these steps are approachable problems. As a first attempt towards SH-BM,
we’ll remove flexibility. We'll try finding a subharmonic function u which is equal to w
on the real line, rather than just being bounded above by w.

Exact Find a subharmonic function u : C — R such that u|g = w and
SH-BM. u(z +1y) < olyl.

A natural candidate solution is
u= FEw+ Cly|

where Fw : C — R is obtained by separately harmonically extending w to the upper
and lower half planes. There is an explicit formula for Ew in terms of the Poisson
kernel,

: > ly| dt
Ew(x—i—zy):/_oow(ijt)m?, ly| >0
_/Oow(x+ty) dt
). 1+ T

The function Fw is harmonic on C\ R, it is symmetric about the real axis, and it
extends continuously to C by taking the value w on the real line. The Laplacian of
Ew, in the sense of distributions, is supported on the real line. The 92 part of the
Laplacian doesn’t contribute, and the 05 part contributes twice the normal derivative
away from R times the Lebesgue measure on R. This is a two-dimensional version of
the calculation %m = 20y, and can be justified rigorously using integration by parts.
The normal derivative of Cly| is just C, so

FEw(x +iy) — w(x)

Au = 2< lim

y—0+

n 0)5]1@‘

The operator that takes w to the normal derivative of Fw has a name. It is called the
Dirichlet-to-Neumann operator of C \ R, because it transforms Dirichlet data for the
harmonic extension problem to Neumann data. The Dirichlet-to-Neumann operator
is given by the Hilbert transform of the derivative. To see this, let v(x + iy) be the
harmonic complement of Fw, so that Ew(x + iy) + iv(z + iy) is analytic on the upper
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half plane. The derivative of Fw in the y-direction is the negative derivative of v in
the z-direction,

OyEw(x +1iy) = —0,v(x +iy) y >0,

and taking a limit as y — 0, we find

Euw(z +iy) — w(x) d
= —%v(x).

lim
y—0+ Yy

The Hilbert transform is precisely the operator mapping H|w|(z) = v(x). Thus

lim Ew(z +1y) — w(z)

Tim, : = H[-w(z),

e Au =2 (H[—w’] + C) . (2.13)

Assuming
| H[w']||o < 00, (2.14)

we can take C' = ||H[w']||x and then v = Ew + C|y| will be subharmonic on C. If
(2.14) holds, Exact SH-BM is solved in a canonical way.

The main challenge of Theorem 1.5 is solving SH-BM under the weaker condition
that w is just Lipschitz and Poisson integrable. In general the solution will have u|gp < w
rather than u|g = w. There have been many approaches to this problem over the years.
In their original paper Beurling & Malliavin [8] use a variational argument based on
the energy method for Dirichlet’s problem. Koosis [38| developed an approach based on
Perron’s method of subsolutions for the Dirichlet problem. Mashreghi, Nazarov, and
Havin [41] solve SH-BM by explicitly manipulating a Lipschitz weight w to a modified
weight @ < w which satisfies || H[w']|| < oo.

Stepping back for a moment, SH-BM is a familiar type of problem from potential
theory. It is an obstacle problem:

Given an obstacle v : C — R, what is the maximal subharmonic function u* such that
u* < v?

Our obstacle is v(z + iy) = w(z) + 2woly|. The pointwise maximum of a family of
subharmonic functions is also subharmonic, assuming this pointwise maximum is upper
semicontinuous. In the case of Lipschitz obstacles the pointwise maximum is either
—oo or Lipschitz (see Lemma 2.29), so

*

u; (z) = max{u(z) : w is subharmonic and u < w(z) + 27o|y|} (2.15)

w,o
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is the unique solution to the obstacle problem. If there do not exist any nontrivial
subharmonic functions that lie below the obstacle, then v, = —oo. From this
perspective, the goal in SH-BM is to prove v}, ,(0) > —oo.

We now turn to the analytic BM problem. We start with a subharmonic function
u: C — R and want to construct a nonzero analytic function f with log|f| < u+ C.
Beurling and Malliavin’s original proof—and many of the proofs since then—solve
A-BM by writing f as a product over its roots, as in the Weierstrass product formula:

fz) =] =2/ay).

A

If the roots are real, symmetric around 0, and have bounded density, which we can
assume in this setting, then this product converges uniformly in compact sets. The
logarithm of the magnitude of f is a sum of logarithmic potentials

log |f| = log|l —z/ay].

Similarly, under some conditions, a subharmonic function u solving (2.12) can be
written as a logarithmic potential convolved with the measure u = Au:

u(z) = /log 11— z/a| du(a).

In order to turn our subharmonic function v into an analytic function, we select a
countable sum of delta masses that approximate the measure ; = Au, and make these
the roots. For example, if |H[-w']||cc < C, we can take p = (H[—w'] + C)or and
try to find a discrete approximation to this measure. This approach works to prove
Theorem 2.4

Bourgain wrote an unpublished note [10] describing a completely different approach
to A-BM, based on the following theorem of Hérmander about the 0 equation. Koosis
describes a similar approach in his book [38] on the Beurling and Malliavin theorem.

Theorem 2.6 (Hormander |28, Theorem 2.2.1°]). Let ¢ : C — R be a strictly subhar-
monic function. Let n € L} (C) satisfy

loc

—p(z)
/|77(z)\2€m ir< C. (2.16)

Then there exists g € L2 (C) such that 0g/0z = n in the sense of distributions and

loc

/ lg(2)Pe=?®) a\ < 4C.
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Recall that

o9 09 09
0z  0xr 0Oy

and analytic functions are characterized as solutions to df/0z = 0.

Suppose we are given a subharmonic function u solving (2.12), and we would like
to construct an analytic function f : C — C solving (2.11). As a first attempt, we
could try applying Theorem 2.6 with n = 0 to find a solution to df/9z = 0 with
[1f(2)?e=®) dz < co. This L? bound on f is useful: assuming u is Lipschitz, we
can combine the L? bound with subharmonicity of |f|? to prove the pointwise bound
log | f(2)] < u(z) + C, exactly our goal. The problem is, f(z) might equal zero.

In order to construct a nonzero f, we must solve an inhomogeneous J-equation.
First set h to be a smooth bump function equal to one on the unit ball and vanishing
outside the ball of radius two. Consider the subharmonic weight function

©(z) = u(z) + 10log |z| + (a strictly subharmonic term),

and use Hérmander’s theorem to solve the equation Og = Oh with respect to this weight.
We then set f = h — g. The strictly subharmonic term ensures that the denominator in
(2.16) remains bounded. The logarithmic term guarantees that g(0) =0, so f(0) = 1.
As we discussed before, Hérmander’s L? bound can be used to prove the pointwise
bound log | f| < u+ C, just like we wanted.

Both approaches to A-BM involve some non-canonical choices. In the Weierstrass
product approach, the roots can all wiggle a little bit and the resulting analytic function
will be just as good of a solution. In Hérmander’s theorem, the non-canonical choice is
more buried. The proof of Hérmander’s theorem uses Hilbert space methods: we work
in a weighted L? space H, and letting 0* be the adjoint of 0 in this weighted space, we
prove an estimate

£l < 10"l

This estimate is a quantitative version of saying 0* is injective. As we know from linear
algebra, the adjoint being injective corresponds to the operator being surjective. The
proof that 0 is surjective uses the Hahn-Banach theorem and the Riesz representation
theorem. The non-canonical step is the application of the Hahn-Banach theorem to
produce a linear extension. I think it is an advantage of Héormander’s approach that
the non-canonical step is dealt with in a clean way, and the main work is proving a
nice PDE estimate using integration by parts.
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2.2.2 Beurling-Malliavin in R¢

Higher dimensional band-limited functions are also characterized by a Paley—Wiener
theorem.

Theorem 2.7 (Paley-Wiener). A function f € L?*(R?) has Fourier support in {§ :
€| < o} if and only if f is the restriction to R of an entire function f:C?— C such
that

|f(x+iy)| <A™V for some A > 0. (2.17)

In this theorem, |y| is the fo-norm of y. The proof is just like the one dimensional
case. See [29, Theorem 7.3.1| for a full proof.

Let w : R? — R be a weight function as in the statement of the higher dimensional
Beurling and Malliavin theorem (Theorem 2.5). We would like to construct a band-
limited function decaying like w. By the Paley—Wiener theorem, our goal is to construct
an analytic function f : C? — C such that

|f(x)] < ev™ for x € RY,
|f(x +iy)| < Ae?™W! for some A > 0 and all x + iy € C?, (2.18)
[£(0)] # 0.

The key idea in the last section was that

The best way to think about the magnitude of an entire function on C is to use the
fact that its logarithm is subharmonic.

How should we think about the magnitude of an entire function on C%?

If f:C?— C is entire, then log|f| is a plurisubharmonic function. A function
u : C* = R is plurisubharmonic if it is upper semicontinuous and its restriction to
every complex line is subharmonic. Written explicitly, this means that we have the
sub-mean value property

2w
u(z) < ][ u(z + €v)df  for any z,v € C°. (2.19)
0

Here fo% == f027r is a mean value. See the beginning of §2.3.2 for more discussion of the
sub-mean value property and equivalence with the definition in terms of a nonnegative

Laplacian. A C? function u is plurisubharmonic if the Hermitian matrix < 826_g2k> is
J

positive semidefinite. It is an key insight from several complex variables that

The best way to think about the magnitude of an entire function on C? is to use the
fact that its logarithm is plurisubharmonic.
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This insight is even more important in several complex variables than it is in one
complex variable. In one complex variable the Weierstrass product formula offers an
alternative, quite precise way to understand the magnitude of analytic functions, but
in higher dimensions we have to rely on plurisubharmonicity.

If f: CY— Cis an analytic function satisfying (2.18), then u = log|f] is a
plurisubharmonic function satisfying

u(x) < w(x) for x € R,
u(x +1y) < A+ 2noly| for some A > 0 and all z + iy € C, (2.20)
u(0) > —o0.

Once again, we find a converse to this situation by splitting the Beurling—Malliavin
problem into two steps: the plurisubharmonic BM problem and the analytic BM
problem.

PSH-BM. Find a plurisubharmonic function u : C* — R solving (2.20).

A-BM. Find an analytic function f : C? — C such that log|f| < u + C and
fo)=1.

This is the same two steps but with plurisubharmonic in place of subharmonic and
vectors x,y in place of scalars x,y.

Hormander’s L? theorem for the 0 equation generalizes naturally to higher dimen-
sions, so we can solve the analytic BM problem using that same approach. (Actually,
Hormander discovered his theorem in several complex variables before it was discovered
in one complex variable). Thus our task is to solve the plurisubharmonic BM problem.
As a first step, in §2.3 we solve

Exact Find a plurisubharmonic function u : C* — R such that u|gs = w
PSH-BM. and u(x +1iy) < oly|.

In equation (2.22) we define an extension operator w — Fw which takes a function
on R? to a function on C%. In one dimension F is the Poisson extension operator,
and in higher dimensions it is the operator that separately harmonically extends w to
every complex line with real coefficients. Proposition 2.10 says that if w satisfies two
conditions (labeled (i) and (ii)) then Ew + C|y| is plurisubharmonic on C¢. Condition
(i) says that the Hilbert transform of the derivative is uniformly bounded for every
restriction of w to a line. Condition (ii) is new to higher dimensions, and involves the
second derivative of the integral of w over lines.

It turns out that in higher dimensions, the exact problem really is too restrictive—
the weights we care about for fractal sets do not satisfy condition (ii). In §2.4 we show
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how to modify a weight w to a weight w < w which has similar regularity, but behaves
better with respect to integrals over lines. Proposition 2.10 can be applied to w, and
this solves PSH-BM. Here is the precise statement of our solution to PSH-BM, see
§2.4 for the proof.

Proposition 2.8 (PSH-BM). Suppose that w : R? — R satisfies (2.9) and (2.10), the
conditions of Theorem 2.5, with constants Creg and Cyy. Then letting 0 = Cqmax(Creg, Cgr),
there exists a plurisubharmonic function v : C¢ — R satisfying

u(0) > —5Ceg;
w(x +1iy) < w(x) + 27oly|.

We now turn to the analytic Beurling-Malliavin problem, where we use Hérmander’s
L?-theory for the 0-equation. Our solution to A-BM is stated using the obstacle problem
solution

u’, (z) =sup{u(z) : w is plurisubharmonic and u(x + iy) < w(x) 4 27oly|}.

In Lemma 2.29, we prove that if u], , is finite at any point, it is Lipschitz continuous.
Lipschitz continuity guarantees that the supremum defining u, , is itself plurisubhar-
monic. In terms of the obstacle problem, Proposition 2.8 states that if w satisfies the
hypotheses of Theorem 2.5, then uf, ,(0) > —5C;cg.

Proposition 2.9 (A-BM). Let w : R — R<g be a Lipschitz weight function, and let
u}, , be the mawimal plurisubharmonic function < w(x)+2noly|. If u, ,(0) > —oo then
for every € > 0, there exists an f € L*(R?) with supp f C Boic(0) and

|f(0)| > C(d, 6)6_2max{“w||up,27w} ujJ’g(O),

1f(x)] < e™ for all x € RY,
|f(x)] < i for all x € R%.

We prove Proposition 2.9 in §2.5.4 following Bourgain’s one dimensional argument.

Now we can finish the proof of our higher-dimensional Beurling—Malliavin multiplier
theorem by combining PSH-BM and A-BM.

Proof of Theorem 2.5. Let w : RY — R satisfy the conditions of Theorem 2.5 with
constants Creg and Cy,, and let 0 = 2C;max(Cieg, Cor) be twice the value of o in
Proposition 2.8. By Proposition 2.8, uz,g/Q(O) > —5C,eg. By Proposition 2.9, there
exists an f € L2(R%) with supp f C B, such that

£(0) > c(d, o)e 2 maxllwliuin:2mo} o =5Cres > ¢(d, g, Cr)

f(x) < e*™ for all x € R?
f(x) < e Ea™” for all x € R%.
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2.3 Exact plurisubharmonic extension

To solve Exact SH-BM problem in one dimension, we separately harmonically extend w
to each half plane. The harmonic extension is given by integrating against the Poisson

kernel,
. > lyl  dt
Ew(z +1y) = /OOW(x—Hf)yz i
> ty) dt
= / wiz +ty) dt by change of variables. (2.21)
oo 1Ht2 0w

In higher dimensions we define an extension operator taking functions on R? to functions
on C¢ by
* w(x+ty) dt

- (2.22)

Euw(x + iy) _/

If w is Lipschitz and satisfies the growth condition (2.10) then the integral is finite,
see Lemma 2.11. The operator w — FEw separately harmonically extends w to every
real-linear complex line

by ={x+2zy : 2€C}CC? (x,y) € R x (R*\ {0}).

Equivalently, Fw is the unique bounded solution to the PDE

{((GaEw)(x +iy)y,y) =0 for x+iy € C'\R, (2.23)

FEw(x) = w(x) for x € R%

It is not obvious at first that all these separate harmonic extensions combine to give a
nice global extension, but equation (2.22) shows that they do.

Given a weight w,
u=FEw+Cly| (2.24)

will be our candidate plurisubharmonic function. Unlike the one dimensional case Fw
is not plurisubharmonic away from R?, so adding the term C|y| will have to both make
u satisfy the sub-mean value property (2.19) on complex disks centered at points of
R?% and points off of R?. Analyzing this equation leads to the following proposition
which solves the Exact PSH-BM problem. For £ = {x +ty : t € R} a line in R?, let
wle(t) = w(x +ty) be w restricted to ¢ (this function just depends on the line itself up
to translation and reflection).
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Proposition 2.10 (Exact PSH-BM). Let w : R? — R<y be a C* and compactly
supported function satisfying

(i) For every line { C R,
[ H[wl]]le < Ci. (2.25)

(ii) For every x € R, y a unit vector, and v a unit vector with y L v,

/ ) (D*w(x + t&))ff,w% > —Ch. (2.26)

—00

If C > max(Cy, Cs), then
u(x +1y) = Ew(x +iy) + Cly|
is plurisubharmonic on C¢ and continuous. We have
u(x) < u(x +iy) < u(x)+2Cyl. (2.27)

Condition (i) implies that Ew + C|y| satisfies the sub-mean value property for
complex disks centered at points of R?. Condition (ii) is new to higher dimensions and
it implies that Fw + Cly| is plurisubharmonic on C¢\ R¢.

Remarks. 1. It turns out that in d > 2 condition (i) essentially follows from condition

(ii). This observation is due to Semyon Dyatlov, see [18].

2. Proposition 2.10 is strong enough to prove Proposition 2.8 in the special case of
radial weights w(x) = f(|x]).

2.3.1 Basic properties of the extension operator

Let
w(x +ty) dt

Frou(x + 1y :/ _— — 2.28

be the partial integral for Fw.

Lemma 2.11. Let w: RY — R be Lipschitz with constant Crs, and satisfy the growth
condition (2.10) with constant Cy,. Then the integral defining Ew is absolutely conver-
gent and Frw — Ew uniformly on compact subsets.
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Proof. First of all,

|w(x +ty)]
e

wity)] dt

< CLip|x

using both the Lipschitz property and the growth condition.
Let R > 1 and set

: lw(x + ty)| dt
Errp(x + 1 :/ _—

Using that w is Lipschitz we have

Errp(x +iy) <

i [ et o
R mZR ].+t2 T

We have

w(ty)| dt t w
[l [
[t|>R 14+t = [t|>R 1+4+¢ [t|>R 1+1¢

The first term is < (Jw(0)| + CLyp)/R. For the second term we replace R by R =
max(R,1/|y|) and estimate

[l [l / [
=i 1+t =it =i Jie (E/7)?

2 *
/ / |°" W arar < / <ltyl) (Lty’) dt
>R B t

t o (¢
<[ “dt<u G
Ry P Ryl L +1
< 1/2
<R /01+t2dt+\y\ R1/21+t2dt

where in the last line we split into the two cases |y| < R™'/? and |y| > R~'/2. Suppose
that |y|, |x| < M. Then combining our estimates,

CrLipM n |w(0)| + Crip
R R

Errp(x +iy) <

dt.

+RV2Cy + M

The right hand side goes to zero as R — oo so Errg(x + iy) goes to zero uniformly in
compact subsets. It follows that EFrw — Ew uniformly on compact subsets. O

Next we prove our earlier claim that the Dirichlet-to-Neumann operator of C \ R is
w— H[-uW'].



Lemma 2.12. Let w € CL(R) and let w = Ew be the bounded harmonic extension of w
to the upper half plane H. Then

dyu(x +10) = H[—u']. (2.29)

Proof. Because u is harmonic on the upper half plane H and u(z + iy) — 0 as y — oo,
we can write u = Re f where f = u + iv is analytic on H and f(x +iy) — 0 as y — oc.
By the Cauchy-Riemann equations,

Oyu = —0,v. (2.30)

For fixed y > 0, let u,(x) = u(z +iy) and vy(x) = v(x + iy) be functions on R. By the
complex analytic characterization of the Hilbert transform,

vy = Hlu,| for ally > 0. (2.31)

Thus
dyu(x + ie) = —0,v. = H[—ul](x) for all € > 0. (2.32)
We have u, — v in C* as € — 0, so taking a limit gives the result. [l

Now we establish some basic properties of w — Fw.
Lemma 2.13. Suppose w € C2(R%). Then
(a) Ew is C* on C*\ RY.
(b) For x +iy € C*\ R?, let lyy = {x+ty : t € R}. We have

|[Ew(x +iy) — Ew(x)| < |y|[[H[wle, ,]lloo- (2.33)

(c) Let x +iy € C4\ R The Hermitian form 00FEw(x + iy) has real coefficients.
Let v € R? be given by

v=vi+ry, vily. (2.34)
Then
((00Bw(x +iy))v,v) = ((00FBw(x + iy))vi, v1)

v 2 © . N N dt (235)
— |4|;|| _OO<(D2w(X+ty))V1,V1> —
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Proof of (a). Differentiate under the integral sign in (2.22). O

Proof of (b). First we show (2.33) in d = 1. Let w € CZ(R), and let u = Ew be the
harmonic extension to H. We have

u(z + iy) < u(z) + ysup dyu(z).
zeH

The function d,u is harmonic on H, so by the maximum principle

sup O,u(z) = sup dyu(zx + i0).
zeC zeR

By Lemma 2.12 we have sup,.g dyu(z +i0) < |[|[H[W']|||o. Thus u(x + iy) < u(z) +
y||H[w']||oo. The same argument shows u(x + iy) > u(z) — y||H[w']||co-

Now let x + iy € C?\ R?, y a unit vector. Let
u(z) = Fw(x+zy), z¢€C.
Then u(z) harmonically extends w|,(t) = w(x + ty), so

|Ew(x +iry) — Ew(x)| = [u(ir) — u(0)] < 7 [[H[w[]]lo-

Proof of (c). First of all, 90 Ew has real coefficients because

Im (9Zj52kEw = }L(am].ayk — 0, 0y,) Ew
B 1/ t(0;0kw)(x + ty) — t(Ok0jw)(x + ty) dt

@y
4 14 t2 T
It follows that 00Ew = (D2 + D2)Ew. For any x + iy € C*\ R? we have
1 * w(x+ty) dt
Z(D?*+ D? / ik Sl O it
4( et y) 1+t2 =«

—00

1 [ dt
:Z/_OOD%)(X—l—ty)?.

DOEw(x + iy) =

It is nice in this computation that the differentiation on x and y combine to give a

2 : 1
1 + ¢* factor, cancelling the ;=5

|71|85Ew (x,¥) by change of variables. Also notice that if v; L y then

factor in the Poisson measure. Notice 00Ew(x,y) =

|V1P e dt

((00EBw(x +iy))vi,v1) = m i (D*w(x +ty))v1, V1) —



and (2.35) holds in this special case. To prove (2.35) in general, we will show that if
v =v; +ry as in (2.34) then

((00Ew(x +iy))v,v) = ((00Bw(x + iy))vi, vi). (2.36)

Define the X-ray transform by
XN = [ fexrm)d (xy)eR xS

We have
1

DOEw(x +iy) = iX(DQw)(X, y) = ZDf,(Xw)(x, y).

The X-ray transform is constant along lines, meaning Xw(x + ay,y) = Xw(x,y). It
follows from this property that

D (Xw)(x,3)y =0
where D?(Xw) is viewed as a linear map. Equation (2.36) follows. O

The following lemma isn’t used in the proof of Proposition 2.10, but will be used in
the application of Proposition 2.10 to Proposition 2.8. Note that this Lemma is not
necessary for the application to fractal uncertainty because the weights we construct to
prove Theorem 1.2 are compactly supported.

Lemma 2.14. Let w; € C(R?), j > 1 be a sequence converging to w € C(R?) uniformly
on compact subsets. Suppose {w;} is uniformly Lipschitz,

w;j(x1) — wj(x2)] < CLip|x1 —x2| forall j > 1, all x1,%x5 € R, (2.37)

and satisfies the uniform growth condition

2
G*(r) = sup sup / lw;(sy)]| ds,
j21 |yl=r J1/2 (238)

/ G(r>dr<oo.
o 1472

Then Ew; — Ew uniformly on compact subsets.

Proof. Let
2
Gi(r) = sup [ fulsy)]ds
1

lyl=rJ1/2
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be the growth function of w. Because this integral is over a compact region, Gj(r) <
G*(r). Let
: wi(x +ty)| dt
Erwi(x+1 :/ T
and similarly for w. Let € > 0 and M > 0 be given. By Lemma 2.11, if R > Ry(e, M)
then for all |x|,|y| < M we have
|Erwj(x +1y) — Bw;(x +iy)| < ¢,
|Frw(x +iy) — Bw(x +iy)| < e.

If j > jo(e) then for all |x|, |y| < M we have.
|Erw;(x +iy) — Erw(x +iy)| < e.

Combining these we see |Ew;(x + iy) — Ew(x + iy)| < € in the same region. O

2.3.2 Proof of Proposition 2.10

Let U C C? be an open set. In §2.2.2 we defined a function v : U — R to be
plurisubharmonic if it is upper semicontinuous and every restriction to a complex line
is subharmonic, meaning the Laplacian is non-negative in the distributional sense. An
equivalent condition is that u is upper semicontinuous and satisfies the sub-mean value

property
2
u(z) < ][ u(z +ev)do  for all |v| < ro(z) (2.39)
0

where 79(z) > 0 may depend arbitrarily on z. For a proof see [29, Theorem 4.1.11].

The upshot is that the proof of Proposition 2.10 can be split into two parts. Let
C' > max(Cy,Cy). We show u = FEw + C|y| is plurisubharmonic, and it follows
from continuity that we can take C' = max(C,Cs) as well. First we prove u is
plurisubharmonic on C¢\ R? using our computation of 90Ew. Then we prove (2.39)
holds for all z € R? using our estimates on Fw near R? (2.33). It is in this step that
we use C' > max(Cy, Cy) rather than C' > max(C}, Cy).

Before proving plurisubharmonicity we show (2.27). By (2.33) we have
w(x) = Cily| < Bw(x +1iy) < w(x) + Cily|
and because C' > (', we have
w(x) < Bw(x +1iy) + Cly| < w(x) +2C1y]|

as desired.
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Plurisubharmonicity on C¢ \ R¢
We start with a Lemma.

Lemma 2.15. Let U C C¢ be an open set. If v e C*(U), then v is plurisubharmonic
on U if and only if 0v(z) is positive semidefinite for every z € U.

See [30, Corollary 4.1.5| for a proof.

By Lemma 2.13(a), u € C?(C?\ RY), so it suffices to show ddu(x + iy) is positive
semidefinite for all x + 7y € C?\ R? in order to establish (2.39) on C¢\ R?. For y # 0

we have

= 1 . 1
90ly| = m(f —-yy') = MW; (2.40)

as a Hermitian form. That is, 9d|y| orthogonally projects away from y and then scales
by . If v = v, + 7y with v; Ly, then

e
(@9l ))v,v) = 2L (2.41)
Aly|
Because O0Fw is real-linear, the goal is to show that for any v € R,
(00(Ew + Cly|)v,v) > 0. (2.42)

Write v = vy +ry, vi L y. Combining (2.35) and (2.41), we have

(09Ew + Clylv, v = DL [T (D2 4 190,90 & 4 oL
’ Aly| J_oe o w 4y
— |V1’ (C+ / <(D20J(X—|—t$’))\71,\71> —)
4|y o 7r

so if C' > Cy then (2.42) holds.

Plurisubharmonicity on R¢

This part is analogous to the 1D argument. Let C > C) +¢. Let x € RY v € C?\ {0}.
By (2.33),
u(x + e”v) > w(x + Re(ev)) + | Im(e"v)|. (2.43)

Because w € CZ(RY) there is a constant A > 0 so that

lw(x + h) — w(x) — Vw(x) - h| < A|h|?
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for all x,h € R?. Integrating, we find

]f 7rw(x + Re(ev)) df > w(x) — v/

for all x € R, v € C%. On the other hand,

2T 2T
][ | Im(ev)| df > |v| ][ | Im (") | df
0

= ST e + ety a0 =1,

SO

27 2 2
][ u(x + ev) dh > ][ w(x + Re(ev)) df + 6][ | Im(ev)| db
0 0 0

> w(x) = AV + 5]V,

If [v| < 55 then the sub-mean value property holds.

2.4 Modifying weight functions

In this section we prove Proposition 2.8. Suppose w : R? — R% satisfies the hypotheses
of Theorem 2.5. It would be nice if w also satisfied the hypot_heses of Proposition 2.10,
because then we could complete the PSH-BM problem. In general condition (i) will
be satisfied, but condition (ii) on the integral of the second derivative over lines (2.26)
will not. Using regularity of D%*w (2.9) we can get a decent estimate for (2.26) on each
dyadic scale by putting absolute values inside the integral, but these contributions will
not be summable. To fix this issue we modify the weight w to a new weight w < w
which has a lot of cancellation in (2.26). In our estimates we will not put absolute
values inside the integral.

An important observation is that when we zoom out far enough all lines look like
they pass through the origin. To be a bit more precise, using the regularity hypothesis
(2.9) it suffices to estimate (2.26) for lines through the origin. For a function f : R — R,
let

mas (9 /f 12t

be a weighted spherical projection of f. The factor =2 allows us to compare the
translational derivative to the rotational derivative.
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Lemma 2.16. Suppose f : R? — R is a C? function compactly supported and supported

away from the origin. Lety L v. Then

2

> e X d . .
/ (D2f(ty))V, V) dt = mgar f(y) + yrAR OWSch(y cosf + vsin ).
0 -

Proof. We have

d2

0 ‘ezof(ty cosf + tvsinf) = t2((D*f(ty))v,v) — t(05 f)(t¥).

Integrating,

2 o g2
d—‘ ng1f(§fcosﬁ+f/sin9):/ d
0

=, 7 f(ty cos@ + tvsin§) t2dt
_ 0

0=0

- /OOO«D?f(ty))o,w dt — /mt%f(ty) dt

0

:=Lw«D%@mvadr1Awﬂww*ﬁ

using integration by parts in the last step.

(2.44)

]

We write the modified weight as a sum of dyadic pieces, w = >, wy. The idea is to

design each piece wy, so that mge 1w, = qr = const. Lemma 2.16 then gives

Aﬂw%mm%wﬁ:%,

and as long as ), |qx| < 0o we obtain a favorable estimate.

(2.45)

We implement this plan with the following two Lemmas. The first Lemma modifies

the weight w — w.

Lemma 2.17. Suppose that w : R? — R satisfies (2.9) and (2.10), the conditions
of Theorem 2.5, with constants Creg and Cy. Then there exists a weight w = Zkzo Wi

such that
(i) ©(x) < w(x) for all x € R,

(i) W(x) = w(x) for x| <2,

(iii) supp @y C {x : |x| <5} and suppy, C {x : 2871 <|x| < 2M2} for k > 1,

(iv) We have
| D@00 < C1, 20 % for 0 <a <3,

reg
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(v) For k > 5, mga—10 = qi is constant over the unit sphere and

> lakl < C. (2.47)
k

We may take C),, < CyCieg and Cér < CyCly.

reg

Condition (2.46) is just another way of writing the regularity condition (2.9), and
(2.47) is another way of writing the growth condition (2.10).

The second lemma analyzes the modified weight w and shows it is admissible for
Proposition 2.10.

Lemma 2.18. Suppose that w =}, ., wy satisfies the conditions Lemma 2.17(ii)-(v).
Let C' = Cymax(C!

teg> Cap)- Then u = EW + Cly| is continuous and plurisubharmonic

on C? and satisfies
u(x) < u(x +iy) < u(x)+2Cy|. (2.48)

Combining these two lemmas proves Proposition 2.8 and completes the PSH-BM
problem.

2.4.1 Proof of Lemma 2.17: Modifying the weight

Let w satisfy the conditions of Theorem 2.5 with constants Cleg, Car. Let

L=2 W
k=0
be a partition of unity of R>o where supp ¢y, C Ay,

AO = [Oa 5]7
Ap, = [2F1, 22 for k> 1.

We may choose 1,(x) = 1, (2 7%x) giving a derivative estimate | D% (x)| < C,27%
for all @ > 0. Write ¢ (x) = ¢5(|x]) for x € R%. Let

Tea1k(V) = pe, P ~ 27F up to universal constants.
Write
W= Zwk, wi(x) = Yr(x)w(x).

k>0
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For k > 1, let

Qe = velgdflﬁsd 1wi(V).

Recall that w <0, so |gx| = supgega—1 Tgi—1|wg(V)]. Now set
gk(x%) = P V(%) (@ — (Tsarwp) (X)), k> 1. (2.49)
Notice that by the definition of g, we have g < 0. We define

~ Wk O§k<5,
WE =
G=) @

k>0

Certainly w < w because g, < 0 for all k. Also, because we only add the modification
gr for k > 5, we have w(x) = w(x) for |x| < 2. By construction,

de_wNJk = (qk for k Z D. (250)
We have
) 2k+2
ol = swp [l 2 s [ o) ar
vesSd-1.J0 vesd—1 Jok—1

—k(G*<2k) +G*(2k+1)).
Choose x € R? with |x| = r so that G*(r) = G(x). We have

2 2 2 2
G (r) = / w(sx)|ds < / / w(stx)|dsdt < [ G (tr) dt
1/2J1/2 1/2

1/2
leading to the pointwise bound
2J+1

G*(27) <277 G*(r)dr

2i-1

. * ()
< o~k (9k </
Yl SyrteRy s [

which gives

as needed.

Finally, we must show that w satisfies the regularity condition (2.46). Let 0 < a < 3.
By the Leibniz rule,

ID%willoe S Y I1D* Wil sup [D'w(x)]

0<b<a Ix|€ Ak

Cregz2 ab)kzl bk<Cr 2(1 a).

0<b<a
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Let hg(x) = mga-1wg(X). We have
2k+2

(%) = /2 won(1%) 12t

k—1

o0
= ]x\l/ wi(sx) s~ 2ds,
0

gr(x) = py "k (x) (g — hi(x))

Thus
IDGklloe S 25 Y D" "tilloe sup |D(g — hi)(x)|
0<b<a |X|6Ak
< Y 27 @R sup [ DPhy(x)].
0<b<a |x|€Ak

Let |x| € Ak, 0 < b < 3. We have

10
ID°h(x)[ S ) |Db_c|X|‘1|/ | Dy (sx)] 5“7 ds
1/10

0<c<h
5 Creg Z 2—(1+(b—c))k2(1—c)k 5 CregQ_bk-

0<c<b

Combining these estimates we obtain that for 0 < a < 3,

1D Grllo0 S CregZ(lia)lC

107Gl S o2t~

~

as needed.

2.4.2 Proof of Lemma 2.18: Analyzing the modified weight

We would like to apply Proposition 2.10 to w. Let w = Zkzo wy, satisfy the conditions

Lemma 2.17(ii)-(v). First we prove an estimate on the Hilbert transform of the derivative

of @ restricted to lines.

Lemma 2.19. Let { = {x +ty : t € R} be a line. Let Wg|,(t) = Wp(x + ty) be the

restriction of wy, to this line. For all such lines, we have

> [H[@k[)(0)] S Crog + Chye

k>0
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Proof. Let r = 0 if |x| < 4, and otherwise let r > 1 be such that |x| € [2"71,27).
For any k,r we have the following estimate, although we only use it when r — 5 <
k<r+5:

| H [ [:)(0)] =

S 2'1D%Glw < €

reg*

/Oo Oywi(x +ty) — Oy (x — ty) dt
0

t ™

For k < r — 5, Wy, is supported away from x, and we have

HEL / +19) dt
w - —w X —_
k P o
ty) dt
- ‘ / %:—Y) — by integration by parts,
3 T

< 2722k ||k ||oo < 1, 22T,

reg

Finally, for k£ > r 4+ 5, w;, is once again supported away from x, and integrating by
parts we have

o) - | [ 2D 4

12 T

< 2—%/ Be(x + 19| dt

reg

<CL27R x|+ 2_%/ |k (ty)| dt by Lipschitz regularity

S Cleg2 " Ix[ + |-

reg

Summing these contributions,

Z|H wk| reg+Céeg Z 22(k ") +C£eg Z 2T_k+2’qk‘

k>0 k<r—>5 k>r+5 k>5

S Crog + Oy

reg
O
Now we prove an estimate on the integral of the second derivative of w over lines.

Lemma 2.20. Let ¢ = {xq +ty} be a line, where xq is the closest point to the origin.
We have

/ (D*@i(x0 + ty))v, V) dt| S Cloy + Cy, for allv Ly (2.52)

—00

2

k>0
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Proof. Let v L y. Let r = 0 if |xo] < 4, and otherwise let » > 1 be so that
|xo| € [271,27). For k < r — 5 the support of @, does not intersect ¢ and

/_ (D% (0 + 19))%, ) dE = 0.

oo

For r — 5 < k < r+ 5 we put the absolute values inside the integral and use the second
derivative regularity condition,

‘/ (DG (x0 + ty))V, dt‘ / | D@y, (x0 + ty)| dt

S 2'ID%Gklw < €

reg*

Next, let k& > r 4+ 5. We translate the integral to a line through the origin using the
third derivative regularity condition,

‘/ D wk(Xo + ty dt‘ ‘/ D2wk ty V >dt’ + C;eg’X0|2ik.

By the hypothesis that mga-1wr = ¢ and Lemma 2.16 on the second derivative of
spherical projections,

/ (DB (9))9, %) dt = 2.

—00

Thus

2.

k

[ @+ e ] St T (Clablz + o)

*° 2k >|xq|

S Creg + O

reg

Finally, we finish the proof of Lemma 2.18.

Proof of Lemma 2.18. Let
b= Y ;. (2.53)

0<j<k

By (2.51) and (2.52) the compactly supported weights w<;, satisfy the hypotheses of
Proposition 2.10 uniformly in k, and there is some C' S C},, + Cy, such that for all
k> 1,

u<y = By + Clyl
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is plurisubharmonic and satisfies
u<r(x) < u<(x +1iy) < u<k(x) +2Cy|.

Notice that the sequence {wy}52, is uniformly Lipschitz by (2.46), and satisfies the
uniform growth condition (2.38) because of (2.47). By Lemma 2.14, Eb<, — Ew
uniformly on compact sets. It follows that

u= FEw+ Cly|
is plurisubharmonic and satisfies

u(x) < u(x+iy) < u(x) +2Cy|.

2.5 Constructing the analytic function

We crucially use Hérmander’s L? theory for the 9 equation in order to construct analytic
functions from plurisubharmonic functions. This section includes an exposition of
Hormander’s theorem. We already stated his one dimensional result in the introduction
(Theorem 2.6), and his higher-dimensional result is stated in Theorem 2.28. After the
exposition we prove Proposition 2.9, which is where we construct analytic functions.

Hérmander’s method is related to prior work of Kodaira [36], Andreotti—Vesentini 3],
Morrey [42], Kohn [37], and Ash [4]. We are ignorant of this prior work and refer the
reader to Hérmander’s paper |28] and Berndtsson’s survey [7]| for more discussion.

Hormander’s theorem uses the following principle from linear algebra.

Theorem 2.21. Let T : Hy — Hs be a linear map between two finite dimensional
Hilbert spaces. If

g, < CNT*u|| g, for all u € Ho, (2.54)
then for any v € Hy there exists w € Hy with Tw = v and |w|| g, < C||v| #,-
Proof. Let v € Hy, and define a linear map on a subspace of H; by

C: {T"u, u € Hy} — C
U(T*u) = (v, u).

o2



Because T* is injective, ¢ is well defined, and by (2.54)
[T w)| < wllm lullz, < Cllollm Tl

so ¢ is a bounded linear functional on its domain. By the Hahn-Banach theorem, ¢
can be extended to a linear functional on H; with norm bounded by C||v||g,. By the
Riesz representation theorem there exists w € H; with ||w||g, < Cllv||m, such that
(w, T*u) = (v,u) for all u € Hy. This implies Tw = v, as T** =T. O

Theorem 2.21 lets us solve linear equations by proving estimates. This is very useful.
The main ingredient in the proof of Hormander’s theorem is a bound like (2.54) for the
adjoint of the 0 operator in a weighted Hilbert space.

2.5.1 The 0 equation over C.

We would like to solve the inhomogenous equation

dg
== =1, e C*(C).
5; = neCr(C)
Let’s first try using fundamental solutions. In the sense of distributions %ﬁ = 27,
SO
1 1 .
g(z) = — n(T)dA (dX is the Lebesgue measure on C)
2 Joz— T
solves % =1.

This solution is not useful to us. We are interested in constructing nonzero analytic
functions with certain decay rates on C. To do so we start with a bump function A,
solve the inhomogenous equation dg = 0h, and then set f = g — h to be our analytic
function. The method of fundamental solutions will return g = h, f = 0. In order to
construct nonzero analytic functions f, we need to enforce the constraint g(0) = 0 so
that f(0) # 0. The Hilbert space method allows us to enforce this constraint.

We consider the weighted Hilbert space L?(p) with the inner product

(1.9). = [ f@)glz)e ) ax
and the norm

112 = / F() e dn,
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We want to prove surjectivity of the unbounded linear map 9/9z on L*(p). We compute
the formal adjoint of 9/0z on L?(y), which we call ¢:

(005, 0), = [ 25(z) e an
0z
0
- _ o 7 (@) 5 —p
/u(z)(e 55 v(z))e dA\
= (u,0v),
where
0 _ d 0y
= — SO— SO = —— —_—
o efo e P + 5 (2.55)

(We use the term “formal adjoint” because we only verified this property for functions
in D,,). The commutator between 0/0% and ¢ is positive if ¢ is strictly subharmonic,

oo _ op1 Py 1
0/9%,6] = |0/9z,—8/dz + _] = o = 20,

- (2.56)

leading to the identity

o]l = (5-0u, u),

(95
9
0z

1
_ H(‘?u/82|li—i—1/|u(z)\2A<pe“’d)\.

= (0=u,u), + ([0/0%, 6]u, u),

Subtracting [|0u/0z||?, from both sides gives
Lemma 2.22. For u € C*(C),

/|u(z)\2A<pe“”d)\ < 4]}5ul?.

With Lemma 2.22 in hand, we are ready to prove the 0 theorem. We restate
Theorem 2.6 for the reader’s convenience.

Theorem. Let ¢ : C — R be a smooth, strictly subharmonic function. Let n € L2 (C)

[ e

Then there exists g € L*(p) such that Og/0z = n in the sense of distributions and

satisfy
efgo(z)
Ap

d\ < C.

/ lg(2)Pe~?®) d\ < 4C.
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If 1 is smooth then by elliptic regularity g is smooth as well, and dg/0z = n in the
classical sense.

Proof. Suppose that

—p(z)
[mores -asc

We define the following linear functional on a subspace of L%(¢p),

¢:{6v:veCC)}—C
g((sv) = (77:7))@0‘

Using Cauchy-Schwarz and Lemma 2.22,

ol =l < ([ e o) ([ epageon)”
< 2\/6H5UH¢-

Thus ¢ is well-defined and bounded by 2v/C on its set of definition, so by the Hahn-
Banach theorem ¢ extends to a linear functional on L?(C), which is also bounded by
2v/C. By the Riesz representation theorem, there is some g € L*(C) with ||g||2 < 4C
such that for all v € C°(C),

(9,00v)y = (1, V) (2.57)

This equation almost says that dg = 1 in the sense of distributions, although not quite
because of the p-weighted inner product. That is just a technicality—its easy to convert
to the usual inner product. Given v € C°(C), let v" = e®v. Then v also lies in C°(C),
and the p-weighted inner products with v’ equal the Lebesgue inner products with v,

0z
(n,v')y = /n(z)v(z) dX.

, v ov
(g,00)p == [ g—dr = /g(z)£ d\,

The left hand sides are equal by (2.57), so the right hand sides are equal as well. The
right hand sides being equal is exactly the statement that dg/0z = 7 in the sense of
distributions. ]

In the sequel we ignore this subtlety around converting between the p-weighted
inner product and the usual inner product.
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When I read this proof, it made me uncomfortable that we used the Hahn-Banach
theorem to construct linear extensions. There may be several linear extensions of ¢, and
each one might lead to a different solution to the 0 equation. Is there a constructive
proof that chooses a canonical solution?

I think there is not a canonical solution. There are many solutions to d¢’ = 0 with
g € L*(p), so there are also many solutions to dg = 7 in L?(p). It is a feature of
Hormander’s method that it deals with non-uniqueness in a clean way—by using the
Hahn-Banach theorem.

2.5.2 The O operator over C<.

Theorem 2.6 has a higher-dimensional analogue; to state it we need some notation. Let
Q,., denote the vector space of (p, q)-forms at a point of C?. Every element of {2, , can
be written in the standard basis

o= Z oy ydz'dz’, ayy € C, I and J are ordered subsets of {1,...,d}.

[I|=p,|J|=q

Let D,, denote the space of smooth, compactly supported (p,q) forms on C?. An
element u € D, , can be written as

u = ZUI’J dzld?], ur.j € C’é’o((Cd)
I1,J

We put an inner product structure on €2, , by asserting this standard basis is orthonor-
mal,

<Oé; 5>Qp,q = Z OéI,JBI,J-
1,J
We consider the weighted inner product
(u,v), = Z/ ur,y(z)vr,(2) e?@) ), d\ is the Lebesgue measure on C¢,
1,7 /¢

[ul|2 = (u, u),.
We let
L2 () ={u : upy € L}, (C?) and ||ul|, < oo}

be the Hilbert space generated by this inner product.
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The 0 operator maps D, — D, 411. For a function u € C>°(C%),
éuzzgjud%, @-Zi_,
- 0z,
for a form u € D, 4,
ou = Zéu;ﬂ; ANdz'dz.
IJ

We have 0% = 0, so for each p there is a chain complex
3] 0, 3] 0
o= Dpg = Dpgi1 = Dpgro = -+

Given a (p, q)-form 7, we are interested in solving the inhomogenous d equation

dg=n where ¢ is a (p, g — 1)-form.
As 0% = 0, it is a necessary condition that On = 0. This is a new condition in higher

dimensions: in one complex dimension, 9y = 0 for any n € Dy ;. Hérmander proved
the following theorem about the inhomogenous 0 equation.

Proposition 2.23. Let ¢ : C¢ — R be a smooth, strictly plurisubharmonic function
with 00p(z) > K(z), where k : C¢ — Ryg. Let 1 be a (p, q)-form with L2 coefficients
satisfy On = 0, and suppose

e—¥(2)
/ )l i< C

Then there exists g € L;q_l(go) such that g = 1 in the sense of distributions and
2
HgHLiq_l(@ <C.

The first step is to prove a higher-dimensional version of Lemma 2.22 asserting quanti-
tative injectivity of the adjoint. This involves more calculation but no new difficulties.
The second step—using this estimate to solve the 0 equation—is a bit more subtle than
it was in one dimension because of the need to assume dn = 0. To solve this step we
need to prove an approximation lemma.

We begin by analyzing the adjoint operator. We write 0 as
0= 0;dz;. (2.58)
J

In this notation dz; is an operator mapping D, , — D) .11 by wedge product, and 5j
as an operator mapping Dy, 11 — D, 441 by partial derivatives.
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The formal adjoint is the operator 9* : D, .41 — D, , such that

(Ou,v), = (u,0*v), for all w e D, , and v € D, 441.

Notice that 0* depends on the weight ¢. To compute 9*, we first compute the adjoint
of 5j with respect to the weight e™%,

/(@u)@ew d\ = — /u(e“"éje“’@) e ?dA.

Just as in (2.55), the adjoint of 9; is

ou Oy
Sl = —— + - 2.
U 5, 8zju (2.59)
and (J;u,v), = (u,d,;v),. There is a commutator identity generalizing (2.60),
_ 8290
O, 0] = ——. 2.60
Using the notation of (2.58), we may write
0" =) 4dz;. (2.61)
J

Here, dz; : Dpg41 — Dy, is the adjoint of the wedge product operator dz;, and
d; : Dy 4 — D, , acts coordinate-wise. To be explicit,

0 JE1,
sgn(j € dz"\Ut j e

dz;(dz") = {

where sgn(j € I) = 1 if j occupies an odd index in I, and otherwise equals —1. For
example,

5* (Z Ujdfj) == Z 5juj~
J J
Define the 0-Laplacian

Ay L2 (p) = L2 (v)
Ay = 00" 4+ 0%0.

The 0-Laplacian is an important operator in complex geometry. It induces the quadratic
form

(Agu,u)y = [[0u]]f + [|0"ulf3.
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There is a formula, called the Weitzenbock formula, that allows us to compute Ag
explicitly. Just as in the one dimensional case, 90y appears in the Weitzenbock formula
(in one dimension, dd¢ = 1 Ap). The Weitzenbick formula we state is a special case of
a more general formula in complex geometry, see |25, p. 97].

Lemma 2.24 (Weitzenbock identity). We may decompose

Ay =A+ A
where
A=>"60; and (2.62)
J
oAt
A= — dz.dz;. 2.
ik aijazk Z] Zk ( 63)

Proof. Using equations (2.58) and (2.61) for d and 0,
Ny = 0:0;dzdz; + Y 0;6dzdz,
ak Ik

Let dz’ be a basis element of Q2. If j & I and k € I, then
(dz;dz;)(dz') = —dzidz;(dz"h).

Iftyj=kel

dz;dz;(dz") = dz’, dzidz;(dz") =0,
and conversely if j =k & I

dz;dzi(dz") =0,  dzidz(dz") = dZ’,
SO

dzdz; + dz;dz;, = 1,

as an operator from 229 — QP4 Thus

N = 06;0;+ > [0;,0)dzdz;.
J

Ik

The first summand is A’, and by the commutator identity (2.60), the second summand
is A. O
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We can also express the Weitzenbock identity in coordinates. Given two (p, ¢) forms u
and v, we denote by

the function on C¢ which is the pointwise inner product of the forms. For u =
Z[ gur.g dZI VAN dé",

<A/u? u>9p,q - Z Z ygkuI’JIQ
J k

82
<AU, U/>Qp7q = E E E az—gzk<u, d2]d2J> <U, dikdi‘]>
J

I |J|=q—1 jk
The Weitzenbock formula quickly yields the following generalization of Lemma 2.22.

Lemma 2.25. Suppose 90p(z) > k(z) as a quadratic form. For any u € D,,,
Joullz + 10l = [ Ju() z)e ) ax
Proof. Using that 00p(z) > k(z),
<Au7 U>Qp,q Z qli(z>|u(z)|s22p,q
Because the operator A’ in Lemma 2.24 is positive semidefinite,

HéuH?p + ||5*u|]37 = (Agju, u) = (A'u,u) + (Au,u) > q//f(z)|u(z)]26_“0d)\.

2.5.3 Solving the 8 equation on C¢.

The T™* method in Hilbert space applied to the estimate in Lemma 2.25 naturally leads
to the following existence theorem.

Proposition 2.26. Let ¢ : C* — C be a smooth, strictly plurisubharmonic function,
and let K : C* = Ry be a lower bound for 00,

00p(z) > k(z)  for allz € C*.
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Let n be a (p, q)-form with L2, coefficients satisfying

loc

/ 1n(z) (2.64)
Then there exists g € L2 (@) and h € L2, qul( ) such that
a2y o+ IRI2: < C (2.65)
and
dg+0*h=n (2.66)

in the sense of distributions.
Proof. Define the following linear functional on a subspace of L7 (¢) x L2 (),

0:{(0*u,0u)e L2, x L2 . :ueDy}—C
0(0*u, Ou) = <n,u)¢.

By Lemma 2.25 and assumption (2.64),

100,00 = .01l < ( 10 0) ([l Patzre )

<V I|0ul2 + |0-ul 2.

Thus ¢ is well defined and bounded by v/C' on its domain. By the Hahn-Banach theorem
{ extends to a bounded linear functional on L _(¢) x L2 ., (¢), and by the Riesz
representation theorem there exist functions g € L2 _,(p) and h € L2 . (¢) such that

2
ol o+l <C
(n,u

(9,0"u) + (h,0u) = (n,u)

for all u € D,,,. This equation means dg + 9*h = 7 in the sense of distributions.  [J

The conclusion of Proposition 2.26 is not quite what we want. Given a (p, ¢) form
1, it produces g € L2 () and h € L, () such that

dg +0*h =n

in the sense of distributions. When dn = 0, we want to show dg = 7. In other words,
we want to prove 0*h = 0.
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Here is a faulty argument that 0*h = 0. First, consider ker 0 as a closed subspace
of L7 (),

kerd = {u € L. (¢) : du =0 in distributions}.

To check that ker 0 is a closed subspace, suppose uj — u in Lg’q(ga) and 5uj =0 in the
sense of distributions. For any v € D, 441,

(Ou,v) = (u,*v) = lim (u;,d*v) = lim (Ju;,v) =0,
j—o0 j—o00
so Ou = 0 in distributions as well.

We expect 0*h lies in the orthogonal complement, (kerd)‘. Indeed, for u €
(kerd) N D,,

(u,0*h) = (Ou, h) = 0.

Unfortunately, we don’t know that 0*h lies in Lf),q(gp), and even if we did know that,
we would need the above equation to hold for all u € ker 9, not just when u is smooth
and compactly supported. Yet if it were true that 0*h lies in (ker 9)*, then it would
have to equal zero when dn = 0

In order to make this heuristic argument rigorous, we need an approximation lemma.
The approximation lemma is important. There are some complex manifolds where the
approximation lemma fails, and the d theorem also fails—see [7, §6]

Lemma 2.27 (Approximation lemma). Let u € L2 (p), and assume 8*u € L2 ,_(p)

and Ou € Liqﬂ(gp) in the sense of distributions. Then there exists a sequence of smooth,
compactly supported functions ut9) € D, , such that
[ —ully + 10" = w)l, + [0 = w)ll, = 0.

Proof. As stated in (2.58) and (2.61), we may write
0=>Y 0;dz, =) 6dz.
J J

Using equation (2.59) for §;, we may split 0* into two parts: an unweighted adjoint
_(’éd, and a multiplication operator involving the derivatives of ¢,

- 0
8*=—Z@dz§+za—:dzj
j j

=: aédu + Mu.
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The first step is to multiply by a smooth cutoff to make u compactly supported.
Let ) be a fixed smooth bump function which equals one on B; and is supported inside
Bo. Let ng = n(e/R), and let ugp = nru. By the dominated convergence theorem
|lug —ul, = 0 as R — co. We have

5uR = Z 5]'7’]]% dij ANu—+ nRgu,

J

in the sense of distributions, so bounding |0nz| < 1/R and using the dominated
convergence theorem we find ||0(ug — u)||, — 0. Similarly,

up = Z dimr dz;(u) + nrO*u,
J

and the same estimate holds.

The next step is to convolve with a smooth approximation of the identity to make
ugr smooth. Let x be a fixed compactly supported bump function integrating to one,
and let y. = e 9y (o/c). Let

Ue,R = Xe * UR-

For any fixed R, ||[uc g — ug||2 — 0 as ¢ — 0, and because ug is compactly supported,
|ue,r — ur||L2(p) — 0 as well. We can exchange convolution and differentiation to get

Oue g = X= * Oug, 0 ||0(us g — ug)|l, — 0 also. Similarly,
5*UE,R = Xe * _(EduR + MU&,R;
and the above converges to 0*up = 5&“}2 + Mup as € — 0. Thus
Jim tim([ue . — ully + 80— )l + 1* (e g — w)]) = 0.

We may extract a subsequence along which R — oo, ¢ — 0, and the graph norm above
tends to zero, which proves the Lemma. O

We are now ready to prove Proposition 2.23

Proof of Proposition 2.23. By Proposition 2.26, there exists g € Lg’q_l(cp) and h €

L2 .+1(p) such that dg 4 0*h = 7 in distributions and ||g||%127,q71(¢) + ||h||iqu+1(w) <C.

We must use the hypothesis dn = 0 to show 9*h = 0. Let v € D,, be a smooth,
compactly supported form. Let

V= Ter U + TMer §)L UV = V1 + V2.
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I claim that in the sense of distributions,

51)1 = 0, 5*1)1 = 5*1}7

Ovy = Ov, 0*vy = 0.
First, dv; = 0 by the definition of ker . Next, for any w € D, 41,
(w, 0*vy) = (Ow, vy) = 0

because 0*w = 0 and v, lies in the orthogonal complement of ker 9. Thus 0*v, = 0.
The last two identities follow from these two,

(w, 0 v,) = (Ow,v1) = (Ow,v — vy) = (Ow,v) = (w, V),
(w, Ovy) = (*w, vy) = (0*w,v — v1) = (w, Iv).

Because (%j and é*vj lie in L?(¢), we may apply Lemma 2.27 to find subsequences
Ugj) — V1, Uéj) — Vo
in the graph norm of Lemma 2.27.

We are ready to prove 0*h = 0. First,
(0°h,v) = (h, 00 — v +05")) + (b, 0f”) + (h, 0uf)).

The first term goes to zero as j — oo because [|0(v — vgj) - véj))Hgo — 0. The second
term goes to zero as j — 0o because Hév? )

the third term as

|lo — 0 as j — oo. We further decompose

0. o) = (n.057) — (Dg.05)).
As j — oo, <77,v§j)) — (n,v2) = 0 because On = 0 and v, lies in the orthogonal
complement of ker 0. Finally, ||5*U§J )Hw — 0, so all the terms vanish. O

In our application we will want to choose a plurisubharmonic weight ¢ that equals
negative infinity at the origin. For this reason, it’s inconvenient to assume ¢ is smooth.
By mollification one can generalize Proposition 2.23 to work with non-smooth weights.

Theorem 2.28 (Hormander [28, Theorem 2.2.1°]). Let ¢ be a strictly plurisubharmonic
function with 00p(z) > k(z) in the sense of distributions, where r : C* — Ryq. Let
n € L? (p) satisfy On =0 and

(»,9)

—¢(z)
/ (@) dA < C

r(2)

<C

Then there exists g € L2 () such that dg = n and ||g||2. o) <
P,q—1

p,g—1
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2.5.4 Application of Hérmander’s theorem to the Beurling and
Malliavin theorem

In this section we use Theorem 2.28 to prove Proposition 2.9, which is about constructing
analytic functions from plurisubharmonic functions. We begin with a few lemmas.

Lemma 2.29. Let v : C* — R be Lipschitz with constant Clip, and let u, be the
maximal plurisubharmonic function < v. Then either u, = —o0, or u, takes finite
values everywhere and is Lipschitz with constant Cry,.

Proof. Because u, < v,
us(x —z) <v(x—2z) <v(x)+ CpLyplzl|.
Thus u,(e—z)—|z|CL,, is a plurisubharmonic function lying below v, and by maximality
U (x) < up(x —2z) — |2|CLip for all x,z € C*.

If u, takes finite values anywhere, then it takes finite values everywhere and is Lipschitz.

]

Lemma 2.30. For every a € (0,1), there exists a plurisubharmonic function ug : C* —
R satisfying

—(x)* < up(x+1iy) < —(x)* + Coaly| for all x + iy € C“.

Proof. As the function (x)® satisfies the Kohn-Nirenberg regularity conditions and is
radial, we may apply Proposition 2.10 to the function —(x)“. O]

Lemma 2.31. Let f be analytic on an open set U C C. If B.(z) C U then

[f(2)] < Car™ |l fll 228, (a))-

Proof. Because f is analytic on U, |f]? is plurisubharmonic and thus subharmonic on
U. It follows that

f(2)]” < ][ o |f (W) dieb(w) < Car | f 11728, ())-

We restate Proposition 2.9 for the reader’s convenience.
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Proposition. Let w : R — Req be a Lipschitz weight function, and let u, be the
mazximal plurisubharmonic function < w(x) + 2noly|. If u.(0) > —oo then for every
e > 0, there exists an f € L*(R?) with supp f C B,4-(0), || fll2 < 1, and

1£(0)] > e(d, e)e2maxtliwllzip2mo} gui, o (0),

|f(x)] < e for all x € RY,
If(x)] < e G for all x € R%,

Proof. The obstacle w(x) +2moly]| is Lipschitz with constant Cr;, < max{||w|| i, 270},
so by Lemma 2.29, u, is Lipschitz with the same constant.

We construct a plurisubharmonic weight by adding three new pieces to u,. The first

log |z|s = 1H<13a<)$110g \/ T3+ 3,

which we add to provide lower bounds on | f(0)|. This term is plurisubharmonic because

piece is

it is a maximum of plurisubharmonic functions. Next we add w2, the function from
Lemma 2.30 with parameter &« = 1/2, in order to balance out the prior term when x
is far from the origin. Finally, we add a term proportional to (y) to make the weight
strictly plurisubharmonic. Indeed,

00(y) = )1+ yl? — )

as a Hermitian matrix. The minimal eigenvector is y, and

- 1

(00(y)y.¥) = 7(y)

so (00(y))(x +iy) > +(y)~. Let p € (0,1) be a small parameter to be chosen later,
and define
¢ = 2u, + 20dlog |z| + puisz + p({y) — 1).

Because each term is plurisubharmonic, ¢ (x + iy) > k(x + iy) =: 2(y)~>.
Let h be a smooth bump function on C% with A~ = 1 on Bi/2 and supph C B;. Let

n = Oh, so n is supported on By \ Bi/2. On this set,
¢ > 2(u.(0) — CLyp) — C,

SO

—p(z)
/ ()2 o drepn(z) < Oy e2CLime2u-(0) (2.67)
cd R\Z
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By Theorem 2.28, there exists a smooth ¢ such that dg = 7 and

|g(Z)|2@7<P(Z) dLeb<Z) < Cd,p62CL"P672“*(O)'
Cd

Define f = h — g. By construction df = 0, so f is entire.
First we show ¢(0) = 0. Because g is analytic on By, Lemma 2.31 implies that for
any r € (0,1/2)

19(0)| < Car™|lgll 2B, (0))

< Cyr=?||ge=#/? | £2(cay fnax e?2)/2,
z|<r

When |z| < r,
@ < 20dlogr + 2(u.(0) + CLip) + Cu,

s0 |g(0)] < Cr% for some constant C, and in particular g(0) = 0.

Next we estimate | f(x)| far from the origin. To this end, we prove a weighted L?
bound for f. In order to obtain a bound we must remove the logarithmic term from
the weight. We have

20d10g |2]oc + puay2(z) + p({y) — 1) < 10dlog x| + 10dlog |y| +log 2 — p(x)"/* + Caply|.

Using that 10dlog [x| — p(z)'/? < Cy, — 2p(x)"/? and 10d1log |y| < Cu, + plyl,

1
20d10g 2] + prio(2) + p((y) — 1) < Cup = 503" + Caply|.
We set
~ 1 1/2
P = 2us — 5p(x) 7 + Caplyl,
so that ¢ > ¢ — Cy,. We estimate the weighted L? norm of f,

1£e™?2 || 2(cay < |he™®2|| p2(cay + Capllge™"| 2 (cay

< Oy peCrive=

where we bounded the first term using the Lipschitz property of u,. For any z € C¢,
Lemma 2.31 implies

f(2)] < Call fll2 81 )

<y eCring=+(0) max ?W)/2,
- P weB1(2)
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Now, ¢ is Lipschitz with constant < 2C7;, + Cyp, so

|f(2)] < Cype*rire 0 ¢~ 3P gus () +Caply|

Because u,(x +1y) < w(x) + 27oly]|,
|f(x +iy)| < Cype2Crive=(0) =30 o) 2o+ Cap)ly]

To make our band-limited function we divide out by the constant factor above and
restrict to RY,

; L o0,
— e Llpeu*(o)
f Cd7p f|Rd7

and verify the desired properties.
o f(x) < e 2™ In particular, f € L2(R?).
o 1f(x)] < e,

e Because g(0) =0, f(0) =1, and f(0) = éG*ZCLipeu*(o).

e The Paley-Wiener criterion is satisfied, so supp f C Botcyp/2n-

Taking p < 2me/Cy gives the result. O
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Chapter 3

Unique continuation and the proof of
fractal uncertainty

In this chapter, we use the Beurling and Malliavin multiplier theorem to prove a unique
continuation principle for functions with Fourier transform supported in a line-porous
set. We then use this unique continuation principle to prove our higher-dimensional
fractal uncertainty principle. We follow Jaye and Mitkovski’s [31] approach to unique
continuation. See §1.3 for a high-level overview of these results and their application to
fractal uncertainty.

3.1 Results

Definition 3.1. We say a weight W : [0, 00) — [0, 00] is a unique continuation weight
if

2. W is nondecreasing,
3. W is lower semicontinuous,
4. The mapping s — log W(e®) is convex on [0, 00),

5. W(t) > ¢,t™ for all n > 0 and some ¢, > 0,

o [T
o 1+t
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For example, a typical choice is
W(t) _ et/(log(2+t))a7

s

where o € (0,1]. One can verify that s — ; = is convex on [0, 00), and if a < 1,

log(2+e%)™
<1 ee 1
/ ogW(Qt) dt:/ dt — oo
0 1+t o t(log(2+1))

For each n = (ny,...,ng) € Z%, let
Qn: [nl,nl—i—l] X e X [nd,nd—i—l]

be the integer cube with bottom corner n.

The next result, which is part of Jaye and Mitkovski’s [31, Theorem 1.3], is a
quantitative unique continuation principle for functions with rapid Fourier decay.

Theorem 3.2. For any unique continuation weight W and any set E C R? satisfying
|[ENQn| > A\ for every integer cube Qy,
we have
If Wl < Allfl: = Ifll2 < COV.d AN f L]

Definition 3.3. Let Y C R%, let W be a unique continuation weight, and let ¢;, ¢y €
(0,1]. We say that Y admits a (c;, ¢, W)-damping function if there exists a ¢ € L?(R?)
satisfying

e suppy C B,

o [(€)] = ¢z for € € By,

o [D(O] < (§)* forall ¢ € R,

o [(E)] <1/W(E]) for all € €Y.

The following theorem gives a quantitative unique continuation principle for sets
admitting damping functions. It is a variant of Han and Schlag’s result [27, Corollary
4.2]. It applies to A-neighborhoods of the sets appearing in Theorem 3.2, which can be
written as a union of A-cubes, one inside of each integer cube:

S = U I, I, is a cube of width A centered at a point of Q. (3.1)

nezd
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Theorem 3.4. Let A > 0. Suppose Y C R? is such that every translate Y + n, with
n € R, admits a (\/4, cy, W)-damping function. Let S be a set of the form (3.1)—that
18, a union of A-cubes, one per integer cube. Then

supp f C Y = || f]l2 < C||f Ls]J2
where C' = C(cg, W, d, \).

We can construct damping functions for line-porous sets using our higher-dimensional
Beurling-Malliavin theorem (Theorem 2.5).

Proposition 3.5. Let Y C [-3h~1,3h7Y? be v-porous on lines from scales yu to h™1.
For any ¢; >0, Y admits a (c1,ce, W) damping function where ca = ca(cq,v,d) and

W(t) = exp <m>

for some a(v) € (0,1) and c3(c1,v,d) > 0. As a consequence, if S is a union of \-cubes,
one inside of each integer cube, then

supp f CY = [If2 < CI1f 1512
where C' = C(\,v,d).

The following theorem, a generalization of Han and Schlag’s [27, Theorem 5.1], gives
an FUP conditional on the existence of damping functions.

Theorem 3.6. Suppose

e X C [~1,1]¢ is v-porous on balls from scales h to 1,

o Y C [—h7t h71]? satisfies that for all s € [h,1] and n € R4, the set

sY + [—4,4] +1
admits a <1Od+/2’ cg,W) -damping function.
Then
supp f C Y = || f1x[l2 < CH7| f|l2.

for some constants 5,C > 0 that depend on co, W, d, v.

Combining Theorem 3.6 with Proposition 3.5 proves Theorem 1.2.
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Proof of Theorem 1.2. Let

e X C [~1,1]¢ be v-porous on balls from scales h to 1,

e Y C [-h7!, h7! be v-porous on lines from scales 1 to h=*.
By Lemma 3.11, for any s € (h,1) and n € R?, the set
sY + [—4,4]" + 1

is //2-porous on lines from scale 10v/d/v to h='s. By Proposition 3.5 with p = 10v/d/v,
Y admits a W-damping function where

t
Wit = ) e ()

is a unique continuation weight that depends only on v and d. By Theorem 3.6, there
exists 8 = B(v,d) > 0 and C = C(v,d) > 0 so that for any f € L*(R?)

supp f C Y = || f1xllz < Ch” | f|2- (3.2)
[l

In the rest of this chapter, we prove the above results in order.

3.2 Unique continuation of functions with rapidly de-

caying Fourier transform

In this section we prove Theorem 3.2 following [31, Theorem 1.3].

Our starting point is analytic functions. If an analytic function vanishes to infinite
order at any point, then it must be identically zero; this property is known as unique
continuation. A smooth function f on [0, 1] is analytic if and only if

I1D™ fll ooy < (n)M™ for some M > 0 and all n > 0.

One may then ask: Are there milder derivative growth conditions that still imply unique
continuation?

This question was answered decisively by the work of Denjoy and Carleman on
quasi-analytic classes. A logarithmically convex sequence M = {M,,},ez., is called
quasi-analytic if the following holds for smooth functions on the unit interval:
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If || D" f|o(0,1)) < M, for all n > 0 and f vanishes to infinite order at some point,
then f =0 on [0, 1].

The Denjoy—Carleman theorem characterizes quasi-analytic classes, see [39, Chapter
IV] for a proof.

Theorem 3.7 (Denjoy—Carleman). A logarithmically convex sequence M generates a
quasi-analytic class if and only if

> Aj;nl = 0. (3.3)

n=1

One may prove by induction that if { M,,} is quasi-analytic, then the unique continuation
property holds in higher dimensions as well:

If || D" fl oo (jo,1)2) < My, for all n > 0 and f vanishes to infinite order at some point,
then f =0 on [0, 1]%.

The following proposition uses compactness to quantify the unique continuation principle
stated above. We follow [31, Remark 2.6].

Proposition 3.8. For any t,v > 0 the following holds. Let f € C>([0,1]9) satisfy
D" | oo jo,119) < My

for alln >0, and suppose || f||po(o170y > t. Then for any measurable set £ C [0, 1]¢
with Lebesque measure at least v,

If 1ellrr o0y = c(M, d,v,1).
Proof. Suppose not. Let f; be a sequence of smooth functions satisfying
1D" fill oo qo.gay < My and || fjl| oo o1y = ¢,
and let E; C [0,1]¢ be a sequence of sets with Lebesgue measure at least v such that
Ifi 1g;llLroajey — 0 as j — oo.

Since the derivatives of f; are uniformly bounded, Arzela-Ascoli implies that after
passing to a subsequence, f; — f in the L® norm. Working in the sense of distributions,
for any multiindex 8 we have

1D% fll oy = sup / (D F)(x) h(x) dx.
heC>([0,1]%),
”hIILl([O’l]d)Sl
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Using integration by parts,

(/(Dﬁf)(x) h(x) dx‘ - (/f(x) DPh(x) dx — hm‘/f] ) DPh(x) dx| < M.

J—00

Thus, f is a smooth function satisfying || D" f || e (jo,17¢) < My, for all n > 0.

Define
£ (U )

n>0 m>n
and observe that the Lebesgue measure of E is at least 7. For any x € E, there exists
a subsequence {n,,} with x € F,_, thus

f(x)= lim f,, (x)=0 forallx e FE.

For any multiindex 3, we can write

Z; 1 f(XO + hU])
hl8l

for some vectors v; and coefficients ¢;. For any v € RY,

lim{xe £ : x+hv¢gE} =0.
h—0

D’ f(x)) = lim (3.4)

Thus for a full measure subset E' C E, there is a subsequence hj, — 0 such that
X,X + hgvy, ..., X+ hpv, € E for all x € E' and k > 0.

For any x € E’, Eq. (3.4) implies DPf(x) =0
Since {M,,} is quasi-analytic, this implies f = 0. However, by compactness of [0, 1]%,

1 f || oo 0,170y > jlggo | f5ll zoe 0,17y > 1,
a contradiction. ]

Given a unique continuation weight W as above, we define

tn
M, 3.5
R S0) .
For example, if W(t) = !/(°82+1))% then the supremum in (3.5) is achieved at t ~
n(logn)®, so M, <ﬂ> (logn)®™, and
M, 1

Mn—H - n(log n)a .

Thus 572 = o0, and {M,} is a quasi-analytic class.
The following technical Lemma about the sequence {M,,} allows us to prove {M,,}

is quasi-analytic for any unique continuation weight V. This lemma is proved in
[31, Page 6 and Proposition 2.2].
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Lemma 3.9. Suppose that W : [0,00) — [0, 00| is nondecreasing, lower semicontinuous,

the m

apping s — logW(e?®) is convex on [0,00), and W(t) > c,t"™ for alln > 0. Then

the sequence {M,} defined by (3.5) satisfies:

{M,} is increasing and log—convex; that is,

Mn S Mn+1 and Ms S Mn—l Mn+1

for alln.

The following inequalities hold:

Mn—l < /OO IOgW@) Mn—l
Mn - 1 '

n>0

Proof.

Monotonicity is clear. For log-convexity, notice that for each ¢ > 1

My = (Mfgt)f B (If;(t)) (If;(t)) S M1 Mo

Let
t tn
n -— argmax R
g t>1 W(t)

if there are several ¢ achieving the maximum, choose the smallest one. The
hypothesis that W grows faster than any polynomial implies that ¢,, is bounded
for all n. For any t € [t,,tn41], write t = t2t,°¢ for some o € [0,1] and use
log-convexity of W to find

W(t) = W(tt, ) < W(tn) Wltasr)' ™

t n+1 11—
- (50 (5)
tn—i—l

M,

IN

(3.6)

If t > 1 and W(t) < oo then t € [t,,t,41] for some n > 0. For r > 1, define

p(r) == su p]@—n = supinf(r/t)"W(t).

n n>0 t>1
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Taking ¢ = r shows p(r) < W(r). By (3.6), if r € [t,, tn41] then
1
o) > S, (3.7

and since this equation does not depend on n, it holds whenever W(r) < oc.
On the other hand, if W(r) = oo then M,, < r™ and p(r’) = oo for all v’ > r.
By lower semicontinuity, this implies p(r) = oo whenever W(r) = oo, thus (3.7)
holds for all » > 1.

The following Legendre transform identity completes the proof:

> log p(r) M,
/1 .~ dr =Y A (3.8)

n>1

Let g, = M, 11/M,, for n > 0, extend g, to all of Z by 1. For r € [¢,_1, qn],

r
P(T)—M~
Thus
/ logp d _Z/q" nlogr—logM r
1 n>0 v dn—1
1—1logq, 1-—1logq,_ 1 1
_Z[< 0g8dn 0gq 1)—10gMn( __)}
n>0 qn—1 Gn—1 qn
We have

ZlogM( 1>:Zi(log%>zqulogqn.
n> n n>

Gn—1 qn >0 An n

On the other hand, by integration by parts

Zn<1—10gqn_ logqn 1) Z——Z—logqn

n>0 In n>0 n>0 n

The > qin log ¢,, terms cancel, and we are left with (3.8)
[

Proof of Theorem 3.2. Suppose || f(EOW(€])||2 < Al f|]2. We can estimate the Sobolev
norms

[l = > D2

[B]<n
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using the Fourier transform,

£z S 1LF I+ ICEF) Fl2
< I£ll2 + Mall FWV|I2
< (14 AM,)| | fll2 < 2AM,|| f]|2-

Let Q denote the set of all integer cubes. Let

Y =1 (3.9)

be a partition of unity where each 7nq is a translate of a fixed bump function, and
suppnq C 2 - Q. Decompose f as

F=> fa  fa=mlf

QeQ
We have

> Ifallin S 171
Q

Let K > 0 be a constant to be chosen later, and set

ngod - {Q S Q : ||fQ||H” S KenManQHQ for all n Z O}
Qbad = Q \ ngod-

To estimate the bad part, we use the H™ norm of f

Yo lfellz<) Z I fall3

QeQbad n>0 Qe
||fQ||Hn>K6"Mn||fQH2

1 2
— nganQ Z ||fQ||H"
n>0 Qe s.t.
lfQllan>Ke™Mu|| fqll2

— Z K2e 2nM2”f||H" = (Z gnK2>||f||2

n>0 n>0
5A2
< 2B
To estimate the good part we use quasi-analyticity. If Q € Q9°°¢ then we can control
the Sobolev norms of fq. By Sobolev embedding, if 8 is a multiindex of order n,

HDBfQHoo < OdHfQHHn-kd
< CaKe™ Myl fall2-
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The sequence {€"T¢M,,, 4} is logarithmically convex and forms a quasi-analytic sequence.
Let

~ 1

o= Gzl ™

so fq lies in the quasi-analytic class {e"*dMner}. We have || fqll2 < 3% fqlleo, SO

Il = 2
By applying Proposition 3.8 to fQ, we find that

I fq Lsnallzr > e(W,d, A, K),
and going back to fq this gives

Il fallz < C(W,d, X\, K)|| falsnall2-

By summing over all the cubes we find

I£15 < Ca D> N fall3

QeQ
=Ca Y lfal3+Ca Y lfall

QEQyo0d QEQpad
<CW,d\K) Y. HflstHerCd HfH%

QE ngod

5C’dA

< CW.d N K| f 1sl3 + —=5— I fII3.

Choose K > 10C;A and rearrange to obtain

HfHQ < C(Wada )‘7A)Hf]-SH2

3.3 Unique continuation for sets admitting damping

functions

In this section we prove Theorem 3.4, following [31, Theorem 5.2]

We consider the lattice A = %Zd. The scaling factor is chosen so that the co-
neighborhood of A covers all of R%.

For each n € A, let ¢, be a damping function for Y centered at 77, meaning
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supp ¢, C By/a
|0, (€)] > ¢ for € € B, (1)
|0, (€)] < (€ =)~ for all £ € RY

[, (€)] < 1/W(|€ — 7)) for all €Y.

Let

fn:f*d)?r

Our goal is to estimate || f||2 in terms of || f 1s]|o. First, we can control the L? norm of
f in terms of the {f,},ea,

S =3 [ 1F© PP ds = el 71 (3.10)

neA neA

Say n € A is good if

W = €N fyll < Al foll:

and otherwise 7 is bad. Here A is a constant to be chosen later, and W'/? is also a
unique continuation weight.

We can control the bad part by

1 " .
SNolsB<S D IW(n— NV, f13

neA is bad neA is bad

Y I =2 I

n€A is bad

Because W grows faster than any polynomial, the right hand side is bounded by

1
> sl < FCOV, eIl (311)

neA is bad

To control the good part we use Theorem 3.2. Let ¥ C S be the union of the %—dilates
of the A-cubes making up S. For any good 1 € A,

||f77||2 < C(Wv da A7 )‘)an 1E||2

We bound the right hand side using that supp v, C By /4,

1fo Lelle = [[(f *y) Lell2 < [[(f 1s) * ¢yl[2-
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Thus

Yo aE<C Yo sl

neA is good neA is good
<C D If1svl3
neA is good
< C|If 1sll3 (3.12)

using that v, decays faster than (¢ —n)~¢. Combining (3.10), (3.11), and (3.12) gives
1
If1l5 < Clea, W, d, AN sl + COV, &)1 f 115
Taking A large enough that £C (W, ) < 1/2, we find

[ flla < Clea, W, d, || f Ls]|2

as desired.

3.4 Fractal uncertainty conditional on damping func-

tions

In this section we prove Theorem 3.6.

Fix a nonnegative Schwarz function ¢ on R? with
supp C (1,14, ¢(0) = 1.

Let T > 0 be an integer to be chosen later, and set

U(x) = 2M(2"x).
Moreover, for any j > 0 set

Y;(x) = 29%)(2x).
Define

W, =, * 1X+BTH7T/2'

There exists a constant C 4 depending only on ¢ and d such that for all n > 0,

U, (x) >1—Chq2" for all x € X (3.13)
U, (x) < g2 " for all x € R? with d(x,X) > 5-27""7/2, (3.14)
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Let f € L2(R%) with supp f C Y. Set

m—1

Jm = (H qjjT)f-

j:
When m =0, set fy = f. We have

m—1

Suppf/r\n cCY+ Z[_Q(j‘*‘l)T’ 2(j+1)T]d
=0
C Y —+ [_2(777;-|-1)T7 2(m+1)T]d‘

Let myg be the largest integer so that 2= > L. 'We have

Mo = Llog;h_lj. (3.15)

Claim 3.10. There exists vo = (W, v,d) € (0,1) such that as long as T > Ty(v,d)
above,

[fmialle < (T =10)llfmllz for 0 <m <mo.

Proof. Let D,,r denote the half-open dyadic cubes with side length 2-™7"
Using the hypothesis that X is v-porous from scale h to 1, for each dyadic cube
Q € D,,7, there is some xq € Q with

dist(xq, X) > 27Ty,
Let
lq = xq + [—)\/2,\/2] where A = d~1/227Ty,

S=J l
QeDmT
For this choice of A, dist(S,X) > 27Ty /2. By (3.14), if T is sufficiently large in terms

of v

Ur(x) < forx € S.

1
2
Thus

1 fms1llz = 1¥mr fnll3 < Nz ll5ll frn Lsellz + [Pz Lsl2 N fm Ls 13

1
< (I fmllz = [1fim Ls2) + 51 fon L3

1
< 1l = 511 1B
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Let fres¢ = f,,(2™Tx), and let S™¢ = 2mTS. We have

supp frese ¢ 27Ty 4 0,271, 1]¢
c 27y 4+ [-2,2]%

Apply Theorem 3.4 to f55¢ and &' to find
[ Lgresell2 = OV, d, ) [ £ 2.
Rescaling back gives
[fm Lslla = OV, d, )| fmll2,
which implies
2 1 2
[l < (1= 5OV d)) | £l

as desired.
Iterating Claim 3.10 several times gives

[ frmoll2 < (1= 0)™[1f |2

By (3.13),

mo—1

[ Fmallz = 1 TT wir) £l
§=0
> (1= Cya27")™ |1 f 1x[o-

Comparing the above with (3.16) gives

1= mo
el < (122" )
I£1xl < (7= 5=r) 10

(3.16)

If we choose T' large enough that the denominator is > 1 — vy/2 and use that mgy >

+logy h™t — 1, we find
I1f 1x[la < CR?| fll2

where § and C' depend on W, d, v.
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3.5 Construction of damping functions for line porous
sets

3.5.1 Properties of line porous sets
Lemma 3.11. Let X C R? be v-porous on lines from scales oy to oy .

(a) Letr € (o, 1) and let V' < v. Then X + B, is V/-porous on lines from scales
r/(v—1") to a.

(b) For any s > 0, the dilate s - X is v-porous on lines from scales s o to s a;.

(c) Let £ C RY be a line. Let X|, = X N¢, and view X|, as a subset of R. Then

X, is v-porous from scales o to a;.
Proof.

(a) Let 7 be a line segment of length R with r/(v — ') < R < ;. Let x € T be such
that B,r(x) N X = 0. Then B, z(x) N (X + B—vyr) = 0 as well. By the choice
of R, (v — V)R > r as needed.

b) Let 7 be a segment of length R with sy < R < saq. There is some x € s~ ! - 7
g g 0 1

such that B,-1,z(x) N X = . Then B,z(sx) N (s-X) = 0.

(¢) Let 7 C £ be a segment of length R. There is some x € 7 such that B,z(x)NX = 0.
Then (B,r(x) N¢) N X[, = 0.

]

Lemma 3.12. Let X C R? be v-porous on balls from scales agy to ay. Then there is
some C,~v > 0 depending only on v and d such that for any ball B of radius R € (v, o),

.P’I"OOf. |1el

V(R) = max X NQ|.

Q is a cube of side length R

Given a cube Qf with side length R, we may split up Q¥ into a union of K%many
cubes with side length R/K,

Q" = JQ "
J
J
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By porosity, as long as R € (ap, o), there is some x € Qf such that B,z(x) N X = 0.
If K > vV/d, then any cube Qf/ K containing x must be disjoint from X. Thus

V(R) < (K*—1)V(R/K)  forall R€ (ag,ay).
Iterating this inequality yields
V(R) < (K*—1)"V(R/K™).
Choose m to be the largest integer such that R/K™ > «q to obtain the result. O]

Remark. We can take

L= e
> =Cqg—. 3.17
7= ClogL Cd\ log v| (3.17)

By combining Lemma 3.12 and Lemma 3.11(c), we find that line porous sets have
small intersections with lines.

Corollary 3.13. Let Y C R? be v-porous on lines from scales og to . Let T be a
line segment of length oy < R < 1. Then there is some C,y > 0 depending only on v
such that

IrNY|<CR (%)7

Here | o | is the one-dimensional Lebesque measure on .

Proof. Let 7 lie on the line /. By Lemma 3.11(c), Y|, is v-porous. By Lemma 3.12 in
d =1 we obtain the result. O

Remark. We can take v > c“+.
g v/

3.5.2 Proof of Proposition 3.5

We now construct weight functions adapted to line porous sets, and use the higher-
dimensional Beurling and Malliavin theorem (Theorem 2.5) to prove Proposition 3.5.
Let Y be v-porous on lines from scales p to h™!. Let o € (0, 1) be the damping function
parameter to be chosen later.

Consider the sequence of dyadic annuli
Ay ={xeR?: 2" <|x| < 2"}, for k> 1.
Define
Wy = o (3.18)
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where s € (0,1) is a parameter to be chosen later (we will eventually choose s = 0.2).

Next, we cover each annulus A; with a family of finitely overlapping cubes. Specifi-
cally, let Q; = {Q} be a collection of finitely overlapping cubes, each with side length
Wy, satisfying .

A, C -Q,
' ng 2
where %Q denotes the cube sharing the same center as Q but having half the side
length. Additionally, we impose the condition that the union of these cubes lies within
a slightly thicker annulus, explicitly:
U Qe {xeR?: 287 < x| <27},
QeQk

For each cube Q € Q, let nq be a bump function supported on Q and taking the value
1 on %Q. We construct nq by scaling and translating a fixed bump function of width 1,
which leads to the derivative estimates

1D nalce Saa Wi © for all integers a > 0. (3.19)
The resulting family of bump functions covers Ay in the sense that

Z nq(x) € [1,C], for all x € Ay
Qe

for some universal constant C. Let Sy be the cubes in this family that intersect
Y N Ag, and let Y}, be the union of these:

Syr={Q€ Q9 : QN (Y N Ay) is nonempty},

Y, = U Q.

QESy &

Set
2k
W = —k—a Z nQ- (320)
QGSY’]C
Notice that suppwy, C {x € R? : 2*1 < |x| < 282} and that
2k
wi(x) < 7= for x € Y N Ag. (3.21)

The difference from Bourgain and Dyatlov’s construction is that they take o = s, and
we allow for a to be much closer to 1. Let kg > 2 be the smallest integer such that
Wi, > v (this choice will be clear when we discuss the growth condition). Set

w=20) w, (3.22)

k>ko
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Figure 3.1: Within each dyadic annulus the weight is a sum of bump functions on
boxes.

we add the factor of 20 in order to make (3.23) below true. Notice that w(x) = 0 for
|x| < 2. See Figure 3.1 for an image representing the weight. By (3.21),
|

w(x) < — for |x| > 2" and x € Y, 3.23
= o2+ e P 529

SO
1 ]

) S 50 Tlog@ + W)

Now we establish some regularity. For any a > 0, £ > 1, we have

+C(pn) forallxeY. (3.24)

|Dwi| Saa Wi 27 Y 1q S 207 kK 01y, (3.25)
QESY &

where we use (3.19) for the first inequality and finite overlapping of the cubes in Q for
the second inequality. As long as 3s < «, w satisfies the regularity condition (2.9) with
a constant Cl.; that depends only on the dimension.

Next we discuss the growth condition of Theorem 2.5. We have
Y, C (Y N Ak) + B2Wk\/ﬁ' (326)
Because Y C [-3h~", 30 1?, Y}, is empty if 28 > 3h~/d (this is the only place we

use that Y C [—=3h~1,3h71]%). Increasing ky if necessary by a value that only depends
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on d, we may assume 2W,v/d < h='. If k > ko then u < 2W,v/d < h~! and by Lemma
3.11(a), Y}, is v/2-porous on lines from scales 4Wiv/d/v to h™" (this is a vacuous
statement if 4Wj,v/d/v > h™1).

Let £ be any line. If 4Wjv/d/v > 2¥/v/d then k* < 4d/v and
YNt <28 <0 26

Here | | is the one-dimensional Lebesgue measure on ¢. Otherwise, we can split up
YNt = Uj Y}, N 7; where each 7; is a line segment on ¢ of length 2% /7/d, and there are
< v/d-many line segments in the union. Applying Corollary 3.13 to each line segment
and summing,

Ye Nt <,q25k™7  for all lines ¢ (3.27)

for some v = ~(v) > 0. Thus if £ = {ty : t € R} is a line through the origin, we see
27k / lwe(ty)] dt < k)Y N l] < 28 k(o). (3.28)
0

Let G*(r) be the growth function defined in (2.8). Let r € [2%,2¥1). We have the
pointwise bound

2k+2

G*(r) < sup 2 / w(t9)] dt
yegdfl Qkfl
< swp 2t Y / oy (£9)]
yesd—t k—3<j<k+370

< r
~ (log(2 4 r))otsr

(3.29)

As long as a + sy > 1, the growth condition (2.10) is satisfied with a constant that
depends on « + sv, v, and d. We may choose s = 0.2 universally and o > 1 — 0.1(v).
Then —a+3s < —0.3 and o+ sy > 1+ 0.19.

The weight w satisfies (2.9) and (2.10) with constants Cye; and Cy, that depend
only on v and d. In order to construct a function with Fourier support in B,,, we apply
Theorem 2.5 to the rescaled weight csw. If ¢3 is chosen small enough in terms of ¢q, d, v,
we get a function f € L*(RY) satisfying

supp f C Be,,
|f(0)] = c(er, d,v)
x|
|f(x)] < C(u) exp(—cg (log(2 + |X|))O‘) forx €Y,
|f(x)] < exp(—%<x>l/g> for x € R%.
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The last bound implies f(x) decays faster than any polynomial, so after multiplying
through by a constant depending only on ¢; and d we may assume

[fE] < (%)~

and we may also assume the third equation holds with no constant C(u). As f is
band-limited to a ball of radius < 1, the first derivative of f is bounded by C/|| f Il <
C|flla < C(d,cp). Thus

lf(x)| > e for all x € B,.,

for some ¢y = ¢3(cq, d, v). Finally, setting ¢ = fV gives the desired damping function.

Remark. We may take
(3.30)

for some absolute ¢ > 0.
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