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Abstract

We derive necessary and sufficient conditions for tangent plane andCk-continuity of stationary subdivision
schemes near extraordinary vertices. Our criteria generalize most previously known conditions. We introduce a
new approach to analysis of subdivision surfaces based on the idea of theuniversal surface. Any subdivision sur-
face can be locally represented as a projection of the universal surface, which is uniquely defined by the subdivision
scheme. This approach provides us with a more intuitive geometric understanding of subdivision near extraordinary
vertices.
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1 Introduction

The goal of this work is to establish conditions that are both necessary and sufficient for tangent plane continuity and
Ck-continuity of subdivision surfaces at extraordinary vertices. We propose an approach to the analysis of subdivision
near extraordinary vertices based on the idea ofuniversal surfaces. Any subdivision surface inR3 can be regarded as
a projection of a unique (up to an affine transformation) universal surface in a higher-dimensional space. The analysis
of smoothness of a subdivision scheme can be reduced to the analysis of smoothness of the corresponding universal
surface. The advantage of this approach is that it exposes the geometric origin of the smoothness conditions and allows
us to decrease the complexity of the derivations without sacrificing the generality.

This paper extends a number of previous results, most importantly, the results of Reif [23] and Prautzsch [19].
We extend the previous work in several ways. We concentrate on conditions that are necessary and sufficient simul-
taneously, thus providing descriptions of certain classes of subdivision schemes. We eliminate or make explicit most
assumptions that were implied by other authors. We do not assume that the subdivision scheme is reduced to spline
subdivision on regular complexes; we do not make any assumptions on the eigenstructure of the subdivision matrix
as it is done, for example, in [23]. The conditions forCk-continuity proposed in [19] are a special case of our con-
ditions. It is important to note, however, that we do assume that the subdivision scheme producesCk-continuous
limit functions on regular grids, and concentrate on the extraordinary vertices. Powerful methods exist for analysis of
smoothness on regular grids (see, for example, [4, 5, 8, 9]).

Motivation. Our primary motivation is to build a more general theory of smoothness of subdivision surfaces near
extraordinary vertices. From the practical point of view, more general conditions are also desirable for a number of
reasons.

Analysis of schemes.In certain cases, the common assumptions of existing conditions are not satisfied for certain
schemes; for example, the Butterfly scheme and midedge subdivision scheme of Peters and Reif [18] for certain
valences have nontrivial Jordan blocks corresponding to dominant eigenvalues; piecewise-subdivision schemes
similar to the scheme of Hoppeet al. [13] may have a characteristic map with identically vanishing Jacobian.

∗This work was done at the Computer Science Departments of the California Institute of Technology and Stanford University, in 1996-98
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Stability and parametric families of schemes.Most commonly used schemes (Catmull-Clark, Doo-Sabin, Loop,
Butterfly) have subdivision matrices with largest eigenvalues1, λ, with 1 > λ andλ having geometric multi-
plicity 2. As a consequence, arbitrarily small perturbations of coefficients of the scheme result in matrices that
do not satisfy common assumptions on subdivision matrices. If we consider parametric families of schemes, it
is also likely that for certain values of parameters we obtain schemes with derogatory subdivision matrices.

Construction of new schemes.Understanding of the structure of the classes of tangent plane continuous and
Ck-continuous schemes would help to make better choices when constructing new schemes.

Previous work. First conditions for tangent plane continuity of subdivision surfaces were discussed by Doo and
Sabin [6] and Ball and Storry [2]. Halsteadet al. [11] also discuss analysis of subdivision surfaces. Sufficient condi-
tions forC1-continuity were proposed by Reif [23] (our results are briefly compared to Reif’s results in Sections 3.3
and 4). As we have already mentioned, sufficient conditions and partial necessary conditions forCk-continuity are
given in Prautzsch [19]. More recently, specific schemes were analyzed by Habib and Warren [10], Schweitzer [24]
and Peters and Reif [17]. Several ideas of this paper originate in the work of Warren [25]. The idea of the universal
surface was suggested to us by Tom Duchamp.

Overview. We consider subdivision surfaces defined on simplicial complexes. Similar to the regular setting, a
surfacef : |K| → R3 defined on a simplicial complexK can be decomposed into a sum of basis functions:

f [p](y) =
∑
v

p(v)ϕv(y) (1.1)

wherep(v) are the control points inR3.
For schemes with finite support we need only a finite number of basis functions to represent the surface near an

extraordinary vertex. Letψ be the vector of basis functionsϕv that contribute tof on the neighborhoodU1 of an
extraordinary vertex, consisting of the triangles of the complex adjacent to the vertex. Equation (1.1) can be written in
vector formf [p] = (p, ψ), One of the crucial ideas of this paper becomes apparent from this vector equation: we regard
the surfacesf [p] generated by subdivision as projections of a higher-dimensional surface defined byψ : U1 → Rp,
which we call theuniversal surface.

If S is the subdivision matrix, that is, the control pointspj+1 near the extraordinary vertex can be computed from
control pointpj usingpj+1 = Spj , then the subdivision surface is invariant under the action of the adjoint of the
subdivision matrix onRp:

ψ(y/2) = STψ(y) (1.2)

We show that almost all possible surfaces generated by subdivision are tangent plane continuous at extraordinary
vertices of a fixed valence, if and only if the universal surface is tangent plane continuous; same is true forCk-
continuity.

To find conditions on the universal surfaceψ and subdivision matrixS that are necessary and sufficient for tangent
plane continuity, we use the following observation: the tangent planes to the universal surface can be characterized by
the wedge products of tangent vectorsw(y) = ∂1ψ(y) ∧ ∂2ψ(y); the subdivision matrix defines a linear operator on
Rp; this operator can be extended toΛ2(Rp), the space of 2-vectors. LetΛS be the matrix of the extended operator.
The structure of thetangent subdivision matrixΛS is completely determined by the structure ofS. Using this matrix,
we can write a scaling relation for the normals:

w(y/2) = 4ΛSTw(y)

It follows from this relation that the sequence of 2-vectors defining the tangent planes at pointsy, y/2, y/4 . . . is
w(y), ΛSTw(y), (ΛST )2w(y), . . . . This fact indicates that the question of tangent plane continuity can be reduced to
a general question of convergence of directions of vectorsAsv to a common direction,s = 0 . . . for a matrixA and
some initial vectorv. Once conditions onΛS are established, we can reduce them to the conditions onS.

Conditions for tangent plane continuity form the foundation of our results.C1-continuity conditions are immedi-
ately obtained from tangent plane continuity conditions using a general geometric fact (Proposition 1.2).
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OnceC1 continuity is established, the universal surface can be thought of as a function over the tangent plane
with an isolated singularity; the scaling relation imposes further constraints. The scaling relation (1.2) suggests that
the components ofψ in a suitably chosen basis are homogeneous functions; if the surface is reparameterized over
the tangent plane, the components of the new parameterization arequasihomogeneous functions. The conditions for
Ck-continuity for this type of functions are well-known in singularity theory [1, 14] for arbitrary number of variables;
we re-derive these conditions for the specific case of two variables in a form more convenient for subdivision surfaces,
and also consider a possible non-quasihomogeneous case.

Assumptions. In all our derivations we assume a single (although quite strong) property of the subdivision scheme
in the regular setting: the subdivision scheme should produce at leastC1-continuous (and for the results onCk-
continuity,Ck-continuous) limit functions. We do not need the scheme to be stable or even stationary, as long as
it is known that it produces sufficiently smooth basis functions away from extraordinary vertices, and the universal
surface satisfies scaling relations. This approach has the advantage of identifying the most general properties following
from the scaling relation; however, for most practical schemes it is likely to be possible to make somewhat stronger
statements using other properties, for example, stability or the convex hull property for schemes with nonnegative
coefficients.

Main results. This paper contains four main results. The first result is a general necessary and sufficient condition
for tangent plane continuity (Theorem 3.2). In addition toC1-continuity on regular complexes, the only assumption
that we make is Condition A (Section 1.5), which is a mild nondegeneracy requirement.

With stronger nondegeneracy assumptions, which hold for most schemes, we are able to obtain simpler necessary
and sufficient conditions for tangent plane continuity (Corollary 3.3 and equivalent Theorem 3.5). These results
provide most insight into the properties of subdivision near extraordinary points and are central to this paper.

Without assuming Condition A, we derive sufficient conditions (Theorem 3.6), that extend the conditions of
Reif [22, 23].

Finally, Theorem 4.1 gives a general necessary and sufficient condition forCk-continuity. In an important special
case when the parametric map coincides with the characteristic map (Section 3.3) we derive explicit necessary and
sufficient conditions forCk-continuity (Theorem 4.2).

It is important to note that the conditions presented in this paper have primarily theoretical value; if one desires
to verify smoothness of a specific scheme, more specific conditions have to be derived. A general automatic method
for verifying C1-continuity based on the results presented in this paper is described in [27]. Necessary conditions
presented here can be used to guide the construction of subdivision schemes and evaluate existing ones. In [28], we
have used an extension of our results to the surfaces with boundary to detect and fix some important shortcomings of
such commonly used subdivision schemes as Catmull-Clark [3] and Loop [15].

Structure of the paper. The paper is structured as follows: Section 1 gives a brief formal description of subdivision
on complexes. In Section 2 we reduce the analysis of subdivision schemes to the analysis of universal surfaces.

In Sections 3.1 and 3.2 we derive criteria for tangent plane continuity. Section 3.3 describes a sufficient condition
for tangent plane continuity.

In Section 4 we state the criteria forCk-continuity.
Section 6 contains proofs of several facts used to derive the main theorems of the paper.
Several proofs are presented in a very brief form; some proofs are omitted. Complete exposition can be found in

[26].

Notation1

[·]+ normalization of a vector
Φ characteristic map, 3.3
ϕ smooth parameterization of the universal surfaceψ ◦ κ−1, 1.5
ϕv(y) basis function at the vertexv, 1.1
κ transformationU1 → R2, 1.5

1The numbers after each item in the list indicate in which section the symbol is defined
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Λ2(Rp) space of wedge products of vectors fromRp, 1.3
λi eigenvalues of the subdivision matrix, 1.2
Ψ parametric map, 3.2
ψ universal surfaceU1 → Rp, 1.2
bijr complex generalized eigenvectors of the subdivision matrix, 1.2
cijr real generalized eigenvectors of the subdivision matrix, 1.2
Ctrl(V ) control set of a set of verticesV , 1.4
Dψ directional set, 3.1
eijr basis vectors of the basis for the subdivision matrixST , 1.2
f [p] limit function f : |K| → B generated by subdivision fromp ∈ P(V,B), 1.1
f ijr complex eigenbasis functions, 1.2
gijr real eigenbasis functions, 1.2
hijr basis vectors of the basis for the subdivision matrixS, 1.2
J [·] the Jacobian of a mappingR2 → R2, 1.5
J ij a cyclic subspace of a matrix with eigenvalueλi, 1.2
K complex, 1.1
Kj the result of subdividingK j times, also denotedDj(K), 1.1
Nm(v,K) m-neighborhood of the vertexv, 1.1
nij order of the cyclic subspaceJ ij , 1.2
P(p, q) quasihomogeneous polynomials, 4
P̄(p, q) complex quasihomogeneous polynomials, 4
P(V,B) the space of functions on the set of vertices ofV with values inB, 1.1
Proj(v,W ) projection of a vector onto the subspaceW spanned by a set of basis vectors, 3.1
R regular complex, 1.1
Rk k-regular complex, 1.1
S subdivision matrix or subdivision scheme, 1.1, 1.2
S[K] subdivision operatorP(V ) → P(V 1), 1.1
ΛS tangent subdivision matrix, 3.1
|K| complex regarded as a topological space, 1.1
Um topologicalm-neighborhood of the central vertex of ak-regular complex, 1.2
w(y) p(p− 1)/2-dimensional vector∂1ψ ∧ ∂2ψ, 1.5

sectionSubdivision Schemes: Formal Description and Concepts of Smoothness

1.1 Subdivision on Complexes

This section is a brief formal description of general subdivision.

Simplicial complexes. Subdivision surfaces are naturally defined as functions on two-dimensional simplicial com-
plexes. Recall that a simplicial complexK is a set of vertices, edges and triangles inRN , such that for any triangle all
its edges are inK, and for any edge its vertices are inK. We assume that there are no isolated vertices or edges.|K|
denotes the union of triangles of the complex regarded as a subset ofRN with induced metric. We say that two com-
plexesK1 andK2 areisomorphicif there is a homeomorphism between|K1| and|K2| that maps vertices to vertices,
edges to edges and triangles to triangles.

A subcomplexof a complexK is a subset ofK that is a complex. A 1-neighborhoodN1(v,K) of a vertexv in
a complexK is the subcomplex formed by all triangles that havev as a vertex. Them-neighborhood of a vertexv is
defined recursively as a union of all 1-neighborhoods of vertices in the(m− 1)-neighborhood ofv. We omitK in the
notation for neighborhoods when it is clear what complex we refer to.

Recall that alink of a vertex is the set of edges ofN1(v,K) that do not containv. We consider only complexes
with all vertices having links that are connected simple polygonal lines, open or closed. If the link of a vertex is an
open polygonal line, this vertex is a boundary vertex, otherwise it is an internal vertex.

Most of our constructions use two special types of complexes —k-regular complexesRk and theregular complex
R. Each complex is simply a triangulation of the plane consisting of identical triangles. In the regular complex each
vertex has exactly 6 neighbors. In ak-regular complex all vertices have6 neighbors, except one vertexC, which has
k neighbors. We callC the central vertex of ak-regular complex and identify it with zero in the plane.
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Subdivision of simplicial complexes. We can construct a new complexD(K) from a complexK by subdivision,
adding a new vertex for each edge of the complex and replacing each old triangle with four new triangles. Letmvw be
the midpoint of the edge(v, w); if (u, v, w) is a triangle ofK, then(u,muv,muw), (v,mvw,muv), (w,muw,mvw)
and(muv,mvw,muw) are triangles ofD(K). Note thatk-regular complexes are self-similar, that is,D(Rk) andRk
are isomorphic.

We use notationKj for thej times subdivided complexDj(K) andV j for the set of vertices ofKj . Note that the
sets of vertices are nested:V 0 ⊂ V 1 ⊂ . . . . We call the elements of the union∪∞

i=0V
i thedyadic pointsof K.

Subdivision schemes. Next, we attach values to the vertices of the complex; in other words, we consider the space
of functionsV → B, whereB is a vector space overR. The rangeB is typicallyRl or Cl for somel. We denote this
spaceP(V,B), or P(V ), if the choice ofB is not important.

A subdivision schemefor any functionpj(v) on verticesV j of the complexKj computes a functionpj+1(v)
on the vertices of the subdivided complexD(Kj) = Kj+1. More formally, a subdivision scheme is a collection of
operatorsS[K] defined for every complexK, mappingP(V ) to P(V 1). We consider only subdivision schemes that
are linear, that is, the operatorsS[K] are linear functions onP(K). In this case the subdivision operators are defined
by equations

p1(v) =
∑
w∈V

avwp
0(w)

for all v ∈ V 1. The coefficientsavw may depend onK. We restrict our attention to subdivision schemes which are
finitely supported, locally invariant with respect to a set of isomorphisms of complexes and affinely invariant.

A subdivision scheme isfinitely supportedif there is an integerM such thatavw 6= 0 only if w ∈ NM (v,K)
for any complexK (note that the neighborhood is taken in the complexKj+1). We call the minimal possibleM the
support sizeof the scheme.

We assume our schemes to belocally definedandinvariant with respect to a set of isomorphismsG. Together these
two requirements can be defined as follows: there is a constantL such that if for two complexesK1 andK2 and two
verticesv1 ∈ V1 andv2 ∈ V2 there is an isomorphismρ : NL(v1,K1) → NL(v2,K2), ρ ∈ G such thatρ(v1) = v2,
thenav1w = av2ρ(w). In most cases, thelocalization sizeL = M .

We assume that the setG contains isomorphisms of 1-neighborhoods of any vertex of any complex with a sub-
complex of ak-regular complex possibly with boundary. In addition, if it contains an isomorphismρ : K1 → K2, it
also contains the induced isomorphism ofD(K1) → D(K2), as well as the restrictions ofρ to subcomplexes ofK1.

For most common schemes, the setG coincides with all possible isomorphisms of complexes. An example of a
nontrivial setG is the set of isomorphisms of tagged complexes: we can tag some edges of the complex, and propagate
the tags to the edges of the subdivided complex. We can allow only isomorphisms that map tagged edges to tagged
edges. Analysis of quadrilateral-based schemes, such as Catmull-Clark and Doo-Sabin, can be reduced to analysis of
subdivision schemes on complexes introducing auxiliary vertices into complexes and tagging certain edges. Schemes
on tagged complexes also can be used to create surfaces with creases. The requirement that we impose on the set
G guarantees that the surfaces generated by subdivision on arbitrary complexes are locally identical to the surfaces
generated by subdivision on ak-regular complex, possibly with boundary (see below.)

The final requirement that we impose on subdivision schemes isaffine invariance: if T is a linear transformation
B → B, then for anyv Tpj+1(v) =

∑
avwTp

j(v). This is equivalent to requiring that all coefficientsavw for a
fixedv sum up to 1.

Limit functions. For each vertexv ∈ ∪∞
j=0V

j there is a sequence of valuespi(v), pi+1(v), . . . wherei is the
minimal number such thatV i containsv.

Definition 1.1. A subdivision scheme is called convergent on a complexK with vertex setV , if for any function
p ∈ P(V,B) there is a continuous functionf defined on|K| with values inB, such that

lim
j→∞

sup
v∈V j

∥∥pj(v) − f(v)
∥∥

2
→ 0

The functionf is called the limit function of subdivision.
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Notation:f [p] is the limit function generated by subdivision from the initial valuesp ∈ P(V ).
It is easy to show that if a limit function exists, it is unique. Asubdivision surfaceis the limit function of subdivision

on a complexK with values inR3. In this case we call the initial valuesp0(v) thecontrol pointsof the surface.
Similar to Theorem 2.1 of [4] we can represent any limit function of subdivision as a linear combination ofbasis

functions. A basis functionϕv(y) : |K| → R at a vertexv is obtained from the initial valuesδv ∈ P(V,R), δv(v) = 1,
δv(w) = 0 if w 6= v. Let p0 be some initial values on a complexK. If subdivision converges,

f [p0](y) =
∑
v∈V 0

p0(v)ϕv(y) (1.3)

Reduction tok-regular complexes. Locally any surface generated by a subdivision scheme on an arbitrary complex
can be thought of as a part of a subdivision surface defined on ak-regular complex, if the set of isomorphismsG, with
respect to which the scheme is invariant, satisfies the requirements above. The reason for this can be easily understood
from Figure 1. More formally this can be proved by establishing isomorphisms between neighborhoodsNL(v,Kj) of
any vertex ofKj for sufficiently largej and neighborhoodsNL(0,Rk) of the central vertex of thek-regular complex
or regular complex and proving that they are inG.

Note that this fact alone does not guarantee that it is sufficient to study subdivision schemes only onk-regular
complexes (see Section 1.3).

A B

C

Figure 1: Neighborhoods of verticesA, B andC isomorphic to neighborhoods in regular (A andC) andk-regular
complexes;L = 2.

If the complex has boundary, we also need to consider regular andk-regular complexes with boundaries. We
concentrate on the analysis for closed surfaces, and do not consider the boundary case.

The schemes for subdivision surfaces are typically constructed from schemes that generateCk-continuous limit
functionsf [p] on a regular complex. We assume that this is the case, and focus onCk-continuity near extraordinary
vertices.

1.2 Subdivision Matrices

We have already observed that we have to consider primarilyk-regular complexes, which are just triangulations of the
plane. Consider the part of a subdivision surfacef [y] with y ∈ U j1 = |N1(0,R

j
k)|, defined on thek-gon formed by

triangles of the subdivided complexRjk adjacent to the central vertex. It is straightforward to show that the values at
all dyadic points in thisk-gon can be computed given the initial valuespj(v) for v ∈ NL(0,Rjk). In particular, the
control pointspj+1(v) for v ∈ NL(0, Rj+1

k ) can be computed using only control pointspj(w) for w ∈ NL(0,Rjk).
Let p̄j be the vector of control pointspj(v) for v ∈ NL(0,Rjk). Let p+ 1 be the number of vertices inNL(0,Rk).

As the subdivision operators are linear,p̄j+1 can be computed from̄pj using a(p+ 1) × (p+ 1) matrixSj :

p̄j+1 = Sj p̄j

If for somem and for allj > m, Sj = Sm = S, we say that the subdivision scheme isstationary on thek-regular
complex, or simply stationary, and callS the subdivision matrixof the scheme. Note that our definition in the case
k = 6 is weaker than the standard definition of stationary schemes on regular complexes [4].
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As we will see, eigenvalues and eigenvectors of the matrix have fundamental importance for smoothness of subdivi-
sion.

Eigenbasis functions. let λ0, λi, . . . λJ be different eigenvalues of the subdivision matrix. The following lemma,
proved in [26], is similar to a lemma of Reif [23]:

Lemma 1.1. If a subdivision scheme converges on the regular complex, it is necessary and sufficient for convergence
on ak-regular complex that the subdivision matrixS has eigenvalue 1 with a single cyclic subspace of size 1 and all
other eigenvalues have magnitude less than 1.

Let λ0 = 1. For anyλi let J ij , j = 1 . . . be the complex cyclic subspaces corresponding to this eigenvalue.
Let nij be theordersof these cyclic subspaces; the order of a cyclic subspace is equal to its dimension minus one.
Let bijr, r = 0 . . . nij be the complex generalized eigenvectors corresponding to the cyclic subspaceJ ij . The vectors

bijr satisfy

Sbijr = λib
i
jr + bij r−1 if r > 0, Sbij0 = λib

i
j0 (1.4)

We use the following rules for enumerating the cyclic subspaces ofS:

• All eigenvalues are enumerated in the order of nonincreasing magnitude.

• If the magnitudes of eigenvalues are equal, they are enumerated in the order of nonincreasing order of the largest
cyclic subspace.

• If the eigenvalues have equal magnitudes, and equal orders of highest-order cyclic subspace, real eigenvalues
have smaller numbers than complex; the real positive eigenvalue if there is one, has number less than real
negative; two complex-conjugate eigenvalues have sequential numbers; the order of complex-conjugate pairs of
eigenvalues is insignificant for our purposes.

• For each eigenvalue the cyclic subspaces are enumerated in nonincreasing order, i.e.,ni1 ≥ ni2 ≥ ni3 ≥ . . . .

The complexeigenbasis functionsare the limit functions defined byf ijr = f [bijr] : U1 → C . It immediately
follows from (1.3) that any subdivision surfacef [p] : U1 → R3 can be represented as

f [p](y) =
∑
i,j,r

βijrf
i
jr(y) (1.5)

whereβijr ∈ C3, and ifbijr = bklt, β
i
jr = βklt, where the bar denotes complex conjugation.

One can show using the definition of limit functions of subdivision and (1.4) that the eigenbasis functions satisfy
the following set ofscaling relations:

f ijr(y/2) = λif
i
jr(y) + f ij r−1(y) if r > 0, f ij0(y/2) = λif

i
j0(y) (1.6)

Real eigenbasis functions. As we consider real surfaces, it is often convenient to use real Jordan normal form of
the matrix rather than the complex Jordan normal form. For any pair of the complex-conjugate eigenvaluesλi, λk,
we can choose the complex cyclic subspaces in such a way that they can be arranged into pairsJ ij , J

k
j , andbijr = bkjr

for all j andr. Then we can introduce a single real subspace for each pair, with the basiscijr, c
k
jr, r = 0 . . . nij ,

wherecijr = <bijr, andckjr = =bijr. We call such subspacesJordan subspaces.Then we can introduce real eigenbasis
functionsgijr(y) = f ijr(y) for realλi, andgijr(y) = <f ijr(y), gkjr(y) = =f ijr(y) for a pair of complex-conjugate
eigenvalues(λi, λk). For a Jordan subspace corresponding to pairs of complex eigenvalues the order is the same as
the order of one of the pair of cyclic subspaces corresponding to it. We follow the same rules for enumerating Jordan
spaces, with one alteration: instead of two sequences of cyclic subspaces corresponding to a pair of complex Jordan
eigenvalues we have a single sequence of Jordan subspaces.

Similar to (1.5) we can write for any surface generated by subdivision onU1:
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f [p](y) =
∑
i,j,r

αijrg
i
jr(y) (1.7)

Now all coefficientsαijr are real. Eigenbasis functions corresponding to the eigenvalue 0 have no effect on tangent
plane continuity orCk-continuity of the surface at zero. From now on we assume thatλi 6= 0 for all i.

We can assume that the coordinate system inR3 is always chosen in such a way that the single component off [p]
corresponding to eigenvalue 1 is zero. This allows us to reduce the number of terms in (1.7) top.

Universal map. The decomposition (1.7) can be written in vector form. Lethijr be an orthonormal basis ofRp.
Let ψ be

∑
i,j,r g

i
jrh

i
jr; this is a mapU1 → Rp. Let α1, α2, α3 ∈ Rp be the vectors composed of components of

coefficientsαijr from (1.7) (each of these coefficients is a vector inR3). Then (1.7) can be rewritten as

f [p](y) =
(
(ψ, α1), (ψ, α2), (ψ, α3)

)
(1.8)

This equation indicates that all surfaces generated by a subdivision scheme onU1 can be viewed as projections of a
single surface inRp. We callψ theuniversal map,and the surface specified byψ theuniversal surface.The universal
map plays an important role in our constructions.

In the chosen basis the matrixS is in the real Jordan normal form. Note that by definition ofS for anya ∈ Rp

(a, ψ(y/2)) = (Sa, ψ(y))

Using the well-known formula for inner products(Su, v) = (u, ST v), we get

(x, ψ(y/2)) = (x, STψ(y)), for anyx

This means that the scaling relations can be jointly written as

ψ(y/2) = STψ(y) (1.9)

AlthoughST is not in Jordan normal form, a simple permutation of the vectors of the basis reducesST to Jordan
normal form; specifically, for the Jordan subspace of a real eigenvalueλi of orderni, introduce a new basiseijr =
hij nj−r, that is, simply reverse the order of basis vectors.

1.3 Tangent Plane Continuity andC1-continuity

We are going to use the following definition ofC1-continuity of a surface:

Definition 1.2. Consider a surface(M,f) whereM is a topological space, andf is a mapf : M → Rp. For any
x ∈ M and a neighborhoodUx ⊂ M , let h be a parameterization off(Ux) over a diskD in the plane, that is, a
maph : D → f(Ux) ⊂ Rp. The surface(M,f) is calledC1-continuous if for any x there is a neighborhoodUx
and a parameterizationh which is regular, that is,C1-continuous and with Jacobi matrix of maximal rank (2). If the
parameterizationh can be chosen to beCk, then the surface isCk-continuous.

Surfaces satisfying this definition are two-dimensional manifolds immersed inR3. Note that the parameterization
h and the mapf are not necessarily related. For subdivision surfaces defined on a complexK,M = |K| andf is the
limit function of subdivision.
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Tangent plane continuity. It turns out to be useful to split the task of establishingC1-continuity of a subdivision
surface at extraordinary vertices into two steps: first, check the existence of a tangent plane, then determine if the
projection into the tangent plane is injective (see Proposition 1.2 below).

In R3 planes are conveniently characterized by their normals. Our plan is to reduce analysis of subdivision to
analysis of the universal surface. In order to achieve this, we need a characterization of tangent planes of 2-dimensional
surfaces inRp. Instead of the normals, we can use2-vectors, which are elements ofΛ2(Rp). Any plane inRp spanned
by vectorsv1, v2 corresponds to a one-dimensional subspace inΛ2(Rp) spanned byv1 ∧ v2. It is more convenient
for our purposes to consideroriented tangent planes, which correspond to directions inΛ2(Rp) (sets of vectors of
the formkv1 ∧ v2, wherek > 0). There is a unique 2-vector of length 1 for each direction. We denote this 2-vector
[v1 ∧ v2]+. Forp = 3, this 2-vector can be identified with the unit normal to the plane.

Now we can define tangent plane continuity inRp:

Definition 1.3. LetD be the unit disk in the plane. Suppose a surface(M,f) in a neighborhood of a pointx ∈M is
parameterized byh : D → Rp, which is regular everywhere except 0, andh(0) = f(x). Letπ(y) = [∂1h ∧ ∂2h]+.
where∂1h and∂2h are derivatives with respect to the coordinates in the plane of the diskD. The surface istangent
plane continuousat x if the limit limy→0 π(y) exists.

It is possible to characterize tangent planes in such a way that no orientation is specified; then the limit plane
might exist, even if the limit of consistently oriented normals does not. One can show that such surfaces are notC1-
continuous; as we regard tangent plane continuity as an intermediate stage on the way toC1-continuity, we choose a
somewhat stronger definition including orientation.

The following Proposition shows the relation between tangent plane continuity andC1-continuity:

Proposition 1.2. Suppose a surface is tangent plane continuous at zero. Letτ be the limit at zero of the oriented
tangent planes, and letPτ : Rp → R2 be the projection ofRp onto the planeτ . Then the surface isC1-continuous if
and only if there is a neighborhoodD of zero, such thatPτ restricted tof(D) is injective.

This proposition is proved in Section 6.1.

1.4 C1-continuous Subdivision Schemes

It would be natural to say that a subdivision scheme isC1-continuous if all surfaces generated by a scheme areC1-
continuous. However, this requirement is too restrictive: in general, it is impossible to construct schemes of this type;
even for spline surfaces we can find configurations of control points that lead to non-C1-continuous surfaces. We
adopt a weaker notion ofC1-continuity of a scheme. Recall that the collections of control values for a given complex
can be regarded as elements of a linear spaceP(V ). As we consider only local schemes, it is sufficient to consider
only finite complexes. For such complexes, the spacesP(V ) are finite-dimensional, and we can define a distance on
P(V ) identifying it with a Euclidean space. We consider a subdivision schemeC1-continuous on a complexK if it
generatesC1 continuous surfaces for all initial valuesp ∈ P(V ) excluding a nowhere dense subset ofP(V ).

This approach introduces a new problem. For a vertexv, letCtrl(N1(v,K)) be the set of verticesw ∈ V such that
the values of the limit functionf [p] on |N1(v,K)| depend only on the vertices fromCtrl(N1(v,K)). Recall that we
reduce the analysis of subdivision on arbitrary complexes to analysis onk-regular complexes using an isomorphism
ρ betweenNL(v,Kj) andNL(0,Rk) for somej. Clearly, the valuespj(v) onNL(v,Kj) can be computed from the
valuesp0(v) on Ctrl(v). By linearity of subdivision, there is a matrix (not necessarily square)A such thatpj(v) =
Ap0(v). If the rank ofA is less thanp + 1, then the dimension of the space ofpj(v) on NL(v,Kj) is less than
the maximal dimensionp + 1 and it can be identified with a proper subspaceP̃ of the spacePk of functions on the
vertices ofNL(0,Rk), rather than with the whole space. The simplest example of such complex is a tetrahedron: the
dimension of̃P cannot be more than 4, but even for Loop schemep = 9 for a vertex of valence 3. It might happen that
the subspacẽP is contained inside the nowhere dense subset ofPk for which subdivision generates surfaces that are
notC1-continuous. We call complexes for which this occursconstraining.It is difficult to characterize constraining
complexes for arbitrary schemes. We simplify our task by excluding such complexes.

This leads us to the following definition:

Definition 1.4. A subdivision scheme isC1-continuous on a complexK if it generatesC1-continuous surfaces for any
choice of control points onK, except a nowhere dense set of configurations. A subdivision scheme isC1-continuous,
if it is C1-continuous for any non-constraining complex.
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Tangent plane continuity of a subdivision scheme is defined in a similar way. This definition allows us to con-
sider only subdivision onk-regular complexes. If a subdivision scheme isC1-continuous according to our criteria,
additional analysis is needed to identify constraining complexes.

1.5 Singular Parameterizations

To be able to analyze tangent plane continuity of subdivision at extraordinary vertices of valencek, we need a param-
eterizationp used in the definition, which is regular on a neighborhood of zero in thek-regular complex, excluding
zero itself. We cannot use the mapψ directly because the partial derivatives ofψ do not exist on the boundaries
between triangles of thek-gonU1 unlessk = 6. A regular away from zero parameterization can be obtained using
a construction similar, but not identical, to the complex-analytic structure on complexes described by Duchamp and
others [7].

Consider the 1-neighborhoodU1 of the extraordinary vertex of thek-regular complex. The surfacef : U1 → R3

defined by subdivision isC1-continuous by assumption in the interior of the triangles ofU1 and may be notC1-
continuous on the boundaries between triangles. However, we can map any pair of adjacent triangles to two adjacent
triangles of the regular complex using a piecewise-linear mappingh; Thenf ◦ h−1 has to beC1 on the interior of the
quadrilateral formed by the two triangles of the regular complex.

Note that any deformation of the two triangles ofU1 that agrees withh in the limit near the boundary between
the two triangles, and is at leastC1 in the interior, can be used instead ofh. We describe a mappingκ defined on the
whole neighborhoodU1 that agrees with mappingsh for each pair of adjacent triangles ofU1.

To define the mapκ, we identify the plane with the complex plane. Suppose the vertices of thek-gonU1 are

π/k, 3π/k, . . . (2k − 1)π/k. Let hk be the linear scaling(u, v) →
(

cosπ/6
cosπ/ku,

sinπ/6
sinπ/kv

)
. Let χ(z) be the map

χk(z) = z6/k. The image of the equilateral triangle with vertices 0,eπ/6, e−π/6 is contained in the triangleT0, with
two of the edges adjacent to 0 mapping to the edges ofT0.

Then on the triangleTm with vertices 0,(2m− 1)π/k, (2m+ 1)π/k the mapκ can be defined as

κ(z) = e−2imπ/k
(
χk

(
hk(e2imπ/kz)

))
(1.10)

The structure of the mappingκ is shown in Figure 2

e
2im /kπ

e
-2im /kπ

hk χk

Tm

2 /kπ π/3 2 /kπ

Figure 2: Construction of the singularC1-continuous parameterizationκ.

Then for any surfacef : U1 → R3 generated by subdivision, the parameterizationf ◦ κ−1 is C1-continuous
everywhere except 0; same is true for the parameterizationϕ = ψ◦κ−1 of the universal surface. This parameterization
need not be regular.

To be able to reduce analysis of subdivision to analysis of the universal map, we assume thatϕ = ψ ◦ κ−1 is
regular, which is equivalent to the following condition:

Condition A. For anyy ∈ κ(U1)

∂1ϕ(y) ∧ ∂2ϕ(y) 6= 0 for all y ∈ κ(U1), y 6= 0
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If Condition A is violated, then there is a point inU1 such that any surface generated by the subdivision scheme
would have a singularity there. Moreover, one can see from scaling relations for wedge products of tangents (3.1),
that there will be a singularity arbitrarily close to zero. In this work we consider mostly schemes satisfying Condition
A. However, we do not necessarily assumea priori that Condition A is satisfied; in certain cases, weaker assumptions
are sufficient; in other cases, Condition A is implied by other assumtions. When we assume Condition A, we mention
this explicitly.

Normals of subdivision surfaces. There is a simple formula relating the Jacobian of a mappingU1 → R2 generated
by subdivision to the wedge product∂1ψ ∧ ∂2ψ. The Jacobian of a mappingf [x1, x2] = ((x1, ψ), (x2, ψ)) is

J [f [x1, x2]] = (x1 ∧ x2, ∂1ψ ∧ ∂2ψ) (1.11)

Note that the partial derivatives ofψ are defined only on the interior of the triangles ofU1; on the boundaries
only one-sided derivatives exist, excluding zero. Therefore, only one-sided limits of the Jacobian are defined on
the boundaries between triangles. However, one can show using the expressionJ [ψ] = J [ϕ]J [κ−1] that these one-
sided limis actually coincide, and the Jacobian is continuous onU1 away from zero. Equation (1.11) is valid on the
boundaries too, if one-sided derivatives ofψ are used.

Equation (1.11) is useful for relating the normals of subdivision surfaces inR3 to the normals of the universal
surface. For a surfaceF [x1, x2, x3] : U1 → R3 a normal at any point except zero can be written as

N(y) = [(x2 ∧ x3, w(y)), (x3 ∧ x1, w(y)), (x1 ∧ x2, w(y))], y ∈ κ(U) (1.12)

wherew(y) = ∂1ψ(y) ∧ ∂2ψ(y). Note that Condition A implies thatw(y) 6= 0 for all y. Therefore, for any choice of
x1, x2, x3, such that at least 2 vectors are independent, the vector above is not zero and the unit normal can be obtained
by normalizing the vector above.

2 Reduction to the Analysis of the Universal Surfaces

Our goal is to relate tangent plane continuity andCk-continuity of the universal surface inRp and tangent plane
continuity of the subdivision scheme. The following theorem holds under our assumptions:

Theorem 2.1. For a subdivision scheme satisfying Condition A to be tangent plane continuous on ak-regular com-
plex, it is necessary and sufficient that the universal surface be tangent plane continuous; for the subdivision scheme
to beCk-continuous, it is necessary and sufficient that the universal surface beCk-continuous.

Proof. Sufficiency is straightforward.
Necessity: tangent plane continuity.Suppose the universal surface is not tangent plane continuous at zero, that is, the
limit limy→0[w(y)]+ does not exist.

Note that[w(y)]+ ∈ Sp(p−1)/2−1, the unit sphere inΛ2(Rp). As the sphere is compact, there are two sequences
y1
s , y2

s , s ∈ N such thatlims→∞[w(y1
s)]+ = u1, lims→∞[w(y2

s)]+ = u2, andu1 6= u2. As the set of all decomposable
elements inΛ2(Rp) is closed,u1 = u1

1 ∧ u2
1 andu2 = u1

2 ∧ u2
2 for someu1

1, u
2
1, u

1
2, u

2
2 ∈ Rp. As bothu1 andu2 are

unit vectors and are not equal, at least 3 out of 4 vectorsu1
1, u

2
1, u

1
2, u

2
2 are linearly independent, oru1 = −u2.

For the purposes of this proof it is convenient to fix a basis such thatuij , i, j = 1, 2 are vectors of the basis (if some
uij are linearly dependent, we can always modify our choices ofuij so that the only ones that are dependent, are equal).
We assume thatui1, andui2 are independent fori = 1, 2. If there are three independent vectors, we assume thatu1

1 and
u2

2 are independent. Otherwise,u1
1 = u2

2 andu1
2 = u2

1.
First, assume that at least 3 vectorsuij are independent. For any basisei, i = 1 . . . p in Rp we can construct a basis

in Λ2(Rp) out of vectorsei ∧ ej , i < j. For the dual basis̃ei, the corresponding basis̃ei ∧ ẽj in Λ2(Rp) is dual to the
basisei ∧ ej . Let ũij be the vectors dual touij , that is, satisfying(ũij , u

k
l ) = δ(i− k)δ(j − l), and orthogonal to other

vectors of the basis.
Consider the surface[ũ1

1, ũ
1
2 + ũ2

1, ũ
2
2]. The normals to this surface are given by

N(y) =
[
((ũ1

2 + ũ2
1) ∧ ũ2

2, [w(y)]+), (ũ2
2 ∧ ũ1

1, [w(y)]+), (ũ1
1 ∧ (ũ1

2 + ũ2
1), [w(y)]+)

]
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Note that the limitlims→∞N(y1
s) is [0, 0, 1] if all four vectors are independent; ifu1

2 = u2
1, the limit is [0, 0, 2].

ForN(y2
s) we get[1, 0, 0] if all four vectors are independent; ifu1

2 = u2
1, we get[2, 0, 0]. In either case, the sequences

of unit normals[N(y1
s)]+ and[N(y2

s)]+ converge to different limits.
In the case of two independent vectors amonguji the argument is similar.
In both cases it is easy to see that any surface obtained from the described surfaces by small perturbation will not

be tangent plane continuous. Therefore, there is a set of surfaces of measure greater than zero that are not tangent
plane continuous, and the scheme is not tangent plane continuous.
Necessity,Ck-continuity. We assume that the universal surface is tangent plane continuous; for the surface to be
C1-continuous, it is necessary and sufficient for the surface to have injective projection into the tangent plane in a
neighborhood of zero (Proposition 1.2). Suppose the projection of the universal surface into the tangent plane is not
injective arbitrarily close to zero. As we have seen, the tangent plane is spanned by two basis vectors inRp. Suppose
these vectors areu0

1 andu0
2, andψ1, ψ2 are the corresponding components of the universal mapψ : U1 → Rp. Let

mapΨ be the map(ψ1, ψ2) : U1 → Rp. Let τ be the tangent plane,Pτ : Rp → τ be the projection into the tangent
plane defined byx ∈ Rp → ((u0

1, x), (u
0
1, x)). If Pτ |ψ(U1) is not injective arbitrarily close to zero, then there are two

sequences of pointsy1
s , y

2
s ∈ U1, s = 1 . . . , such thatψ(y1

s) 6= ψ(y2
s) for all s, lims→∞ y1

s = lims→∞ y2
s = 0 and

Ψ(y1
s) = Ψ(y2

s). We can choose a componentψi of ψ that has different values at infinitely many pairs of pointsy1
s , y

2
s .

Consider a surface inR3 defined by(ψ1, ψ2, ψi). The tangent plane to this surface is obtained by projectingu0
1 andu0

2

into R3; this plane coincides with the plane spanned by the first two coordinate axes in inR3. Clearly, projection into
this plane is not injective. Now consider arbitrary projection ofψ into R3. By a change of coordinates, we can always
reduce it to the form(ψ1, ψ2, f) wheref is a linear combination of components ofψ. If this linear combination is
sufficiently close toψi, the projection is not injective again. We have constructed an open set of surfaces generated by
subdivision that are notC1-continuous, and the scheme cannot beC1-continuous.

The argument is easily extended toCk-continuous surfaces: for the universal surface to beCk-continuous it is
necessary and sufficient that the inverse of the projection to the tangent plane isCk-continuous. As any subdivision
surface inR3 can be obtained by applying a linear mappingP : Rp → R3 to the universal surface, the projection
of the surface inR3 into its tangent plane is obtained in the same way. We have shown that if the universal surface is
C1-continuous for almost any linear mappingP the projection into the tangent plane is injective. Then its inverse is
well defined and its derivatives can be computed as linear combinations of the derivatives of the parameterization of
the universal surface over its tangent plane. If the universal surface is notCk-continuous, for almost any choice ofP
the subdivision surface inR3 is notCk-continuous.

3 Tangent Plane Continuity

3.1 Tangent Plane Continuity Criterion

In this section we are going to formulate a general criterion for tangent plane continuity of the universal surface. We
make very few assumptions about the subdivision scheme:

• eigenbasis functions areC1-continuous on regular complexes;

• Condition A;

• the scaling relationψ(y/2) = STψ(y), y ∈ U1.

Scaling relation holds for any scheme which is stationary onk-regular complexes. It is important to keep in
mind that although eigenbasis functions for a stationary subdivision scheme necessarily satisfy scaling relations, the
converse is not true, that is, not every set of functions satisfying scaling relations can be generated by subdivision. We
primarily explore properties of the universal surface that do not depend on the fact that the coordinate functions of the
surface were obtained by subdivision.

Action of the subdivision matrix on tangents. As we are interested in the behavior of the tangent planes to the
universal surface, rather than using the scaling relation for the surface, it is convenient to formulate a scaling relation
for the elements ofΛ2(Rp).

We obtain the action ofS onΛ2(Rp) by setting
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ΛS(u1 ∧ u2) = Su1 ∧ Su2

This defines the action on decomposable elements. It is easy to see thatΛS is linear and can be extended by
linearity to the whole spaceΛ2(Rp). We call the matrix ofΛS with respect to the basishijr∧hklt thetangent subdivision
matrix.

Recall that the scaling relations can be written asψ(y/2) = STψ(y). Differentiating and taking wedge products,

w(y/2) = 4ΛSTw(y) (3.1)

wherew(y) = ∂1ψ(y)∧∂2ψ(y). Again, although only one-sided partial derivatives exist on the boundaries of triangles
of U1, the wedge product does not depend on the chosen triangle; thus,w(y) is well-defined onU1 away from zero.

If the 2-vectorsw(y), y ∈ U1 span the whole spaceΛ2(Rp), as we will see below, the smoothness properties of
the scheme are mostly determined by the eigenstructure ofΛS. In general, however, this is not the case: it is possible
that two or more functions generated by subdivision are dependent, i.e.,J

[
f [x1], f [x2]

]
(y) = 0 for all y. In this case

the tangents to the surface are constrained to the directions perpendicular to the planex1 ∧ x2. Writing the Jacobian
above as(x1∧x2, ∂1ψ∧∂2ψ) we can see that the condition for dependence of two functions generated by subdivision
can be written inΛ2(Rp) as orthogonality to the space spanned by vectorsw(y), y ∈ U1. The set of all directions
of w(y) is thep-dimensional analog of the set of the directions of normals, i.e., the image of the Gauss map of the
surface.

Definition 3.1. Thedirectional setDψ is the image of the Gauss map[∂1ψ(y) ∧ ∂2ψ(y)]+ : U1 → Sp(p−1)/2−1.

The crucial property of the directional setDψ trivially follows from the scaling relation for tangents:if v ∈ Dψ,
then[ΛST v]+ ∈ Dψ.

Asymptotic behavior of vectors under iterated linear transforms. It follows from relations (3.1) that sequences
of 2-vectors of the form[(ΛST )su]+ are important for analysis of tangent plane continuity. The behavior of such
sequences is best understood if we identifyΛ2(Rp) with the Euclidean spaceRp(p−1)/2 and regard 2-vectors just
as vectors. We need to determine the conditions on a matrixA and vectorv ∈ Rk = Rp(p−1)/2 that are necessary
and sufficient for convergence of the sequence[Asv]+ ass → ∞. The conditions for convergence of such sequences
are quite general and have little to do with subdivision. Here we just state the main definitions and the condition for
convergence (Lemma 3.1). The proof can be found in Section 6.2. We make only one assumption onA: no eigenvalue
of A is equal to zero and all eigenvalues are less than 1. These assumptions do not lead to a loss of generality.

For each eigenvalue letVµ be the corresponding invariant space, that is, the subspace of vectors that are annulled
by (A− µI)j for somej. Theorderof any vectorv in the invariant subspaceVµ of a matrixA is the minimal number
j such thatv ∈ Ker(A− µI)j+1.

If a vectorv ∈ V jµ has orderk, thenAv = µv+ v′ wherev′ has orderk− 1. By induction we obtain the following
decomposition ofAsv for s ≥ k:

Asv = µs
k∑
q=0

µq−k
(

s
k − q

)
v(q) (3.2)

wherev(q) is in V qµ , andv(q) 6= 0. As s→ ∞, the direction ofAv converges to the direction ofv(0).
A decomposition similar to (3.2) can be written for complex eigenvalues. Letχ be the complex phase of the

eigenvalueµ, let v(q)
1 = <v(q), v(q)

2 = =v(q). wherev(q) are complex generalized eigenvectors of orderq.

Asv = |µ|s
k∑
q=0

|µ|q−k
(

s
k − q

)
v
(q)
1 cos((s+ q − k)χ) − v

(q)
2 sin((s+ q − k)χ) (3.3)

Consider an arbitrary vectorv in Rk. The vectorv can be written as a linear combination of the vectors in the
invariant subspacesVµ of A:
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v =
∑
µ

vµ (3.4)

wherevµ ∈ Vµ. We also use notationProj(v, Vµ) for vµ. This decomposition is unique. Letkµ be the order of the
vectorvµ, if vµ 6= 0.

For a given vectorv, Let M = max{|µ|
∣∣∣vµ 6= 0}, andkM = max{kµ

∣∣∣ vµ 6= 0, |µ| = M}. DefineM(v) as

{µ
∣∣∣µ = M,kµ = kM}. The setM(v) identifies components ofAsv that determine the asymptotic behavior of the

direction ofAsv. These are the components with coefficients changing asMsskM , ass → ∞ with maximal possible
M andkM .

Lemma 3.1. For a fixed givenv, if there is a complex or negativeµ ∈ M(v), Asv does not have a limit direction as

s → ∞. Otherwise,M(v) has a single positive elementM and the limit direction is given byu0(v) =
[
v
(0)
M

]
+

; The

sequence
∥∥u0(v) − [Asv]+

∥∥ converges to zero no slower thanCs−1.

We apply this Lemma to the tangent subdivision matrixΛS acting on 2-vectors.

Tangent plane continuity criterion. We are ready to state a general criterion for tangent plane continuity. Recall
that [4ΛSTw(y)]+ = [ΛSTw(y)]+ = [w(y/2n)]+, s = 0 . . . , defines a sequence of tangent planes at pointsy, y/2
. . . in U1. It is clearly necessary for existence of a limit tangent plane that all such sequences converge to the same
limit. It turns out to be sufficient. Note that the factor 4 in (3.1) has no effect on the limit direction, therefore, we can
drop it and consider sequences(ΛST )sw(y). From now on we will drop this factor.

Let Vµ be the invariant subspace ofΛ2(Rp) corresponding to the eigenvalueµ of ΛST . Letuµ = Proj(u, Vµ) be
the component of a 2-vectoru from the invariant subspaceVµ of ΛS. For a set of 2-vectorsX, Proj(X,Vµ) is the set
of Proj(u, Vµ) for all u ∈ X.

Lemma 3.1 allows us to prove the following general condition for tangent plane continuity:

Theorem 3.2. The universal surface and hence the corresponding subdivision scheme is tangent plane continuous at
zero, if and only if there is a real positive eigenvalueM of ΛST and an eigenvectoru0 ofM such that the following
conditions hold for allu from the directional setDψ:

1. the setM(u) contains a single elementM ;

2. for any 2-vectoru ∈ Dψ, let uM = Proj(u, VM ); then the termu(0)
M in decomposition(3.2) is au0 for some

a 6= 0; in other words, if the order ofuM is k, thenuM is in the preimage(ΛST −MI)−k(span〈u0〉) and is
not zero.

Proof. Necessity.The first condition immediately follows from Lemma 3.1. By definition ofM, the projectionuµ is
non-zero. In addition, the limit direction is the same for all 2-vectors; this means that in the expansion (3.2)u(0) is the
same for allu ∈ Dψ up to a scaling factor. Given thatu(0)

M = (S −MI)kuM for an element of orderk, we obtain the
second condition of the lemma.
Sufficiency.The conditions of the lemma guarantee that for any 2-vectoru, [(ΛST )su]+ converges to the same limit
u0. Lemma 3.1 gives us a uniform estimate for the convergence rate of the direction of(ΛST )su. Consider a ring
R0 in U1 with outer radius2r and inner radiusr. The distance to the limit direction

∥∥[w(y)]+ − u0
∥∥ is bounded by

some constantK on the ringR0. LetRj be the ring with inner radiusr/2j and outer radiusr/2j−1. Then onRj the
distance to the limit direction can be estimated from above byCKj−1, whereC is a constant not depending ony or j,
asRj is compact. The same estimate applies to the union of ringsRs, s = j . . . , that is, to a punctured neighborhood
of zero. We conclude that the direction ofw(y) regarded as a function ofy has a limit at 0.

3.2 Tangent plane continuity of schemes with nondegenerate directional sets

The results presented in this section, while being less general than the results of the previous sections, are of primary
importance both for practical purposes and for understanding the geometry of subdivision surfaces near extraordinary
vertices.
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A geometrically natural assumption on the directional setDψ is thatspan〈Dψ〉 has maximal possible dimension,
that is, coincides withΛ2(Rp). This assumption holds if the universal surface is in a general position — any surface
can be deformed into a general position surface by arbitrarily small perturbation. In three dimensions, this is equivalent
to requiring that the surface is not a cylinder: there is no plane such that the projection ofψ into this plane is a curve.
In this case, for any generalized eigenvectore of ΛS, we are guaranteed to have 2-vectors∂1ϕ ∧ ∂2ϕ ∈ Dψ with
non-zero component alonge.

Corollary 3.3. Suppose that for a subdivision scheme with a universal mapψ span〈Dψ〉 = Λ2(Rp). Then the
subdivision scheme is tangent plane continuous if and only if

1. The subdivision matrixΛST has an eigenvalue of maximal magnitudeM , which is positive and real, and
this eigenvalue has a single cyclic subspaceJM of maximal orderkM (dominant cyclic subspace); for any
eigenvalueµ, such that|µ| = M , the maximal order of a cyclic subspace is less thankM .

2. For anyu ∈ Dψ, Proj(u, JM ) 6= 0.

Proof. If span〈Dψ〉 = Λ2(Rp) then for any 2-vectoru, and hence for any invariant subspaceVµ ∈ Λ2(Rp),
Proj(Dψ, Vµ) 6= 0. Then the first condition follows from the first condition of Theorem 3.2.

If the eigenvalueM has two cyclic subspaces of maximal orderkM , there is a subspaceW of VM with all 2-vectors
of orderkM of dimension at least two. The projection ofDψ on that subspace should span a two-dimensional subspace.
Therefore, we can find two 2-vectorsu1 andu2 from Dψ such thatu′1 = Proj(u1,W ) andu′2 = Proj(u2,W ) are
linearly independent. By construction ofW , α1u

′
1 + α2u

′
2 also has orderkM for anyα1 andα2, unless both are

0. Note that the limit directions of[(ΛST )su1]+ and [(ΛST )su2]+ areu∞1 =
[
(ΛS −MI)kMu1

]
+

andu∞2 =[
(ΛS −MI)kMu2

]
+

respectively. Asα1u
′
1 + α2u

′
2 has orderkM , α1u

∞
1 + α2u

∞
2 6= 0 if one ofα1, α2 is not zero.

Therefore,(ΛST )su1 and(ΛST )su2 have different limit directions. We conclude that the cyclic subspace of maximal
order must be unique.

The second condition of the corollary directly follows from Theorem 3.2.

There are some interesting cases for which the assumptions of Corollary 3.3 are not satisfied; most notable ex-
ception are piecewise-smooth schemes of the type described by H. Hoppe and others [13]. The assumption is easy to
verify for piecewise-polynomial schemes, as for such schemes Jacobians also can be expressed in polynomial bases,
and the nondegeneracy assumption is reduced to checking independence of vectors of control values for the Jacobians.

The conditions onDψ andΛST required by Corollary 3.3 are quite simple. In practice, however, it is more useful
to have explicit conditions on eigenbasis functions rather than on the directional setDψ, and on the matrixST , rather
than on the larger matrixΛST . There are three parts of Corollary 3.3 that have to be restated: the assumption about
span〈Dψ〉, the conditions on the eigenstructure ofΛST and the condition on the projection ofDψ on the dominant
cyclic subspace ofΛST . Now we consider these parts one by one.

Linear independence of Jacobians. First, we reformulate the assumption of Corollary 3.3 in terms of eigenbasis
functions. Observe that the components of the vectorsw(y) ∈ Dψ are the JacobiansJ [gijr, g

k
lm](y). span〈Dψ〉 =

Λ2(Rp), if and only if for any vectoru ∈ Λ2(Rp), there isy such that(u,w(y)) = 0; the latter inequality means that
for any linear combinations of JacobiansJ [gijr, g

k
lm](y), there is a pointy such that this linear combination is not zero,

that is, the set of functionsJ [gijr, g
k
lm](y) is linearly independent.

Eigenstructure of ΛST . To interpret the condition imposed by Corollary 3.3 on the tangent subdivision matrix, we
use a Lemma relating the eigenstructure of a matrixΛB acting onΛ2(Rp) to the eigenstructure of the matrixB acting
onRp. This Lemma is a general algebraic fact and is not specific to subdivision. We use the notation for eigenvalues
and cyclic subspaces ofB introduced in Section 1.2 for the subdivision matrix and the order of cyclic subspaces fixed
there. We use an ordering of pairs(λi, nij) corresponding to the order of cyclic subspaces:(λi, nij) > (λk, nkl ), if
|λi| > |λk|, or |λi| = |λk| andnij > nkl .

Let Pr
(
J ij ∧ Jkl

)
be the real cyclic subspace generated by the vectorei

j ni
j
∧ek

l nk
l

if J ij 6= Jkl , and byei
j ni

j
∧ei

j ni
j−1

otherwise (we assume thatλ1λk is real). As it is shown in Section 6.3, this is the largest cyclic subspace ofJ ij ∧ Jkl .
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Lemma 3.4. Suppose the cyclic subspaces of a matrixB are numbered following the rules described in Section 1.2.
The dominant cyclic subspaceJM for the matrixΛB acting onΛ2(Rp) exists and corresponds to a real positive
eigenvalue exactly in one of the following cases.

1. JM = Pr
(
J1

1 ∧ J1
1

)
, if λ1 real, (λi, ni1) < (λ1, n

1
1 − 2) for all i > 1. If λ1 has more than one cyclic subspace,

thenn1
2 < n1

1 − 2.

2. JM = Pr
(
J1

1 ∧ J1
2

)
, if λ1 real, has at least two cyclic subspaces,n1

2 = n1
1 or n1

2 = n1
1 − 1, (λi, ni1) < (λ1, n

1
2)

for all i > 1. If λ1 has more than two cyclic subspaces,n1
3 < n1

2.

3. JM = Pr
(
J1

1 ∧ J2
1

)
, if λ1 andλ2 real, of the same sign and consequentlyλ1 > λ2. The eigenvalueλ1 has a

single cyclic subspace of ordern1
1 = 0, andn2

2 < n2
1 if n2

2 is defined, and(λi, ni1) < (λ2, n
2
1) for all i > 2.

4. JM = Pr
(
J1

1 ∧ J1
2

)
, if (λ1, λ2) are a pair of complex-conjugate eigenvalues, and for alli > 2 (λi, ni1) <

(λ1, n
1
1). If λ1 has more than one cyclic subspace, thenn1

1 > n1
2.

The conditions on eigenvalues are illustrated in Figure 3. The proof of the lemma is outlined in Section 6.3.

Parametric map. Suppose the universal surface is tangent plane continuous. The limit unit 2-vectoru0 is an eigen-
vector ofΛST . As it is the limit of sequences of decomposable 2-vectors and the set of decomposable 2-vectors is
closed, it can be written asu0

1 ∧ u0
2, whereu0

1, u
0
2 ∈ Rp. If u0

1 ∧ u0
2 is an eigenvector of a real eigenvalueu0

1 andu0
2

can be chosen in one of the following ways:u0
1 andu0

2 are both eigenvectors,u0
1 andu0

2 are linear combinations of a
pair of complex eigenvectors, andu0

1, u
0
2 satisfySTu0

1 = λu0
1 + u0

2. For a suitable choice of the basiscijr, u
0 has one

of the formseab0 ∧ ecd0 (λa andλc real), oreab0 ∧ ecb0 (λa andλc complex-conjugate), oreab0 ∧ eab1.

Definition 3.2. Suppose the universal surface for a subdivision scheme is tangent plane continuous, and has limit
tangent plane defined byu0

1 ∧ u0
2. Then we define theparametric map as

((ψ, u0
1), (ψ, u

0
2)) : U1 → R2

The second condition of Corollary 3.3 is equivalent to requiring the parametric map to have nonzero JacobianJ(y)
for sufficiently smally. Indeed, for anyu = w(y), J(y) = (w(y), u0). If [w(y)]+ → u0 asy → 0, thenJ(y) has to
be positive asy → 0. Observing that ifProj(w(y), Jµ) = 0 thenProj(w(y/2s), Jµ) = Proj((ΛST )sw(y), Jµ) = 0,
we get the converse.

Now we have all the ingredients required to restate the Corollary 3.3 in a more explicit form.

Theorem 3.5. Suppose the set of Jacobians of all pairs of distinct eigenbasis functions for a subdivision scheme on a
k-regular complex is independent. LetS be the subdivision matrix of the scheme with eigenvalues and cyclic subspaces
numbered as described in Section 1.2.

For the subdivision scheme to be tangent plane continuous, it is necessary and sufficient that the subdivision matrix
satisfies the conditions of Lemma 3.4, and for a sufficiently small neighborhood of zero, the parametric map of the
scheme has positive Jacobian. The parametric mapU1 → R2 is given by(f1

1n1
1
, f1

1n1
1−1

) in case 1 of Lemma 3.4,

(f1
1n1

1
, f1

1n1
2
) in case 2,(f1

1n1
1
, f2

1n2
1
) in case 3, and(<f1

1n1
1
,=f2

1n1
1
) in case 4.

The conditions of the theorem are illustrated in Figure 3.
The theorem is just a restatement of Corollary 3.3 in a different language.
Comparison of Corollary 3.3 and equivalent Theorem 3.5 shows the advantage of using the tangent subdivision

matrix ΛS for theoretical analysis: otherwise, the geometric properties of subdivision are obscured by the apparent
complexity of the conditions on eigenvalues and generalized eigenvectors.

A necessary condition. Corollary 3.3 can be used to derive a necessary condition on the subdivision matrix for
tangent plane continuity: suppose that the tangent subdivision matrix has two dominant blocksJ1

M andJ2
M of order

kM . If there are pointsy1, y2 ∈ U1 such that the projections ofw(y1) andw(y2) onVM = J1
M ⊕ J2

M have maximal

order, andProj (w(y1), VM )(0) andProj (w(y1), VM )(0) are linearly independent, then the scheme is not tangent
plane continuous. Similarly to Theorem 3.5, this statement can be expressed as a condition on the eigenbasis functions
and on the subdivision matrix; the condition on the matrix is the same as in Theorem 3.5. To prove this condition, we
do not need to assume Condition A. The details can be found in [26].

16



...}
λ1 λ2

3 }
(λ1 , λ )1

...
+_4. .. .. .}

λ1

}

λ1

2a b...}

λ1 λ1 λ1

1a b c

Figure 3: Conditions of Lemma 3.4 illustrated graphically. Each column corresponds to a Jordan subspace. Each cell
in the columns corresponds to a generalized eigenvector (pair of generalized eigenvectors for complex eigenvalues) of
matrixST . The generalized eigenvectors generating the parametric map are marked with black squares.

3.3 Sufficient Conditions for Tangent Plane Continuity

In the previous sections we have derived conditions for tangent plane continuity that are geometrically natural, but only
in Theorem 3.3 we have made a step towards conditions that can be explicitly verified for specific subdivision schemes.
Conditions which are simultaneously necessary and sufficient are important for understanding the structure of the class
of tangent plane continuous subdivision schemes. However, for the purposes of verification of tangent plane continuity
of specific schemes it is more useful to have simpler conditions, even if they are less natural mathematically.

In this section we derive sufficient conditions extending those originally proposed by Reif[23]2.
As a practical criterion, Theorem 3.5 suffers from two problems: first, the assumption of the theorem is unneces-

sarily restrictive; second, it is likely to be difficult to evaluate Jacobian of the parametric map directly. We start with
introducing a new map, called thecharacteristic map, which is closely related to the parametric map; this map is more
suitable for explicit evaluation. Our definition is based on the definition proposed by Reif.

Characteristic map. Suppose a surface is tangent plane continuous, andu0 = limy→0[w(y)]+, Recall that for a
suitable choice of the basiscijr, u

0 has one of the formseab0 ∧ ecd0 (λa andλc real), oreab0 ∧ ecb0 (λa andλc complex-
conjugate), oreab0 ∧ eab1. We consider only the first case, the other two are similar.

Note that for the parametric map aty/2s we have

(
w
( y

2s
)
, u0
)

= ((ΛST )sw(y), u0) = (w(y),ΛSsu0) (3.5)

AlthoughΛS in the basis of wedge productseijr ∧ eklt does not have Jordan normal form, with proper choice of
ordering it still has block-diagonal form, with each block corresponding to a Jordan subspace. It is easy to show that
u0 = eab0 ∧ ecd0 has ordernab +ncd = kM with respect to the matrixΛS. Therefore, as we can see from (3.2) and (3.3),
asymptoticallyΛSsu0 behaves as

Ms

(
s

kM

)
eabnb

∧ ecdnd
= Ms

(
s

kM

)
hab0 ∧ hcd0

As we have observed, the 2-vectorukM = eabnb
∧ ecdnd

is an eigenvector ofΛS. Suppose for ally ∈ U1, the
Jacobian(w(y), ukM ) is not zero. Then for sufficiently larges, the Jacobian of the parametric map is arbitrarily well
approximated byMs

(
s
kM

)
(w(y), ukM ). If the Jacobian(w(y), ukM ) is positive, this guarantees that the parametric

map has positive Jacobian sufficiently close to zero. One can observe that it is also necessary for this Jacobian to be
nonnegative, otherwise the parametric map will be negative arbitrarily close to zero. These considerations lead us to
the following definition:

Definition 3.3. The characteristic map Φ : U1 → R2 is defined for a pair of cyclic subspacesJab , Jcd of the
subdivision matrix as(fab0, f

a
b1) if Jab = Jcd , λa is real, (fab0, f

c
d0) if Jab 6= Jcd , λa, λc are real, and(<fab0,=fab0) if

λa = λ̄c, b = d.
2Reif’s conditions guaranteeC1-continuity, not just tangent plane continuity; however, as we will see in Section 4 the difference between

conditions for tangent plane continuity andC1-continuity is small.
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Three types of characteristic maps are shown in Figure 4.

a b c

Figure 4: Three types of characteristic maps: control points after 4 subdivision steps are shown. a. Two real eigenval-
ues. b. A pair of complex-conjugate eigenvalues. c. Single eigenvalue with Jordan block of size 2.

Although a characteristic map is defined for many pairs of cyclic subspaces, only the map corresponding to the
pair of cyclic subspace of the parametric map is of interest. The characteristic map has a remarkable property, which
makes it particularly useful for proving tangent plane continuity andCk-continuity of subdivision schemes:

The characteristic mapΦ for any pair of cyclic subspaces has self-similar Jacobian:

J [Φ](y/2) = J [Φ](y)

This property can be easily proved using the scaling relation. Therefore, it is sufficient to verify that the character-
istic map is regular on a suitably chosen annular compact set. Reif’s original characteristic map is defined on such set.
In our context it is more natural to consider the map defined on the whole neighborhoodU1.

Note that if the parametric map corresponds to a pair of distinct cyclic subspaces of order 0, to a cyclic subspace
of a pair of complex-conjugate eigenvalues of order 0, or a single cyclic subspace of a real eigenvalue of order 1, the
characteristic map coincides with the parametric map.

Sufficient condition. Now we are ready to formulate the sufficient condition. The idea of the condition is to ensure
that the parametric map corresponds to a given pair of cyclic subspaces ofS and then to require the corresponding
characteristic map to have positive Jacobian.

Suppose that for a given pair of cyclic subspacesJab , andJcd the characteristic mapΦ has non-zero Jacobian
everywhere. This guarantees that the projection of the any 2-vector inDψ on Pr (Jab ∧ Jcd) has maximal possible
orderkM , whereM = λaλc andkM = nab + ncd if Jab 6= Jcd and2nab − 2 otherwise.

By Theorem 3.2, it is sufficient for tangent plane continuity to ensure for anyu ∈ Dψ that if |λiλk| > M , then
Proj(u, J ij ∧ Jkl ) = 0 and if |λiλk| = M , then the order ofProj(u, J ij ∧ Jkl ) is less thankM for (J ij , J

k
l ) 6= (Jab , J

c
d).

The first part of this requirement is also necessary and is equivalent toJ [f ijr, f
k
lt] = 0 if |λiλk| > M . For the

second part it is sufficient to haveProj(u, eijr ∧ eklt) = 0 for which the order ofeijr ∧ eklt is no less thankM , i.e.,
r + t ≥ kM if (i, j) 6= (k, l), or r + t− 1 ≥ kM if r 6= t and(i, j) = (k, l). However, this is not necessary: a linear
combination of vectors of orderkM or higher may have order less thankM ; projections of 2-vectors fromDψ can be
such linear combinations.

Our observations lead to the following condition:

Theorem 3.6. For a subdivision scheme to be tangent plane continuous on thek-regular complex, it is sufficient that
there is a basisbijr, in whichS has Jordan normal form, such that there is a pair of cyclic subspacesJab , Jcd in this
basis, possibly coinciding, withλaλc positive real, and for which the following conditions are satisfied:

1. For any pair of eigenbasis functions corresponding to eigenvaluesλi and λk such that|λiλk| > λaλc the
JacobianJ [f ijr, f

k
lt], is identically zero.

2. Letord(bijr, b
k
lt) = r+ t if J ij 6= Jkl , ord(bijr, b

k
lt) = r+ t− 1 if J ij = Jkl , andr 6= t. Letord(bijt, b

i
jt) = 0. For

any pair of eigenbasis functionsf ijr andfklt corresponding to eigenvaluesλi andλk such that|λiλk| = λaλc
the JacobianJ

[
f ijr, f

k
lt

]
, is identically zero iford(bijr, b

k
lt) ≥ ord(babna

b
, bcdnc

d
), andJab 6= Jcd , or ord(bijr, b

k
lt) ≥

ord(babna
b
, bab na

b−1) otherwise.
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3. The Jacobian of the characteristic map ofJab , Jcd has constant sign everywhere onU1 except zero.

Condition A immediately follows from regularity of the characteristic map, and the only assumptions of this
condition areC1-continuity on the regular complex and the scaling relation.

Unlike Reif’s condition, this is a condition for tangent plane continuity, rather thanC1-continuity. We discuss
C1-continuity in the next section. Our condition covers a number of cases where Reif’s condition does not apply: the
cyclic subspaces defining the characteristic map need not have order zero; the eigenvalues may be complex conjugate;
the cyclic subspaces may coincide; the eigenvalues of the subspaces defining the characteristic map need not be
subdominant.

Another condition, with stronger assumptions than the one above, but easier to check, can be obtained directly
from Theorem 3.5 by relaxing the nondegeneracy assumptions; it is sufficient to assume that only the characteristic
map corresponding to the dominant cyclic subspace ofΛST is nondegenerate.

4 Criteria for C1 and Ck-continuity

Once tangent plane continuity is established, the only additional condition that is required forCk-continuity is injec-
tivity andCk-continuity of the projection of the universal surface into the tangent plane.

This criterion forCk-continuity can be obtained by reinterpreting the injectivity condition in terms of the eigen-
basis functions. Letτ be the tangent plane,Pτ be the projectionR3 → τ . Recall thatPτ ◦ ψ is just the parametric
mapΨ defined in Section 3.1. Suppose that arbitrarily close to zero there are pointsy1, y2 ∈ U1, y1, y2 6= 0, such
that Ψ(y1) = Ψ(y2). If ψ(y1) 6= ψ(y2), the projectionPτ restricted to the tangent plane is not injective on any
neighborhood of zero.

To obtain conditions forCk-continuity we only have to note that in this case the parameterization of the universal
surface over the tangent plane can be written asψ ◦ Ψ−1 whereΨ is the parametric map. Note thatΨ can be non-
injective, but conditions of Theorem 4.1 guarantee thatψ ◦ Ψ−1 is well-defined. We can replace the real eigenbasis
functions which are components ofψ, with corresponding complex eigenbasis functions. Then we have the following
criterion forCk-continuity:

Theorem 4.1. A tangent plane continuous scheme with parametric mapΨ is C1-continuous if and only if there is a
neighborhood of zeroU , such that for anyy1, y2 ∈ U , y1, y2 6= 0 for which Ψ(y1) = Ψ(y2), and for any eigen-
basis functionf , the valuesf(y1) and f(y2) coincide. A subdivision scheme isCk-continuous if and only if the
reparameterized eigenbasis functionsf ijr(Ψ

−1(ξ)) : Ψ(U) → C areCk-continuous onU .

It is important to note that the theorem does not imply thatΦ is injective in any neighborhood of zero. IfΨ is
injective, thanΨ(y1) 6= Ψ(y2) for any y1 andy2 and the first condition of the theorem is trivially satisfied. For
practically useful schemesΨ is likely to be injective; but it is easy to construct examples when this is not the case. It
is important to note that the artefacts that make surfaces with noninjective parametric maps impractical (for example,
almost inevitable global self-intersections) do not preclude them from being locallyC1-continuous.

The first part of this theorem in combination with Theorem 3.6 gives a sufficient condition forC1-continuity,
which extend Reif’s condition; it applies whenever Theorem 3.6 applies.

It is important to note that Reif’s condition goes one step further and asserts that it is sufficient to verify regularity
and injectivity of the characteristic map on an annular region. It is clear that it is sufficient to check regularity on such
region due to the self-similarity of the Jacobian of the characteristic map. It is less obvious that it is sufficient to verify
that the map is injective only on such region. Reif’s argument also applies in our case. It is even possible to make
much stronger statement: it is sufficient to verify only that the index of the characteristic map is 1, as it is described
in [26] and in a separate paper [27].

Theorem 4.1 can be made much more explicit if the parametric map coincides with the characteristic map:

Condition C. The parametric map corresponds to a pair of cyclic subspaces of order 0 with real eigenvalues, or to the
cyclic subspaces of a pair of complex eigenvalues of order 0, or a single cyclic subspace of order 2. In other words,
the sum of the pair of cyclic subspaces defining the parametric map has dimension 2.

Additional motivation for considering this case is that only in this caseC1-continuity of the subdivision scheme
can bestable with respect to perturbations of coefficients of the subdivision matrix.It is possible to show under certain
assumptions that unless Condition C is satisfied, there is an arbitrary small perturbation of the entries of the subdivision
matrix such that the resulting matrix violates the necessary conditions for tangent plane continuity.
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Recall that there are three possible types of characteristic maps (Figure 4). The complex eigenbasis functions
reparameterized by the parametric mapf ijr(ξ) = f ijr(Ψ

−1(ξ)) satisfy more general scaling relations of the form

f ijr(Tξ) = λif
i
jr(ξ) + f ij r−1(ξ), for r ≥ 1 f ij0(Tξ) = λif

r
j0(ξ)

whereT is a nondegenerate linear transformation of the plane, of one of three normal forms: diagonal matrix with
real eigenvaluesλa, λc, rotation matrix corresponding to a pair of complex eigenvaluesλ exp(iϕ), λ exp(−iϕ) or a
Jordan blockJ2(λ) for a realλ. We assume that|λa|, |λc|, |λ| < 1 andλi 6= 0. Note that any linear nondegenerate
transformation of the plane can be reduced to one of these forms, so our list of transformations is exhaustive for scaling
relations with linearT .

Using the results aboutCk-continuity of functions satisfying scaling relations (Section 6.4), we can formulate a
general criterion ofCk-continuity of subdivision schemes.

Before stating the theorem, we need to define three special types of polynomials. Each type of polynomials
corresponds to a particular type of characteristic map described above.

The first two types generalize the idea of homogeneous polynomials. Their definitions differ only slightly from
the standard definitions of quasihomogeneous polynomials (see for example, [1]);

1. ForT being the diagonal matrix with real eigenvaluesλa, λc, we use the classes of polynomialsP(p, q). Let
N(p, q) be the set of all pairs of non-negative integers(i, j) such thatλiaλ

j
c = λpaλ

q
c for a fixed pair(p, q). Then

P(p, q) is defined as

P(p, q) =
{∑
i,j

αijξ
i
1ξ
j
2

∣∣∣ (i, j) ∈ N(p, q), αij ∈ C
}

Note that the setN(p, q) depends onp, q and the ratiolnλa/ lnλc. For example, if this ratio is2/3, thenP(4, 3)
is spanned by the monomialsξ61 , ξ41ξ

3
2 , ξ21ξ

6
2 , ξ122 .

We also define an integer constantjimin for all λi satisfying|λi| ≥ |λc|k as

jimin = min
{
j
∣∣ ∃l : l + j ≤ k, and|λlaλjc| ≤ |λi|

}
Note that if|λa| = |λc| and|λi| ≥ |λkc |, jimin = 0. The meaning of this constant is explained in Section 6.4.

2. If T has a pair of complex conjugate eigenvaluesλa, λc = λ̄a, we defineN̄(p, q) as the set of all pairs of

integers(i, j) such thatλiaλ̄a
j = λpaλ̄a

q
for a fixed pair(p, q). In this case we define the set of polynomials

P̄(p, q) =
{∑
i,j

αijξ
iξ̄j
∣∣∣ (i, j) ∈ N̄(p, q), αij ∈ C

}

3. If T is a Jordan block of size 2 with real eigenvalueλ, we use polynomials

Fm(t) =
1
m!

m−1∏
i=0

(x− i) for m > 0; F0(t) = 1 (4.1)

Theorem 4.2. Suppose that a subdivision scheme isCk-continuous on regular complexes, tangent plane continuous at
extraordinary points of a fixed valence, and the parametric map of the scheme coincides with the characteristic mapΨ.
The subdivision scheme isC1-continuous on thek-regular complex if and only ifΨ has Jacobian of constant sign, for
anyy1 andy2 for whichΨ(y1) = Ψ(y2), and for any eigenbasis functionf the valuesf(y1) andf(y2) coincide. The
subdivision scheme isCk-continuous if in addition, for|λi| > |λc|k, any nontrivial set of complex eigenbasis functions
f ijr(Φ

−1(ξ)) = f ijr(ξ), r = 1..nj corresponding to the eigenvalueλi satisfies one of the following conditions:

1. The characteristic map corresponds to a pair of different cyclic subspaces with real eigenvaluesλa, λc and
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(a) λi = λpaλ
q+ji

min
c for some nonnegativep, q , p + q ≤ k − jimin, p + q 6= 0 and∂j

i
min

2 f i
jni

j
(ξ) ∈ P(p, q),

∂
ji
min

2 f ijm(ξ) ≡ 0 for m < nij .

(b) OR∂j
i
min

2 f ijr(ξ) ≡ 0 for all j.

2. The characteristic map corresponds to a pair of complex conjugate eigenvaluesλa, λ̄a, λi = λpaλ̄a
q

for some
p, q, p+ q ≤ k, f i

jni
j
(ξ) ∈ P̄(p, q), andf ijm(ξ) ≡ 0 for m < nij .

3. The characteristic map corresponds to a single cyclic subspace with real eigenvalueλa, λi = λpa for some
p ≤ k and

f ijr(ξ) =
r−l∑
i=0

Cr−l−m
ξp2
λmpa

Fm(
λaξ1
ξ2

)

for r ≥ nij − p, wherel = max(0, nij − p). For r < nij − p, f ijr(ξ) ≡ 0.

The theorem immediately follows from Theorem 4.1 combined with the criteria ofCk-continuity of functions
satisfying scaling relations stated in Section 6.4.

An important special case of Theorem 4.2 occurs whenλa = λc; in this case the eigenvalues are necessarily real
and the criterion becomes

Corollary 4.3. If a subdivision scheme satisfies conditions of Theorem 4.2 andλa = λc = λ, than the scheme isCk if
and only if any nonzero complex eigenbasis functionf i

jni
j

corresponding to an eigenvalueλi ≥ λk is a homogeneous

polynomial of degreed, λi = λd and for allr < nij f
i
jr ≡ 0.

Another important special case are the conditions forC1-continuity:

Corollary 4.4. If for a tangent plane continuous subdivision scheme the characteristic mapΨ coincides with the
parametric map, it isC1-continuous if and only if for anyy1, y2 ∈ U1, y1, y2 6= 0, such thatΨ(y1) = Ψ(y2), for any
eigenbasis functionf(y1) = f(y2) and the Jacobian ofΨ has constant sign.

TheCk-continuity conditions for the case when the characteristic map is(fab0, f
c
d0) with λa, λc real can be made

more explicit, if we integrate∂j
i
min

2 f ijm; see Section 6.4.

5 Conclusion

We have presented a number of conditions for tangent plane continuity andCk-continuity of stationary subdivision,
unifying and extending most of the known conditions. Considering subdivision surfaces locally as images of the
universal maps allowed us to separate the geometric and algebraic aspects of the problem. In addition, we avoid
considering the degenerate configurations of control points, corresponding to special directions of projection. Our
approach makes most of the arguments more intuitive compared with the more common purely analytical approach.

A number of questions remained unanswered. Ideally, tangent plane continuity andC1-continuity conditions
should be formulated purely in terms of the coefficients of subdivision schemes. Our conditions still require consid-
ering limit functions of subdivision. While it is unlikely that explicit conditions on coefficients can be established in
general, it might be possible to find such conditions in special cases.

Ck-continuity criteria suggest a simple way of constructing subdivision schemes with higher degree of smoothness:
we just have to ensure that the magnitude of certain the eigenvalues is sufficiently small. AC2-subdivision scheme
constructed using this approach was proposed by Prautzsch and Umlauf [21]; however, such schemes generate surfaces
that are flat at extraordinary vertices (have zero curvature). At the same time degree bounds were derived for piecewise-
polynomial schemes ([23, 20]), which indicate that schemes that generate non-flat surfaces of higher-order continuity
are likely to have large supports. Still, construction of such schemes is of some interest.

Another important question that we have mentioned is stability with respect to small perturbations of coefficients.
From the practical point of view, it is important to develop a systematic way of applying criteria of the type derived

in this paper and previously derived by other authors to specific subdivision schemes and families of subdivision
schemes. We will address this issue in a separate paper [27].
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One of the advantages of the approach developed in this paper is that it is possible to extend it to subdivision
on higher-dimensional complexes; for example, we may consider complexes with cubic cells, which are refined by
splitting each cell into eight subcells. Instead of the universal surface we would consider a three-dimensional manifold,
instead of 2-vectors, 3-vectors, etc. In this way, our approach can be potentially extended to schemes of the type
proposed in [16].
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6 Proofs

In this section we present several proofs that were postponed in previous sections.

6.1 Proof of Proposition 1.2

Necessity of the condition of the proposition is obvious; we prove sufficiency. SupposePτ is injective onf(D). We
are going to show that the inverse ofPτ |f(D) is regular as a function on the tangent plane in a neighborhood off(0).

By assumption, there is a parameterizationp of the surface defined on a neighborhood of zero in the plane, which
is regular away from zero, and the limitlimy→0[∂1p(y) ∧ ∂2p(y)]+ = u0 exists. Choose the basis inRp in such a
way thatu0 = e1 ∧ e2. As any nondegenerate projections into a plane differ by a nondegenerate affine transformation
which does not affect injectivity, we can assume thatPτ (a) = (a1, a2) for anya ∈ Rp, if a =

∑
i a
iei. Let pi(y) be

the i-th coordinate function ofp. Let Φ(y) = (p1(y), p2(y)). Note that the components of∂1p(y) ∧ ∂2p(y) are the
Jacobians of the pairs of coordinate functionsJ [pi, pj ]. As limy→0[∂1p(y) ∧ ∂2p(y)]+ = e1 ∧ e2, for a sufficiently
small neighborhood of zeroU (∂1p(y) ∧ ∂2p(y), e1 ∧ e2) > 0; but this component of∂1p(y) ∧ ∂2p(y) is exactly the
Jacobian ofΦ. We conclude thatΦ is regular onU away from zero.

Therefore, for any pointx ∈ U , x 6= 0, there is a neighborhoodUx of x such thatΦ is invertible.
Also note that[∂1p(y)∧∂2p(y)]+ = ∂1p(y)∧∂2p(y)/

∥∥∂1p(y) ∧ ∂2p(y)
∥∥. Writing the components of the equation

limy→0[∂1p(y) ∧ ∂2p(y)]+ = e1 ∧ e2 explicitly, we obtain

lim
y→0

J [Φ]∥∥∂1p(y) ∧ ∂2p(y)
∥∥ = 1 (6.1)

lim
y→0

J [pi, pk]∥∥∂1p(y) ∧ ∂2p(y)
∥∥ = 0 for (i, k) 6= (1, 2) (6.2)

combining (6.1) with (6.2) we obtain

lim
y→0

J [pi, pk]
J [Φ]

= 0 for (i, k) 6= (1, 2)

LetPτ |f(D) = π. AsΦ = Pτ◦p, then onUx we can writeπ = p◦Φ−1. Observe that∂1π∧∂2π = J [Φ]−1∂1p∧∂2p.
LetMJ be the Jacobi matrix ofΦ.

Note that the we can write the vector[J[pi,pk]
J[Φ] , J[pi,pk]

J[Φ] ]T as

1
J [Φ]

[
J [pi, p1]
J [pi, p2]

]
= M−1

J

[
∂1p

i

∂2p
i

]
(6.3)

which is exactly the gradient[∂1π
i ∂2π

i]T of the i-th component ofπ. As we have observed, each component of the
left-hand side of (6.3) converges to zero fori 6= 1, 2. For i = 1, 2 the components ofπ are just linear functions away
from zero and their gradients have limits[1, 0] and[0, 1] at zero.
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If the limit of a derivative exists at zero, the derivative itself exists at zero and is continuous. We conclude thatπ is
a regular parameterization of the surface.

6.2 Proof of Lemma 3.1

Using (3.2) and (3.3) we can write an expression forAsv in terms of vectorsv(q)
µ (realµ) andv(q)

1µ , v(q)
2µ (complexµ),

q = 0 . . . kµ. Definerµ(s, q) = |µ|s−kµ+q

(
s

kµ − q

)
. Then

Asv =
∑

realµ>0

kµ∑
q=0

rµ(s, q)v(q)
µ

+
∑

realµ<0

kµ∑
q=0

(−1)s−kµ+qrµ(s, q)v(q)
µ

+
∑

complexµ

kµ∑
q=0

rµ(s, q)(v
(q)
µ1 cos((s+ q − k)χµ) − v

(q)
µ2 sin((s+ q − k)χµ))

(6.4)

The set of vectorsv(q)
µ , v(q)

1µ , v(q)
2µ , µ ∈ M(v), is linearly independent. Therefore, we can construct a basis such that

this set of vectors is a part of the basis. In a finite-dimensional space any basis is a Riesz basis, in particular, there is a
constantB such that

∥∥Asv∥∥ ≥B
(∑

realµ

kµ∑
q=0

rµ(s, q)
∥∥v(q)
µ

∥∥

+
∑

complexµ

kµ∑
q=0

rµ(s, q)(
∥∥v(q)
µ1

∥∥| cos((s+ q − k)χµ)| +
∥∥v(q)
µ2

∥∥| sin((s+ q − k)χµ)|)
) (6.5)

Consider the direction ofAsv, that is,Asv/
∥∥As∥∥. As all components of the vector are independent, this vector

has a limit if and only if each component has a limit.
Supposeµ ∈ M(v) is complex. Define

v(s) = v
(0)
1µ cos sχµ − v

(0)
1µ sin sχµ

Intuitively it is clear that this sequence of vectors does not have a limit direction; there are two sequencess1k, s2k
such thatv(s1k) andv(s2k) converge to linearly independent limits ask → ∞. For irrationalχµ/2π, this follows from
the well-known fact (see for example, Hardy [12]) that for anyε t ∈ [0, 2π] and arbitrary larges, there is ans′ such
that |sχµ mod 2π − t| < ε. If χµ/2π is rational, then the function is periodic, and unless it is constant, which is
impossible, we can choose two constant subsequences of linearly independent vectors.

Let s1k, s2k are two sequences such thatv(s1k) converges toc1 andv(s2k) converges toc2 ask → ∞, with c1 andc2

linearly independent.
Becauseµ ∈ M(v), kµ = kM and the ratiorµ′(s, q)/rµ(s, kM ) ass→ ∞ for all µ′ andq. From (6.5) we have

∥∥As1kv∥∥ ≥ Brµ(s, kM )(
∥∥c1∥∥(1 − ε)) (6.6)

for arbitrary smallε and for sufficiently largek. Similar statement is true fors2k. Therefore, all elements of the
sequenceAsv/

∥∥Asv∥∥ are well-defined for sufficiently largek.
Also from definition ofM andkM it follows that

∥∥Asv∥∥ < KrM (s, kM ) for some constantK. (6.7)
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Observe thatv(s)rµ(s, kM )/
∥∥Asv∥∥ is a linearly independent component in the decomposition ofAsv/

∥∥Asv∥∥. To
show thatAsv/

∥∥Asv∥∥ does not have a limit it is sufficient to show thatv(s)rµ(s, kM )/
∥∥Asv∥∥ does not have a limit.

For sufficiently largek and arbitrarily smallε∥∥v(s1k)rM (s1k, kM )
∥∥∥∥As1kv∥∥ ≥ 1

K

∥∥c1∥∥(1 − ε)

The direction of the vectors in the sequencev(s1k)rµ(s
1
k, kM )/

∥∥As1kv∥∥ converges toc1/
∥∥c1∥∥; the direction of the

vectors in the sequencev(s2k)rµ(s
2
k, kM )/

∥∥As2kv∥∥ converges toc2/
∥∥c2∥∥. By linear independence ofc1 andc2 these

limits do not coincide.
Therefore, the component does not have a limit ass → ∞ and we conclude that the sequenceAsv does not have

a limit direction.
Similar argument can be used to show that thatµ ∈ M cannot be negative.
Thus, if the sequence of vectors has a limit direction, the eigenvalues inM(v) are all positive and real. But the

magnitudes of all eigenvalues inM(v) are equal, therefore, it may contain only a single element.
Convergence rate can be easily estimated observing that the ratio of the second slowest decreasing term to the

dominant term decreases at least at the rateO(s−1).

6.3 Proof of Lemma 3.4

Complex Jordan structure of ΛB. It is straightforward to show that any eigenvalueµ of ΛB is a product of eigen-
valuesλiλk of B (i andk may coincide.) SupposeB has cyclic subspacesJ ij andJkl corresponding to eigenvaluesλi
andλk, of ordersnij andnkl respectively. Leteijr,e

k
lt be the vectors of the Jordan basis ofB with our usual conventions.

Two cases are possible:J ij andJkl are different subspaces, or they coincide. In the first case the cyclic subspaces
J ij andJkl generate a subspaceJ ij ∧ Jkl of Λ2(Rp) of dimension(nij + 1)(nkl + 1). In the second case, we obtain a
subspace of dimensionnij(n

i
j +1)/2. Each subspaceJ ij ∧Jkl is composed of several cyclic subspaces. It can be easily

shown (Figure 5) that the maximal order of an element ofJ ij ∧ Jkl is nij + nkl . Therefore, the largest cyclic subspace
Pr
(
J ij ∧ Jkl

)
has ordernij + nkl . It is easy to show that other cyclic subspaces have order strictly less thennij + nkl

(in fact, the orders of other cyclic subspaces arenij +nkl − 2m),m = 1 . . . . ForJ ij ∧ J ij the order of the largest cyclic
subspace is2nij − 2; if nij = 0, J ij ∧ J ij is trivial.
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n n
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·
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·

·

·

·

·

·

0 1, -n
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j·

0,1 · 0,n
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j j- ,1

·
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j j-2,n n
i i

j j-2, -1

Figure 5: Left: the subspace ofΛ2(Rp) generated by two cyclic subspaces ofRp J ij , J
k
l . The pairs of numbers

correspond to the basis vectorseijr ∧ eklt; arrows indicate the components that are generated by each vector after one
application ofΛB − λiλkI; afterm steps, if we start in the bottom right corner, we only have components above the
line given by equationr + t ≤ nij + nkl −m. Right: Subspace ofΛ2(Rp) generated by a single cyclic subspaceJ ij .
The pairs of numbers correspond to the basis vectors.

Conditions for existence of a single dominant cyclic subspace ofΛB. Recall that we call a cyclic subspaceJM
of ΛB dominant, if it corresponds to a real positive eigenvalueM , and for any other cyclic subspace of orderk
corresponding to the eigenvalueµ, (µ, k) < (M,kM ) wherekM is the order ofJM .

24



We have observed that any eigenvalue ofΛB has the formλiλk or λ2
i ; and the orders of cyclic subspaces are of

the formnij + nkl − 2m and2nij − 2− 4m,m = 0 . . . . Therefore, we need to assert that(M,kM ) > (λiλk, nij + nkl )
and(M,kM ) > (λ2

i , 2n
i
j − 2) for all other pairs of cyclic subspaces ofB different from the pair defining toJM .

We have to consider only the subspacesPr
(
J ij ∧ Jkl

)
; other cyclic subspaces ofΛB have smaller orders. With our

ordering of cyclic subspacesM can be eitherλ2
1 or λ1λ2. The options for the dominant subspace arePr

(
J1

1 ∧ J1
1

)
,

Pr
(
J1

1 ∧ J1
2

)
, Pr

(
J1

1 ∧ J2
1

)
(real eigenvalues), andPr

(
J1

1 ∧ J2
1

)
(complex-conjugate eigenvalues).

The first two cases requireλ1 real, the third case requiresλ1 andλ2 real, and the last case requiresλ1 andλ2 to
be complex conjugate withλ1λ2 real positive. These four possible cases correspond to the cases of Lemma 3.4.

1. JM = Pr
(
J1

1 ∧ J1
1

)
; this case implies thatM = λ2

1. Therefore,λ1 is real. In addition, we need for anyi, j,
(λiλj , ni1 +nk1) < (λ1, 2n1

1 − 2) and(λi, 2ni1 − 2) < (λ1, 2n1
1 − 2). As |λ1| ≥ |λi| for anyi > 1, andn1

1 ≥ n1
j

for anyj > 1, it is sufficient to requiren1
1 > n1

2 + 2, and(λ1, n
1
1) > (λi, ni1 + 2) for all i > 1.

2. JM = Pr
(
J1

1 ∧ J1
2

)
,M = λ2

1 andλ1 are real. Similarly, the additional conditions aren1
1 < n1

2 + 2, n1
2 > n1

3 if
n1

3 is defined, and(λ1, n
2
1) > (λi, ni1) for all i > 1.

3. JM = Pr
(
J1

1 ∧ J2
1

)
, M = λ1λ2, andλ1 andλ2 both are complex and have opposite phase. Suppose that

|λ1| 6= |λ2|; thenλ̄1 = λi andλ̄2 = λk are also eigenvalues ofB distinct fromλ1 andλ2. Then eigenvalue
λ1λ2 = λiλk has a cyclic subspacePr

(
J i1 ∧ Jk1

)
distinct fromPr

(
J1

1 ∧ J2
1

)
and of the same size, because

ni1 = n1
1 andnk1 = n2

1. Therefore, there is no dominant subspace unlessλ1 = λ̄2. Supposeλ1 = λ̄2. For
Pr
(
J1

1 ∧ J2
1

)
to be dominant, we needn1

2 < n1
1 if n1

2 is defined and(λi, ni1) < (λ1, n
i
1) for all i > 2.

4. If λ1 andλ2 are real, forM to be positive, they have to be of the same sign. Then necessarily|λ1| > |λ2|. To
guarantee that(λ1λ2, n

1
1 + n2

1) > (λiλk, ni1 + nk1) we needn1
1 < n2

1 − 2, n2
2 < n2

1 and(λi, ni1) < (λ2, n
2
1 − 1)

for all i.

6.4 Scaling relations

In this section we outline the proofs of the criteria forCk-continuity of functions satisfying scaling relations. Impor-
tance of scaling relations for subdivision was recognized by Warren [25]. Some of the properties of quasihomogeneous
functions that are discussed here, as well as the use of Newton diagrams for establishing these properties, are well-
known in the singularity theory literature and first were used, to the best of our knowledge, in the work of Kushnirenko
[14].

We consider the scaling relation of the form

f(Tξ) = Jn+1(λ′)f(ξ) (6.8)

whereT is a nondegenerate linear transformation ofR2, f is a mapR2 → Cn+1, Jn+1(λ′) is a Jordan block with
eigenvalueλ′, possibly complex.

The following Lemma proved in [26] is the basis of our derivations. This lemma extends a similar lemma of
Warren [25].

Lemma 6.1. Supposef(ξ) = [fn, fn−1 . . . f0]T : R2 → Cn+1 is a continuous function defined onD \ {0}, where
D is a compact domain inR2 which contains the origin as an internal point and satisfies(6.8)

1. If |λ′| < |λmin|k, whereλmin is the eigenvalue ofT with minimal absolute value, then

lim
|ξ|→0

∥∥f(ξ)
∥∥∥∥ξi∥∥k = 0

2. If λ′ = 1, thenf is continuous at 0 if and only iffn = const andfm = 0 for m < n.

3. If |λ′| ≥ 1, andλ′ 6= 1, thenf are continuous if and only iff ≡ 0.
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Figure 6: The Newton diagrams. (a)|λ′| > |λ2|k, jmin = 0; The functionfm has to be a polynomial. (b)|λ′| > |λ2|k,
jmin 6= 0; derivative∂jmin

2 fm has to be a polynomial. (c)|λ′| < |λ2|k; All derivatives up to orderk exist.

Two real eigenvalues. We start with the case whenT can be reduced to the normal form diag(λ1, λ2). This case
includes the case whenλ1 = λ2, and the matrix has a single real eigenvalue but with two cyclic subspaces. We assume
without the loss of generality that|λ1| ≥ |λ2|. We say that a system of functionsfm(ξ) satisfies(λ1, λ2)-scaling
relation forλ′ if it satisfies (6.8) withT = diag(λ1, λ2).

The derivatives of functions satisfying a scaling relation do not satisfy a scaling relation themselves, but their
scaled versions do. If a system ofCk-continuous functionsf0(ξ), . . . fm(ξ) satisfies the(λ1, λ2)-scaling relation for
λ′ then the derivative∂i1∂

j
2fm(ξ), i+ j ≤ k, exists at 0 and is continuous if and only if one of the following conditions

is met:

1. |λ′| < |λi1λj2|
2. λ′ = λi1λ

j
2, ∂i1∂

j
2fn(ξ) ≡ const and∂i1∂

j
2fm(ξ) ≡ 0 for all m < n.

3. ∂i1∂
j
2fm(ξ) ≡ 0 for all m.

The functionsfm(ξ) areCk-continuous if all derivatives

∂i1∂
j
2fm(ξ)

with i + j ≤ k exist and are continuous. The derivative∂i1∂
j
2fm can be associated with the integer point(i, j) in the

plane. Such representation is used for theNewton diagramsof quasihomogeneous polynomials (see for example [1]).
We are interested in the existence and continuity of the derivatives which are represented by integer points inside the
triangle bounded byx = 0, y = 0, x+ y = k (Figure 6).

The derivatives∂i1∂
j
2fm are guaranteed to exist at 0 if

∣∣∣ λ′

λi
1λ

j
2

∣∣∣ < 1. Taking logarithms of both sides of this

inequality, we can see that for all integer points below the linel(λ′) with equationx ln |λ1| + y ln |λ2| = ln |λ′|, the
derivatives are known to exist. For the points between the linesl(λ′) andx+ y = k, the derivatives have to be either
0 or constants to exist and be continuous. For those that are constants, additional conditionλ′ = λi1λ

j
2 have to be

satisfied; only the derivatives offn can be constant; derivatives offm for m < n are identically zero.
Note that if a derivative∂i1∂

j
2fm is 0 or constant, all derivatives to the right and upward from(i, j) are equal to zero

everywhere. Suppose|λ′| ≥ |λk2 |; this means thatl(λ′) intersects they axis below or at the point(0, k). In this case let
jmin be the minimal integer value ofy for which there is an integer point(x, jmin) betweenl(λ′) andx+ y = k. All
derivatives represented by integer points inside the area delimited byx = 0, l(λ′), x+ y = k, y = jmin are 0 (shaded
area in Figure 6).

From these considerations we obtain the following lemma:

Lemma 6.2. All functionsfm(ξ), m = 0 . . . n areCk-continuous at 0 if and only if one of the following conditions
holds

1. |λ′| < |λ2|k,

2. λ′ = λp1λ
q+jmin

2 for somep, q, p+ q ≤ k − jmin, ∂jmin

2 fn(ξ) ∈ P(p, q), and∂jmin

2 fm(ξ) ≡ 0 for m < n.
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3. ∂jmin

2 fm(ξ) ≡ 0 for all m.

The condition on∂jmin

2 fm does not give the explicit form for the functionsfm unlessjmin = 0. It is possible to
find a more explicit expression forfm that areCk and satisfy scaling relation forλ′ (see [26]). Ifλ′ = λp1λ

q+jmin

2 for
some nonnegativep, q, p+ q ≤ k − jmin then

fn(ξ) = ξjmin

2 p(ξ1, ξ2) +
jmin−1∑
s=0

λ−sn2 fsn(ξ1)ξ
s
2

fm(ξ) =
jmin−1∑
s=0

λ−sm2 fsm(ξ1)ξs2

wherefsm areCk-continuous and satisfy theλ1-scaling relation forλp1λ
j+jmin−s
2 .

The case ofT being a rotation matrix with complex-conjugate eigenvalues is similar; instead of derivatives∂1, ∂2

we use∂ = ∂1 − i∂2 and ∂̄ = ∂1 + i∂2 to obtain the conditions on the functionsfm. The functionsfm(ξ) are
Ck-continuous if and only if one of the following conditions is met:

1. |λ| < |λ|k,

2. λ′ = λpλ̄
q

for somep, q, fn(ξ) ∈ P̄(p, q), p+ q ≤ k, andfm(ξ) ≡ 0 for m < n.

3. fm(ξ) ≡ 0 for all m.

Jordan block of size 2. Finally, we consider the case whenT = J2(λ). In this case it is convenient to consider
the whole set of derivatives of the functionsgm together. Differentiated scaling relations for allm and all∂i1∂

j
2 for

i+ j = k can be written in the matrix form as




B
B

.
.
.
B







f̃n(Tξ)
f̃n−1(Tξ)

.

.

.

f̃0(Tξ)




=




λ′I I
λ′I I

.
.
.
λ′I







f̃n(ξ)
f̃n−1(ξ)

.

.

.

f̃0(ξ)




(6.9)

wheref̃m(ξ) = [∂k2 fm(ξ), ∂2
1∂

k−2
2 fm(ξ), . . . ∂k1 fm(ξ)]T andB is a triangular matrix withλk on the diagonal. The

matrix diag(B, . . . B) is clearly invertible. LetB = diag(B, . . . B)−1I whereI is the matrix on the left in (6.9), let
BN be its Jordan form,P the matrix such thatPBP−1 = BN , and letf̃ be the vector[f̃n, f̃n−1 . . . f̃0]T ; then (6.9)
can be written as

P f̃(Tξ) = BNP f̃(ξ)

Note thatB is triangular withλ′/λk on the diagonal. Therefore, the vectorP f̃ can be separated into several
sets of functions satisfying scaling relations forλ′/λk. It follows from Lemma 6.1 that if|λ′/λk| ≥ 1 the functions
fm(ξ) have to be polynomials of degree no higher thank. It is easy to show that all such polynomials have to be
homogeneous, and if one of them is nonzero,λ′ = λj for somej ≤ k. Observe that we can formally write for a
homogeneous polynomial of degreej

fm(ξ1, ξ2) =
ξj2
λmj

Fm(λξ1/ξ2)

Then polynomialsFm have to satisfy scaling relations

Fm(t+ 1) = Fm(t) + Fm−1(t); F0(t) = C (6.10)

It is possible to show that all solutions of these recurrences are given by functions
∑m
i=0 Cm−iFi(t), m =

0 . . . n, with Fm(t) given by (4.1).
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Lemma 6.3. All functionsfm(ξ),m = 0 . . . n in a set satisfying scaling relations withT = J2(λ) areCk-continuous
if and only if one of the following conditions holds:

1. |λ′| < |λk|.
2. λ′ = λj for j ≤ k and form ≥ n− j

fm(ξ) =
m−l∑
i=0

Cm−l−i
ξj2
λmi

Fi(
λξ1
ξ2

)

whereFm(t) = 1
m!

∏m−1
i=0 (x− i) for m > 0, F0(t) = 1 andl = max(0, n− j). Form < n− j fm(ξ) ≡ 0.

3. All fm(ξ) ≡ 0.
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