RELATIONSHIP BETWEEN HOMOGENEITY AND INDEPENDENCE
CONSTRAINTS FOR CLASSIFICATION ALGORITHMS

D. N. Zorin UDC 519.2

We describe a set of functional universal constraints for classification algorithms that correspond to
particular systems of symmetric universal constraints.

We consider some aspect of the relationship between symmetric and functional constraints for classification
algorithms. These constraints are one of the objects of study in the theory of universal and local constraints {1-3], which
are a component of the algebraic approach to the design of correct classification algorithms [4, 5].

Formal constructions utilizing information about independence and/or homogeneity of various objects and
classes for the solution of classification problems are described in [3, 6]. This information is expressed by appropriate
constraints which are imposed on the form of the mappings realized by the sought algorithms. The formal equivalent
of homogeneity constraints are so-called symmetric categories, which are defined by subgroups of the symmetric group
0y acting on the set of pairs S = {(1, 1), ..., (q, £)}, where q is the number of classes, £ is the number of objects in a
control sample. Simultaneous homogeneity and independence constraints correspond to sets of mappings defined by
functional signatures ¢. A functional signature g is a collection (S(l,l),...,S(q,@)) of linearly ordered subsets of the set
S, called tuples, with the function ), where X takes S to the set {1,...,t}, t > q¢. For any pairs (i, j;) and (i,, j,) we have

(A (i 1) = A ()= (St i | =1Su,in -

It is shown in [3] that only so-called admissible functional signatures define categories. A functional category
is called admissible if the following conditions are satisfied:

MG, pe S(i'j) forall (i, j) €S5;

(2) (A(ys 1) = Mg, J9)) & (g, §1) = 515 315 K)) = ((4, J9) = sy, Jg, k)) for all (iy, jy), (is, j;) from Sand all k
from {1,....IS(;, ;)% ’

(3) (M(y, i) = Mg, Jo)) = (Ms(iy, Jp, K)) = As(iy, jg K))) for all (iy, j;), (iy, jp) from S and all k from
(Lol )15

(4) (i1s j1) € Stinin) = (Stinin S Stiwin)  for all (i, j;) and (iy, j,) from S;

(S) (M Giy, o) = M(iy ) = (S (5 igs o B, 1) = (i, Juo W)= (S (5 U o B, 1) =5 (b J2o ) for all iy, iy ), (igs )
from §, all k, n from {1,...,|S, ; )}, and all r from {1,....IS5; 5, 1}

The relationship between symmetric and functional constraints which is relevant for classification problems
is manifested in that sometimes functional categories are I'-complete in symmetric categories. Informally, this means
that problems posed using symmetric constraints may be solved using more constructively defined functional
constraints. The condition ensuring this completeness was determined in [3]. It has the form

(6) ¥ (i1, j1) € S(A (s o) Stinin & Stipin) = (M (A Gy, J) = 1))

It is also shown in [3] that the functional category ¢ defined by the functional signature ¢ is a subcategory of
the symmetric category T defined by the group o if and only if o is a subgroup of the group o_, where %, is defined
as follows: the permutation g is in % if and only if it satisfies the following conditions:

(7) Mg(i, D) = X, j) for all (i, j) in S;
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(8) g(s(i, j, k)) = s(g(i, j), k) for all (i, j) in S and all k in {118 )1

Thus, if a feasible functional signature ¢ satisfies condition (6), then we can construct a symmetric category
Z, corresponding to the group o, such that the category @ is a I'-complete subcategory of the category I, However,
the same group g, may correspond to different functional signatures. Therefore below we consider the description of
the set of functional signatures to which the same group %, corresponds. We consider only admissible functional
signatures that satisfy condition (6). The symbol "=" in application to ordered sets is understood in the sense of sets of
identical composition and the symbol "~" denotes equality of ordered sets.

Definition 1. Admissible functional signatures ¢ and ¢’ are called o-equivalent if Op = Oy

Let a functional signature ¢ be given. Consider the orbits of two different elements of the set S by the group
0, We know that the orbits of two different elements are either disjoint or identical. Orbits will be called classes of
functional similarity. We denote the class containing the pair (ij, j;) by the symbol Yiyiz) The following lemma was
proved in [6].

LEMMA 1. Let ¢ be an admissible functional signature, (i;, j;) # (i3, j,), and A(i;, j;) = A(is, j5). Under these
conditions,

1) if S(i1,.i1) # S(iz,.iz)’ then there exists a permutation g € o, such that

(g (i1y j1) = (igy fo)) &A{g (ia, Jo) = Upy jO) &
&V (i3 J3) (i3 1) € Stinin U Stinin =
=g (i3, J3) = (i3 Ja))s

2) if S(il.jl) = S(iz..iz)’ then there exists a permutation g € o,, such that

(g (iv ]1) = (iz, ]2)) & (JVL (ia: ]3) ((53’ ]3) 6€ S(ii’il)
U St i == g (s, f5)=(i3 f3))-

From this lemma and Definition 1 of the group oy it follows that

(9) (A (g, 7)) = Ay, D)= (Viipdn) = Viip ik

Thus, there exists a one-to-one correspondence between the set of values A and the set of functional similarity
classes. We denote the class corresponding to the value A = £ by 44

Assume that for some pair (i3, j;) we have the inclusion S, ;) C S, ;). Since we are considering functional
signatures that satisfy condition (6), we have |A~1(A(i,, j;))| = 1, i.e., the corresponding functional similarity class
consists of a single element. The pairs (i, j) entering such classes will be called stationary, because any permutation
from %, leaves them fixed. In what follows, we consider signatures that do not contain stationary pairs, because the
presence of such pairs does not affect the composition of the group o, Note that under these assumptions we also have

(10) 4 (s Jo)s Uy ) €S

(Stnipy = Stinin) V Sewin N St i = D))

For each (i,, j;) € S, we use the symbol St(i1,51) to denote the stabilizer of this element in the group o, i.e., the
subgroup of the group o, such that any permutation from this subgroup leaves the pair (i, j;) unchanged.
Definition 2. The block W(i1i) is the set of pairs (iy, j,) such that

((Gsr j2) €W, 1) © (St iy = Sty i)

LEMMA 2, V(il, _]1) €S (S(ilnjl) € w(ille))'

Proof. We will show that for any (iy, j,) in S we have St(i1,j1) = St(iz.jz)'

1. St(im'l) c St(iz,jz)' Indeed, if g(i;, j;) = (i1, j;), then Ss(il,h) ~ S( by definition of o,,. Thus, for any (i,
jg) in S we have g(i,, j;) = (is, jo). ‘

2. St(iz,jz) C St(il»jl)' Assume that g(iy, jy) = (iy, j5), 8(i;, j1) = (s, i) # (iy, jy), and S(i3,j3) ~ g(S(ile)). Let (iy,
ja) =s(iy, i1, k). Then s(ig, jg, k) = s(i;, j;, k). Since tuples are either disjoint or identical (10), we have S(

i1,31)

isd3) = Sini1) =
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5(12 ja)" For (i}, j;) = s(i;, j;, k) we have g(S(lz _‘2)) ~ Sz(iz.jz) ~ S(iz.jz)' At the same time, g(s(i,, j5, m)) =(ig, j3). We obtain
that S, i) # S(iy,j,)- A contradiction. Q.E.D.

LEMMA 3. The tuple S; ;) is either identical with the block w; ;) or the block is representable as the union
of two disjoint tuples S(;, .y and S;, ;.y, where (i, j;) and (i, j;) form a two-element functional similarity class:

(s 1) €S Sty = @) V @liay €S
(@i = Sty U St i) & (Sti i N Sty i =)
&(V g€ & (s, 1) €{Cxs f)» (ar D))-

Proof. 1. We will show that any permutation g from o, satisfies the inclusion g(i;, j;) € W(iri1) if
S(im'l) # Wi i) Assume that g(ij, j,) is not included in W(ipi1)- Suppose that (i,, j,) is inciuded in W(igi1) and is not
included in S(ll 1) Then by Lemma 1 there exists a permutation h in o, such that h(iy, j;) = g(i, j;) and h(iy, j,) = (iy,
ig) or (is, jo) € Sg(ll 51)° But if condition 1 of Lemma 1 is satisfied, then (ig, i5) is not included in W(ig,ip) @ contradic-
tion. In case of condition 2 of Lemma 1, we obtain that g(ij, j;) is not included in W(isig) Therefore S(12 o) * Sg(lm )
But the intersection of the tuples S(lz.Jz) and S e(ini1) is nonempty, a contradiction with (10).

2. We will show that no permutation g from %, is included in S(il,j 1) Assume that g(iy, j;) € S(il.h)‘ Then
Sg(il,h) = S(i1,51) and by Lemma 1 there exists a permutation h in o, such that h(iy, j;) = g(ij, j;) and V(iy, j,) €
W(il-h)\s(ib.il) (h(ip, jg) = (i, j3)). But then (iy, j,) is not included in Wi, iq)s @ contradiction.

3. Assume that there exist permutations h and g in o, such that h(i,, ip # (4, J1)s 83y, J71) # (45 J1), and h(i,,
1) # 8(iy, ;). We have shown that h(i,, j,) and g(i;, j;) are not included in S(il,h) and are included in Wigi1) Since g(i;,
1) = g(h~(h(i;, j1)), 8@y, j;) is not included in Sh(il:.il)‘ But then there exists a permutation f such that f(i,, j;) = h(i;,
jy) and f(g(iy, j3)) = h(iy, jq), ie., g(iy, j;) is included in W(igjp)> @ contradiction. We thus have the following assertion:

W g€0¢(g iy, 1) €{(1s ju)s (s, i)

(ilv ]1) E Wiy, jy)-

Assume that there exists an element (ig, jg) Of the block W(i1i1) ‘which is included neither in S(i1,5p) DOT in S, i2)
Then by Lemma 1 there exists a permutation h in o, such that h(ig, j5) = (ig, j3) and h(i;, j;) = (iy, jj), i.€., (i3, j3) is
not included in w(;, ;). Therefore wg, ;v =S, 51y U S(iy i) Q.E.D.

Lemmas 2 and 3 link the notions of tuple and block. A block is identical with a tuple considered as an
unordered set, with the exception of the case of two-element functional similarity classes. Let us now describe the set
of o-equivalent functional signatures. ’

We introduce the following transformations of functional signatures.

1. For some functional similarity class 4! define the permutation ! acting on the set { 1,...,vy}, where v, is the
cardinality of the tuples corresponding to the elements of this class.

Construct a new signature ¢". Let A" = A. For all pairs (i,, j,) contained in 7%, define new tuples s(i;, j;, k) =
s(iy, j1, ¥¥k)); for other pairs, leave the tuples unchanged.

This transformation reduces to a compatible change of order in tuples corresponding to the elements of one of
the functional similarity classes.

Example 1.

@ {((1D), (1, 2), (1, 3)), ({1, 2), (1, 3), (1, 1), ({1, 3), (1, 1Y (1,
‘3%_((2, . (1,2, (2 3), (2,2),(2,3), (2, 1)), (2 3), (2 1) (2

M, D=2, D=A(, =1 A@& D=i@2=
11=1~(”’1)’ (1.2), (1,3)>
T lLe), (LD, (1,3

o {((1, 2, (1, 1\ (1, 3y, (1, 3), (1 2), (1, 1), (1, 1), (1, 3) 1,
2))))}((2 01,92 3),(2 9,23, @ ), (23, 1@
A=A
Transformations 2a and 2b described below are applied to signatures that contain two-element functional
similarity classes and affect only elements of these classes. Consider some two-element class v = {(i;, j;), (iz, js)}. By
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Lemma 3, we may have two cases:

a) St =Sty =8 ;

b) Stinin N Stnin = Dy Stiin U Stipin =w .

From the definition of a block it follows that any pair (i, j;) in w is‘contained in some two-element functional
similarity classes, and both elements of each class are contained in w. Therefore, the block w consists of an even
number of elements. Let the cardinality of the block be |w| = 2p. The block w is representable as the union w =
Y1 U ... U 4P, where 1% = ((ig, ji), (ixs ik}

It follows from (10) that either condition a or condmon b is satisfied simultaneously for all pairs of tuples
Stiin» S )

2a. Assume that condition a is satisfied. Applying transformatxon 1 to the signature, we can ensure that the
following conditions hold:

(11) all tuples S(ik:jk) are identical, all tuples S(ik’.jk’) are identical (all tuples have the same composition and the
same order of elements);

(12) N g€0g: gy, j1) 7 (i J2) W m, k(g (sCy, fao M) = 5y, &, m + D).

The action of any permutation from o, reduces to interchanging the first and the last p elements in the tuples.

Let us describe transformation 2a: X’ = A; the tuples of all pairs not included in w remain unchanged: for all
tuples corresponding to the elements of w, the tuple length is halved and the first p elements are retained:

Vas<p § (ip jo 1) =8y, fr, n)
JVL n <p S, (i;zy ].;v n) = s(i}’a’ jl’l’ n)'

Example 2.
¢ {1, 1), 2,2), (1,2, (2, N, (1,2, 2, 1), (1, 1), 2, 2)),
((1 1), (@ 2) ( 2), (2, D) (1 2), (2 1, (1, D, (2, 2D}
A, 1= A 2)“1/»(2 N=1311(2,2) =2
\}{: {((;V 1), (1, 2), @ 1), (1 D, @2, (L, D), @ Dk

2b. Assume that condition b is satisfied. Let us describe transformation 2b: A" = ); for all elements S not included
in w, the tuples do not change; for all elements of w the tuple length is doubled, and

W a<p s (i Jr 1) = s(iy, jp, 1)
F>p 5 (G e 1) = S (i ffy 1 — P
N a<lp s (6, fp n) = s, )
n>p s’ (G 1) =S jrn—p).

The new tuple is a concatenation of the old tupie and the tuple corresponding to the second element of the two-
element functional similarity class.
Example 3. If in the example for transformation 2a we consider the transition from ¢’ to ¢, then we obtain
transformation 2b.
LEMMA 4. Application of transformations 1, 2a, 2b to admissible functional signatures ¢ that satisfy condition
(6) and do not contain stationary pairs produces admissible functional signatures ¢’ that also satisfy condition (6) and
do not contain stationary pairs, such that Oy = 0,
Proof. 1. Assume that ¢’ is obtained from ¢ by transformation 1. Check the admissibility conditions (1)-(5).
Conditions (1) and (4) are obviously satisfied by construction of ¢’. We will show that the following conditions are
satisfied:
(2) (W (g J2) =M (s, i) & iy, T1) = 8" (g, 11 kY=
= (Mg, f1) = M(iy, 75)) & (i, ]1) = §(iy, fur 'U:’Mn i X
X (k) = (g 1) = § (inr Jar Wrtin 10 (R)):
since A (iy, jy) = A(ly fo), then (i, [o) =
= 8 (igy jor Wairo 10 (R) = 8" (i, o R}
B) A (i jy) =2 Unv =M. )= 7"(1.2» f2))=
= (V k(A (s(iy, 11, 1P?»(t ) (/‘))) =X(s (l 12, LLr(ltq jor X
X (R)) = (O (5 (i1 fy k) == A7 (" ({y 2 RO,
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(6) (W (i, 1) =) (i D)= (A (&g, 1) = A Gy, Jo))=
. = (W kS mfr(s(s (i f1 Wi, i (R),
Vacsct, 1w,y N O = 8 (i, Fus Wiy () =

= (S (S (L2v ]2’ ""p?v(h 1) (k)) ‘PMS(, l le in (k))) (r)) -
=S (l2v ]2v u’x(;l i) ()‘TL)))))

.. . _ , . -1 . —1
since A(iy, j;) = Miy, jp), then ¥l (R =13, ,, () by condition (5), ¥, () (r) = lbw(fz,jg,w-x‘(‘im) *

1 il"b;vq(lip i)

() (). Passing to &', we obtain (8" (' (is, f1, B), 1) = 8" (6, Jo, M) = (5" (5 (i, Jo» B}, 1) = 5" (ls, f5, m)).
Condition (6) for ¢’ is obvious. Let us show that o, = 0, We first prove that Vg € 6, (g € 0,,).
Condition (7) is obvious. Let us check condition (8):

. g(sl (i17 f1r k)) = g(S (ilv v wl—(}uh) (k)))
= s(g (i, s Bk, (B) = ' (@ (i 1), .

The converse inclusion is proved similarly.

2. Assume that ¢’ was obtained from ¢ by transformation 2a. Condition (1) for ¢’ is obvious. Since the
transf ormation is applied compatibly to all tuples corresponding to the elements of the block w, we have . ({3, J;) €

St in) = (S, ;) = S, i) which implies that (4) is satisfied.

Conditions (2), (3), (5), (6) are obviously satisfied by construction. Let us show that o, = %, .. Consider the two-
element functional similarity class 'y’k = {(ig, Ji)» (s Jx)}- We first prove that Vg € o, (g €0,

Let us check condition (8): g (s’ (i, jx, m)) = g (s (iy, Jr» M) = s (g (in, jn), m) =5s'(g (lh_, iz), M)

Now let us prove that Vg € O (g€0,).

Letm < p. Then g(s(in, ju, M) = & (" (In, jr, m)) = 5" (g iy, ju), m) = s(g (i}, jx), m). Let m > p, then & (s (%,
Jrr m) = g(s" (i, Jo»s m—p)) =" (g (ir, jr), m— p).. Since g(iy’, i) € 7% and g(iy’, i) # 8(ie Jx)» then sg(, Jy)»
m — p) = g(s(ix, jx» M))-

3. Assume that ¢’ is obtained from ¢ by transformation 2b. Condition (1) is obvicusly true. We will show that
(4) is satisfied:

(@ 1) €S, )= W JD €S, 1) V (i j) €

ESU 7, ) = (S Y=(S,. ., =S8

(i ip) S(ik,fk) Gpi) — (L'k,fk))'

Condition (2) is obviously satisfied. Let us check condition (3). Consider two cases: k < pand k> p. Letk < p.
Then s7i, j, k) = s(i, j, k), 17", ¥, k) = s{¥’, ¥, k). Therefore, A(si, j, k)} = M(s(¥, §, k)). Let k > p. In this case, s'(i, j,
k) =503,k —p), s, j, K) =s(i, §, k — p), X5, j, k) = M1, 7 k — p)) = A3, j, k — p)) = N1, §%, k). We will
show that condition (5) is satisfied. Consider the following possible cases: 1) k s p,r<p;2Yk<p,r>p;3) k>p,r<p;
4Hk>p, r>p.

Incase 1), 8" (iy, ji, &) = 5 iy j1o B), 8" (8" (g, 1. B), 1) = s (s (ihs Ji, B), 1), Sstigin k) = = Stgpip- I 8"(8" (iye Jor B,

ry=38"({, -j;, -m), then m < p, because for any m > p we have the inclusion s’ (i;, j;, m) € S“ Ty We thus obtain

(s(sCu juo k), 1) = s(iy, j,, m) = (5 (s (&}, i R), 1) = s (i}, mY)- == (5" (8" (G, [ B, 1) = " (i, f3o ).
In case 2 it is obvious that the elements s(i,, j,, k) and s(i,, j,’, k) form a two-element functional similarity class.
If s'(s' (o jpn k), 1) = s(s(iz, ji» B, r — p) = s" (i, jy, m),, then m > p, because SS(i'!,i;.k) ES(L-;,,;;- . We thus obtain

(s (@, f3o By 17— D)= 8G} T m— p)) = (s (s (ips jy, k)y 71— p) = S(ss [ra m—p) =" (", [}, B), 1) = 5" (i}, f;, m))-
Cases 3 and 4 are considered similarly.
Let us show that o, = 0. We will prove that Vg € o, (g€ 0,)
Letm < p, then g (5" (in, jn, M) = & (s (i, J,m)) = s(g (iy, ju),m) = s’ (g {in, jz),m). For m > p, we have g(s(iz,
i M) = € (S G i m— p) = 5(g (ig, i) m—p) = 5" (g (i}, 1), m —p). - |
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Thus, condition (8) is satisfied. Condition (7) is obvious.

The converse inclusion is proved similarly to the inclusion o, C o, for transformation 2a.

We have examined all the transformations. Q.E.D.

LEMMA S. Let o, = 0,,.. Then ¢’ can be obtained from ¢ by superposition of transformations 1, 2a, and 2b.

Proof. Consider the tuples corresponding to the pair (i;, j;) in ¢ and ¢". By Lemma 3, S(i1.i1) = W(ip,ip) OF
Wiy = S([l,,‘]) ! S“;"'I” and S“rﬁ) N S([;'j;) = ¢f and for any g in o, we have g(iy, j;) € {(i;, j1), (i, 31)). A

similar assertion holds for the tuple S';, 5.y and the block w’;;, ;). Since blocks are defined in terms of o,,, the blocks
for  and ¢’ are identical. The following cases are possible.

186551 = S61b1) = W(iyjy)- Transformation 1 takes Sy, 5, to S(,lu) Define 4’ as follows: s'(iy, Jys k) = s(iy,
in¥ (k)) where £ = A(i;, j;). Since 0, =0, then sy’ §1’s k) =8(s’(qy, i1, k)), where g is a permutation in 0, such that
gliy, ip= (11 , i1)- Therefore, s" (i}, [}, k) = s(iy ip Wk = g (s (i 11, ¥ (R))), ie., forany (i, j;") such that Mig, i =
M3y, 60 S 0D goes to Su g

2. St 1y = Wiy, iy S(,‘ i U S, == @i,y » ({15 J1) iy, 31)) 18 a two-element functional similarity class.

(t 1)
Transformation 1 takes S; ., and S(‘.’;’ iy to the form S(lk'.’.k)”S(i;[‘j,:) and S:i;-l,;) | Stigeiny - » TESpectively, where

" denotes concatenation, w;,,;,) = 'y"l U ... Uv'’, 'ylk = {{iy, j;), (i, J1)}- Applying transformation 2a to the tuples
Stipip !lb(i;',-;) and S(:.;,j,;) | Stiz. 50 , we obtain the tuples Sy;,,;,) and -S(z;‘,,‘;)-

3. Stiyip = @iy Supip U S(, i) = @,j.  This case is similar to case 2.
4. S(il,jl) U S; = Wiy jy)s S“'rfﬁ U S([. o= w,, ;- Applying transformation 2b to one of the signatures,
1 "1

we obtain case 2 or 3. Q.E.D.
The results obtained in Lemmas 4 and 5 can be summarized in the form of a theorem.
THEOREM 1. Admissible functional signatures ¢ and ¢’ that satisfy condition (6) and do not contain stationary
pairs are o-equivalent if and only if ¢’ can be obtained from ¢ by superposition of transformations I, 2a, and 2b.
This theorem provides a description of the set of o-equivalent functional signatures.
In conclusion, I would like to thank K. V. Rudakov for his help.
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