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- Other approaches/tools exist too (see Louis-Pierre's minicourse, Adam's talk, and Joseph's talk).
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- The Ginibre ensemble (Bourgade, Dubach, and Hartung): For $G_{N}$ $N \times N$ complex Ginibre (suitably normalized) and $z \in \mathbb{C},|z|<1$

$$
X_{N}(z)=\sqrt{2} \log \left|\operatorname{det}\left(z-G_{N}\right)\right|-\frac{1}{\sqrt{2}} N\left(|z|^{2}-1\right)
$$

- See also Reda's talk.
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Interpretation: only points $x$ with $X_{N}(x) \approx \gamma \sigma_{N}^{2} \approx \gamma \mathbb{E} X_{N}(x)^{2}$ contribute to $\frac{e^{\gamma X_{N}(x)}}{\mathbb{E} e^{\gamma X_{N}(x)}}$.
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Thus for some $\mathcal{E}_{N}$ with $\mathbb{E}\left|\mathcal{E}_{N}\right| \rightarrow 0$ (can thus use Slutsky's theorem)
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## Corollary
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If $K$ has non-empty interior, then (non-triviality of chaos assumption)

$$
\liminf _{N \rightarrow \infty} \mathbb{P}\left(\max _{x \in K} X_{N}(x) \geq \alpha \sigma_{N}^{2}\right) \geq \mathbb{P}\left(\mu_{\gamma}(K)>\epsilon\right) \rightarrow 1
$$

as $\epsilon \rightarrow 0$.
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## Assumption (Local scale of regularity)
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- By assumption of non-triviality (finiteness) of chaos, the probability of this tends to zero.

Again, other approaches exist.
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Theorem (Saksman, W. 2016)
For $\omega \sim \operatorname{Unif}[0,1]$, as $T \rightarrow \infty$,

$$
\zeta\left(\frac{1}{2}+i \omega T+i x\right) \xrightarrow{d} e^{X(x)+i Y(x)}
$$

for suitable correlated non-Gaussian log-cor $X, Y$.

Theorem (Junnila, Saksman, W. 2018)
For $\sigma, \tilde{\sigma}$ independent realizations of a spin configuration of the critical Ising model with + b.c. on $\Omega \cap \delta \mathbb{Z}^{2}$, as $\delta \rightarrow 0$

$$
\delta^{-1 / 4} \sigma(x) \widetilde{\sigma}(x) \xrightarrow{d} f_{\Omega}(x) \operatorname{Re} " e^{i \frac{1}{\sqrt{2}} x_{\Omega}(x),}
$$

for a suitable deterministic $f_{\Omega}$ and $X_{\Omega}$ being the GFF on $\Omega$.
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- What is the analogue of thick points for complex multiplicative chaos?


## Challenges/open questions

- What is the analogue of thick points for complex multiplicative chaos?
- In other words, what $x$ do $\zeta\left(\frac{1}{2}+i \omega T+i x\right)$ and $\sigma(x) \widetilde{\sigma}(x)$ live on?

