LOCAL ASYMPTOTICS FOR CONTROLLED MARTINGALES
SCOTT N. ARMSTRONG AND OFER ZEITOUNI

ABSTRACT. We consider controlled martingales with bounded steps where the
controller is allowed at each step to choose the distribution of the next step, and
where the goal is to hit a fixed ball at the origin at time n. We show that the
algebraic rate of decay (as n increases to infinity) of the value function in the
discrete setup coincides with its continuous counterpart, provided a reachabil-
ity assumption is satisfied. We also study in some detail the uniformly elliptic
case and obtain explicit bounds on the rate of decay. This generalizes and im-
proves upon several recent studies of the one dimensional case, and is a discrete
analogue of a stochastic control problem recently investigated in Armstrong and
Trokhimtchouck (2010).

1. INTRODUCTION

Consider a family of (possibly multi-dimensional) martingales { M, },>o in discrete
time, with My = 0, equipped with their natural filtration F,,. What is the maximal
probability that, at time n, the martingale is in a prescribed set? Similarly, what
is the minimal probability?

Such questions are naturally framed in the language of control theory, and have
recently received attention from several authors, see [1, 2, 5]. It follows from
the analysis in [5] that, even in the one dimension with |M,; — M,| < 1 and
E[(Muy1 — My)?|F,] > XA > 0 as., it is not true that P[|M,| < 1] ~ n~2 in
general, as one may naively expect.

In a continuous time (diffusion) setup, the analogous question is older; see [7, 6]
for early work in his direction. A rather complete solution was given recently by [2],
through the analysis of the associated dynamic programming equation (which turns
out to be a fully nonlinear parabolic PDE). In particular, it is shown there that
if {X}} is a controlled diffusion process in R? with zero drift, where the control u
is the instantaneous diffusion coefficient which is restricted to be uniformly elliptic
and bounded above, then there exists a > 0 such that

sup P[| X} < 1] ~t7 .

The exponent « is determined by the solution to a nonlinear eigenvalue problem
and typically we have o < d/2.

Our goal in this paper is to provide a similar analysis of the discrete time setup.
Our analysis builds on [7] but requires significant modifications. We present here
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two corollaries of our main result, Theorem 2.7. In what follows, |- | denotes the
Euclidean norm.

Corollary 1.1 (Uniformly elliptic martingales). Fixz A € (0,1] and R > /2d and
let My r denote the collection of laws of discrete time martingales of the form

Mn:iAieRd

i=1

satisfying

(1.1) A <R as.

and

(12) A< inf E[L(A;-0)?|Fa] < sup E[R(A-0)?|Fa] <1 as
veR? |v|=1 veERL |v|=1

Then there ezists a constant o = a(d, \) > 0 such that,

(1.3) 0 <liminf n® sup P [|Mn| < \/c_lR]

n—oo Pemd,A,R

<limsup n* sup P ||M,] < VdR| < .

n—oo IP’GEUId,A,R

As we will see, the exponent « in Corollary (1.1) satisfies
(d—1)A n 1

2 2
and each of the two inequalities in (1.4) is an equality if and only if A = 1. Notice
in particular that this implies that a(d,\) < d/2 if A < 1, which means that the
quantity suppeon d,A,RP [|Mn| < \/§dR} decays at a slower rate than for a simple
random walk. It was previously observed in [5] in the discrete setup for d = 1 that
a < 1/2 if X is sufficiently small. We actually obtain the stronger statement that
a < d/2 for general controlled, uniformly elliptic martingales, provided that the
set of controls has at least two elements. Both the latter statement as well as the
bounds (1.4) were proved in [2, (3.20)] in the continuum framework, and they apply
in our discrete setup since, as we will see, our exponent « is the same as the one
corresponding to the minimal Pucci operator from [2].

(1.4) % <a(d,\) <

It is also of interest to study the behavior of the exponent «(d, \) as A — 0. Here
the estimate (1.4) is not very sharp on either side, and it turns out that, except for
a possible sub-algebraic correction, a(d, \) ~ A4, Precisely, for each 6 € (0,1/4),
there exist constants C(d,d) > 1 and ¢(d,d) > 0 such that, for every A € (0, 1],

(1.5) AV < a(d,\) < ONYAO,
In particular, a(d, A\) — 0 as A — 0 and
| log suppeay, , , P [|Mn| < \/ER} |
lim lim sup

A0 oo logn

=0,

which was previously proved for d = 1 in [5]. The interpretation is that, for a

controlled martingale, the quantity P [|Mn\ < \/31'1’} may decay at an arbitrarily
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slow (algebraic) rate in n provided that the set of controls is sufficiently rich. The
bounds (1.5) are new and follow from test function calculations in Section 4.

In our second corollary, we consider a non-uniformly elliptic martingale, answering
a question communicated to us by Y. Peres; after the work on this paper was
completed, we learnt of an independent, different proof of the corollary, due to Lee,
Peres and Smart.

Corollary 1.2. Let M, be an R¥-valued martingale adapted to a filtration F, with
Xo = 0 which satisfies, for some A € (0,1],

P|My1 — M, <1]=1
and
E [|[Mps1 — M, |* | Fo] = X2
Then there ezists C'(X) > 0 such that
P[|M,| <1] < CnV/2.

Note that the exponent 1/2 in Corollary 1.2 is sharp in every dimension, as
exhibited by the local CLT for a simple random walk in one of the coordinate
directions.

In the next section, we state our precise assumptions and the main result, Theo-
rem 2.7, the proof of which comes in Section 3. The proofs of Corollaries 1.1 and 1.2
come in Section 4, as well as a discussion of how to estimate v and the proofs of (1.4)

and (1.5).

2. SETUP AND MAIN RESULTS

2.1. Notation and assumptions. Throughout the paper, we work in dimension
d>1. Forr > 0 and x € R we let B,(r) denote the open ball of radius r centered
at z € R%. We also set B, := B,(0).

Definition 2.1. For each R > 1, we define Mz(R%) to be the family of centered
Borel probability measures supported on Bg. That is, for every u € M(R?) and
with X the canonical random variable on R?, we have

(2.1) E,[X]=0
and
(2.2) P.[|X| < R] =1.

We also set, for each A € (0,1] and R > v/2d,
1
(2.3) Exr(RY) = {u € Mg(RY : \; < B [(XX'] < [d} .

Here I; denotes the d x d identity matrix, and if A and B are symmetric matrices,
then we write A < B in the case that B — A is nonnegative definite.

Given a subset P C Mgz(R?) (the control) and a point * € R? we introduce
the family of controlled martingales {(X,, u,)}n>0 with X,, € RY Xy = z, F, =
o(Xi,...,X,), so that the control u,, € P is F,, measurable and, conditioned on F,,
X, 11— X, is distributed according to u,. With an abuse of notation, we denote by
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P,, the class of admissible controls, that is those sequences u = (uy, . . ., u, ) satisfying
the above restrictions, and we let P* denote the law of the sequence {(X,,, uy) }n>o0-
In this setup, we are interested in the evaluation, for fixed § > 0, of the quantity
(2.4) sup P” [X,, € Bjs].
u€73n

Remark 2.2. It is natural to also consider the dual problem, i.e., the quantity
2.5 inf P*[X,, € Bs| .

(2:5) Jnf P*[X, € By]

The analysis required is similar and we comment on it in Section 2.3 below.

We next introduce the value function, which satisfies the dynamic programming
equation.

Definition 2.3 (The value function w). Given P C Mg(R?) and § > 0, we define
a function w : R? x N — R by setting

1 if z € By,
w(z,0) = . -
0 ifx € R\ By,

and then defining w(-,n) inductively by

w(z,n+1):=supE, [w(z+ X,n)].
pEP

It is clear that w(x,n) equals the expression in (2.4).

Our interest lies in the asymptotic behavior of w(z, n) for large n. We prove our
main result under two additional assumptions, stated below. These assumptions can
be quickly checked for large classes of examples, as we show in Section 4. Before
stating these, we first introduce some further notation.

Definition 2.4 (The operator F~). Given P C Mg(R?), we define the operator
F~ on the space C(R?) by
(2.6) F~[¢](z) := ¢(z) —supE, [p(X + )] .

pEP

We extend the definition of F'~ to merely locally bounded functions ¢ by setting

F~[¢](x) == ¢(x) —sup  sup  E,[Y(X +z)]
PEP YeC(RY), Y<g
By abuse of notation, we also use F~ to denote the functions S¢ — R (here, S¢
denotes non-negative definite d-by-d matrices) given by M — F'~ [¢n], where ¢y,
is any quadratic function with Hessian M € S? that is, we define

F~(M) = —lsupEp (X - MX]
2 pEP
Note that, by (2.1), F[¢] is unchanged if we add an affine function to ¢. In particular,
for every M € S¢, p € R?, a € R and quadratic ¢(z) := - Mz +p - x + a, we see
that F'~ [¢] = F(M).

In general, F'~ is a concave, (possibly) degenerate elliptic, fully nonlinear opera-
tor. In the case that P C &, g(RY) for some A > 0, then F~ is uniformly elliptic.
In the case that P = &, p(R?), the operator F'~ coincides with the minimal Pucci
operator with ellipticity constants A and 1 (as defined in [2]).
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In the rest of the paper, except in Section 2.3 and Section 4, we write F' = F'~.

To aid our computations, we note that, for all £ > 0 and locally bounded functions
®,7 : RT = R, we have:

(2.7) Ftg] = tF [¢]
and
(2.8) Flg]+ Fly] < Flo + ).

We next present our two assumptions.

Assumption 2.5 (F' admits a self-similar solution). There exist a > 0, o € (0, 1]
and a solution ® € C?(R? x (0,00)) of the fully nonlinear (possibly degenerate)
parabolic partial differential equation

(2.9) 0,® + F(D*®) =0 inR? x (0,00)
which satisfies:

(2.10) ® >0 inR*x (0,00),

(2.11) O(V Az, M) = A"®(x,t) for every A > 0,

and ® decays like a Gaussian up to C*7: that is, there exist constants a > 0 and
K > 1 such that

(2.12) ®(-,1) € C*7(RY)
and, for every x € R,
(2.13) 12, Dll ey ay < K exp (~alaP)

Assumption 2.6 (Behavior of w up to finite times). We have:
(i) For every r > 0, there exists Ny(r) > 1 such that, for every N > Ny(r),

(2.14) inf {w(:v,N) ;x| < ry/Nlog N} > 0.

(ii) For every r > 1 and n € N, there exists C(r,n) > 1 such that

(2.15) w(z,n) < Cexp (—r%) for every z € R%.
n

Note that, in our setup, (2.15) is always satisfied, due to Azuma’s inequality [3].

2.2. Local asymptotics for w. We next present the main result of the paper.

Theorem 2.7. (i) Assume that Assumptions 2.5 and 2.6(ii) hold. Then

w(z,n)

(2.16) sup limsup sup < 400.

r>0 n—oo z€B, 5 (P(x,n)
(ii) Assume that Assumptions 2.5 and 2.6(i) hold. Then

w(z,n)

(2.17) 0< i1>1£ hgg.}f xellr%fﬂ B(z.)
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Observe that, in view of (2.10) and (2.11), the inequalities (2.16) and (2.17)
together imply that, for every r > 0,

0 < liminf inf n%w(z,n) <limsup sup n“w(x,n) < co.
n—oo z€B, s n—oo  zEB, &

These can be compared to the conclusions of Corollaries 1.1 and 1.2.

Given the conclusion of Theorem 2.7, it is natural to expect a stronger statement
to hold, namely a full local limit theorem for w: that is, for some constant L > 0,

w(z,n)

O (z,n)

(2.18) sup limsup sup

r>0 n—oo z€EB, 5

~1]=0

While our setup may be a bit too general for (2.18), we do expect it to hold, for
instance, in the uniformly elliptic setting (P C &£\ r). Indeed, this is relatively
easy to obtain from Theorem 2.7 and the test functions in Section 3, provided we
have at our disposal some regularity theory for uniformly parabolic finite difference
equations (which we would apply to w). We could not find such a result matching
our situation. We speculate that one could derive it from adaptations of known
techniques, however developing such a regularity theory would take us too far astray
from the focus of this paper, and so we do not prove (2.18).

2.3. Minimal probabilities. As discussed in Remark 2.2, it is natural to consider
the optimal control problem (2.5) instead of (2.4), with associated value function v
satisfying the dynamic programming equation

v(x,n+1) = i&f)lﬁlpv(:v +X,n), ov(z,0)=w(z,0).
p

The analysis is similar, with the operator F'~ replaced by the operator

Fr o] (z) = ¢(x) — inf sup B, [Y(X + )],
PEF peC(R), <

and a similar definition for F'+(M), M € S%. In the analysis, the relations

Fil—¢l=—F"[¢], F'[¢] > F[¢]
and
Fr o]+ F[¢] < Frp+ 9] < FT o] + FT[d]

come in handy. Using now F = F'" and replacing w by v in Assumption 2.6, one
then obtains Theorem 2.7 for v.

We remark that, in some natural situations, the assumption (2.14) holds for w
but not for v. For an example, see the case examined in Section 4.3, that is the
setup of Corollary 1.2 with d > 2. In that situation, one can use, when at x # 0,
controls in a direction tangential to the sphere centered at the origin and passing
through z, to conclude that v(z,n) = 0 if || > 2v/dd and n > 0. Thus, Assumption
2.6(i) does not hold for v.
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3. PROOF OF THEOREM 2.7

In this section we prove the local limit theorem for the value function w. We
proceed by presenting some lemmas needed in the argument, beginning with some
basic properties of the finite difference equation.

Recall that the equation satisfied by w is

(3.1) w(z,n+1) = ilelglEp [w(x 4+ X, n)l.

It can be written in the equivalent form

(3.2) w(z,n+1) —w(x,n)+ Fu(-,n)] (z) =0

which is an explicit finite difference scheme for the (continuum) parabolic equation
(3.3) w; + F(D*w) = 0.

We first record the fact that the scheme is in fact consistent with (3.3).

Lemma 3.1. There exists C(R) > 0 such that, for every o € (0,1], p € C*°(R?)
and x € R,

|F[¢] () = F(D*¢(2))| < C[D*¢] co, )

Proof. 1t is enough to consider the case x = 0. For € > 0 let p°, p. be such that

Splelng[so(X) —p(0)] < Exlp(X) —9(0)] +¢

supE,[X - D*p(0)X] < E, [X-D%*p(0)X]+e€.
peP

We have

F ] (0) — F(D*p(0)) = supE, [p(X) — ¢(0)] — %Sup E, [X - D*p(0)X]

pEP pEP

< e+ Ey [p(X) — 9(0)] — %E,f [X - D*¢(0)X]

< e up (8, [0) ~ #(0) — 5B, [X - D (0)x]

peEP
and
Fl¢] (0) — F(D*0(0) > By, [p(X) — 9(0)] ~ 1y, [X - D*0(0)X] - &
>~ inf (B, [o(X) - 9(0) - 3B, [X - D(0)x] ) - &

Together with the arbitrariness of € these imply

|F[¢] (0) = F(D*p(0))] < sup

pEP

2

By [¢(00) — 9(0) - 3 - D%0)x |
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Using the centering condition and then Taylor’s formula, we find that, for any p € P,

E, [¢(X) — ¢(0) - 3 X - D*p(0)X ]|

< [|o(X) — 0(0) — X - D(0) — 5 X - D%p(0)x]]
< Sup ©(y) — p(0) —y - Dp(0) — %y : DQs@(O)y‘
< C[D?y] Cco(By) "

Note that we used both (2.1) and (2.2) in the third line and then Taylor’s formula
in the last line above. O

We next check that the finite difference scheme (3.2) is monotone, i.e., that it
satisfies a comparison principle.

Lemma 3.2. Assume u,v : R? — R are locally bounded and satisfy, for each x € R?
and n € N,

w(z,n+1) —u(z,n) + Flu(-,n)] (z) <
v(x,n+1) —v(z,n) + Flo(-,n)] (z) >
u(z,0) < wv(z,0).

Then u < v in R% x N.

0,
0,

Proof. Using the form (3.1) rather than (3.2), we observe that, for every z € R,

u(x,1) <supE, [u(z + X,0)] <supE, [v(z + X,0)] < v(z,1).
peEP pEP

The lemma now follows by induction. O

The proof of Theorem 2.7 requires a test function calculation, similar to the one
in [2, Lemma 4.4]. The result is summarized in the following lemma.

Lemma 3.3. Fiz 8 > 0 and consider the function

(3.4) U(x,t) ==t P exp (—5 <1 + %) 1/2> :

Then there exist C(d, R, 3) > 1 and c(d, R, 3) > 0 such that, for every x € R? and
t>C,

—C if|z| < CVA,
3.5) U(z,t+1)—V(z,t)+ F[U( )] (z) > ct (1) -
(85) Wiet +1) =Wl + FIRCOI@) 2w § o
Vi
Proof. We split the computation into three steps: first we estimate 9;¥ + F'~(D*W)
from below and in the last two steps we show by approximation that this cannot be
too much different from the finite difference scheme. Throughout, C' and ¢ denote
positive constants which depend only on (d, R, §) and may vary in each occurrence.
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Step 1. We estimate 9, ¥ + F'(D?*¥) from below. We compute

i -1/2 2|2
(3.6) OV (z,t) = —Bt 1 (z, 1) (1 — <1 - ’T> %) ,
o\ —1/2 "
(3.7) DV (z,t) = —t7V2W(z, 1) (5 (1 + %) ) 7
and

Using that
2
it 20w
t -t
we may discard the first and third terms in parentheses to obtain

-1
D*W(x,t) < g1 <(1 + @) @) W(x,t).

Inserting this expression into the operator F' and using (2.7) and (2.8), we obtain
22\ Jaf?
F(D*U(x,t)) > —p* 1 (1 + T) T\If(x,t) > 3% (x,t).

It follows that

2\ —1/2 .2
O,V (x,t) + F(D*VU(z,t)) > pt 1 W(x,t) < <1 + %) % -1+ B))

2\ 2 |2
14+ = _C
< 5 2t

—C if |z] < OV,

> ot (z, t) -
- (@) % if 2| > CV/t.

Step 2. In preparation to evaluate W on the finite difference scheme by comparing
to Step 1, we estimate | D3| and 2. The claims are: for all x € R? and t > 1,

> Bt 1(z,t)

(3.9) 070 (z,t)| < Ct™° (1 + %) W(x,t)

and

(3.10) |D*W(z,1)| < Ct 10 (z,t) + Ct 32 (1 + %) U(z,t).
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Differentiating (3.6) yields

2\ /2 2 2\ —3/2 .14
020 () = B2 (1) <1+ (1+ﬂ) = | (Hﬂ) ll*

t t t 12

2\ 2 | f?
+6<1— (HT) 1

from which we get (3.9). To prove (3.10), we must differentiate (3.8). Define M (x,t)
to be the matrix in the parentheses in (3.8), so that

|D3W(x,t)| < Ct W (x,t)|DM(z,t)| + Ct ™| DY (z,t)||M(z,1)|.
It is easy to check that, for z € R% and t > 1,
|M (z,t)] + | DM (x,t)| < C.
Using this and (3.7), we obtain (3.10).

Step 3. We evaluate ¥ on the finite difference scheme. From (3.9) we have, for
every (z,t) € R? x (1,00),

-2 ||
U(x,t+1)—Y(z,t) > 0V (x,t) — Ct (1 + %) U(x,t)
and, by Lemma 3.1 and (3.10),
F[U(-,1)] (z) > F(D*¥(x,t)) — Ct 1 (x,t) — Ct 32 (1 + %) U(z,t).

Putting these together, we finally obtain that, for every z € R% and t > C
W t+1) — U(a,t) + F[U( 1) (2)

> 0,0 (z,t) + F(D*VU(x,t)) — Ct' 0 (a,t) — Ct 32U (x, t)%
—C if || < CV,
> ot W (z, t) -
- (@.1) '% if 2] > CVt.
This is (3.5). O

To prepare for the proof of Theorem 2.7, we must perform a second computation
to show that, up to a suitable error, ® is a solution of the finite difference equation.
In fact, we bend ® slightly in order to make it a strict subsolution or supersolution
of (3.2) in the region |z| < v/t. This computation is summarized in the following
two lemmas.

Lemma 3.4. Assume Assumption 2.5 holds. For each 6 > 0, define

Byl 1) = exp (%M) Bz, 1).
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Then ®q satisfies, for some C(d, R,0,0,a,a) > 1,
(311) CI)@(ZE, t+ 1) - q)g(l’, t) + F [@9(',&] (l’)
alz|?

S —t_l_eq)(l', t) + Ct_l_a_a/z exXp (_Q—t

Lemma 3.5. Assume Assumption 2.5 holds. For each 6 > 0, define
O _y(z,t) :=exp (—%t_o) O(x,t).

Then ®_4 satisfies, for some C(d, R,0,0,a,a) > 1,

(3.12) @ _g(z,t+ 1) — D _g(x,t) + F[D_y(-,1)] (2)

) in R? x (0, 00).

alz|”

>t 170®(x,t) — Ot 17277 2 exp (—2—t

) in R% x (0, 00).

Proof of Lemma 3.4. Similar to the proof of Lemma 3.3, we first insert ®y into the
continuum equation, estimate this from above, and then transfer the estimate by ap-
proximation to the finite difference equation. Throughout, C' and ¢ denote positive
constants which may vary in each occurrence and depend only on (d, R, 0,0, a, «).

Step 1. We evaluate 0;®y + F(D?*®,). We compute:
1
(3.13) 0y Pp(z,t) = exp (575_6) (=t 700(x,t) + 0,®(x, 1))

and
1
D?*®, = exp (gta) D?*®(x,t).

Using (2.7), we find, for every z € R% and t > 0,
1
(3.14) 0,®p(w,t) + F(D*®y(z,t)) = —exp (Et_e) 71700 (x,t) < —t7 10D (a, t).

Step 2. We estimate the quantity [D*®g(-,t)] 0.0 5, (.- The assumptions (2.11)
and (2.12) imply that, for every (z,t) € R? x (0, 00),

[D2<I>(~,t)} B e [132(1)(7 1)] €O (Bi(z/ V)

2
< thlfozfo'/Z exp (_CL|I’| )

C7(Br(z))

t
and therefore, for every (z,t) € R? x (1, 00),

1
2 -0 2
(315) [D (De("t)}COv"(BR(a:)) = eXp <§t ) [D q)(-,t)}cov"(BR(a“))
2
< Ct—l—a—U/Z exp (_a|'j:’ ) .

Step 3. We estimate the quantity |0?®y|. The claim is:

2
(3.16) 020y (x,t) < Ct* " exp (-“"f | ) .
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It is convenient to use self-similarity (2.11) to relate the time differences to spatial
ones, in view of the assumption (2.13). First, differentiating the self-similarity
relation yields

1
0y P(z,t) = —515_13: -D®(x,t) — at™ ' d(z, 1)
and

1
0}P(z,t) = ala+ 1)t 2P (z,t) + (a + Z) t2x - D®(z,t) + thx - D*®(z,t)r.

Using (2.11) again and then (2.13), we estimate

9@ (x,1)] < CtH (‘I’ (5:1)+ % e (1) D

<ol (1 + %) exp (_alfP)

2
S Ot—l—a exp (_a’az\ )

2t

and

}afcp(x,mgm“( (%1 |7\ ® (5 )|+

2 2
<o (14l )exp< alal
[L’

< Ot %@ .
exp( 2t >

In view of the fact that
0} ®y(z,t) = exp (%t‘e) (07 (2, t) — 267 00,0 (2, t) + (1 + 0)t > D(x, 1)),
we obtain
R Pg(w,t) < C (|07 (x, )| + 770D (x, t)| + t > D(, 1))
< Ot “exp (— a|x|2) .

t

This is (3.16).
Step 4. We complete the proof using Lemma 3.1 combined with (3.14), (3.15)
and (3.16). We have:

(I)g(l',t+ 1) - (I)g(x,t) + F [(I)G('vt)] ({L")

2
< 0@ (x,t) + F (D*®(x,t)) — Ct> “exp (—%)
2
_ (p—1ma—a/2 _a|x|
C exp ( ;

2
< -t (2, t) + Ot 2 exp <—%> ,
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as desired. 0

Proof of Lemma 3.5. The proof is essentially the same as that of Lemma 3.4, with
only minor modifications coming from the change in sign of # in the definition
of ®_y. The details are omitted. O

Using the above Lemmas 3.4 and 3.5 together with Assumptions 2.5 and 2.6, we
now give the proof of Theorem 2.7.

Proof of (2.17) (lower bound). The proof is based on the fact that after a long time,
and for appropriate choices of the parameters, the function

(3.17) ((x,t) == Dy(x,t) — sVU(x,t)

is a subsolution of the finite difference equation after a large time. Here ¥ and ®y
are as in Lemma 3.3 and 3.4, respectively, and s > 1 is a large constant to be selected
below. Once we show this, the lower bound (2.17) follows easily from Lemma 3.2.

Throughout the proof, C' and ¢ denote positive constants which may vary in each
occurrence and depend only on (d, R, 0, a,«,d). When constants depend on other
parameters, we will denote it in the notation, e.g. a constant depending on the
above parameters and on r will be denoted C(r).

We first fix the parameters (with the exception of s). With a > 0 and ¢ > 0 as
in Assumption 2.5, we first select § > 0 in the definition of ®4 such that

(3.18) 0<0< %
We then take 8 > 0 in the definition of ¥ to satisfy
(3.19) a+9<ﬁ<a+%.

Step 1. We show that there exists T'(s) > 1 such that ¢ defined as in (3.17)
satisfies, for every x € R and t > T,

(3'20) C(ZL’, t+ 1) - C(I7t) + F [C(’t)] (‘T) < 0.
According to (2.7) and (2.8), for every ¢t > 0,

FICC D] () < F[®g(-, )] (2) = sF V(- 1)] ().
Then according to (3.5), (3.11) and Assumption 2.5,

(3.21) ((z,t+1) = ((z,t) + F (- )] (x)
2
< -t (% 1) + Ot exp (—%)
—C if |z| < CV,
_ —1-p . .
cst \If(\/g,1> {I% if 12 > OV

Now we simply note that if ¢ is large enough, then by (3.18) and (3.19) we have, for
every Jy| < C,

2
(3.22) t7 17000 (y, 1) > Ct 1 2 exp (—@) + Ost™ 7P (y, 1),
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while on the other hand, for every |y| > C, the condition (3.19) and the fact
that W(-, 1) has fatter tails than a Gaussian ensures that, for large enough ¢,

2
(3.23) lylt = PW(y, 1) > Ct 1772 exp (—%) :

These inequalities imply that, for large enough ¢, the right side of (3.21) is nonpos-
itive in R?, as claimed. In terms of s, we see that it suffices to take

(3.24) T(s) := Cs'/B=a2=0),

where C, according to our convention, is a constant that depends on (d, R, 0, a, @)
only (in particular, it does not depend on s).

Step 2. We complete the proof of the lower bound. Denote N := [T'], and observe
that, in view of (3.24),

{yeR?: ((y,N) >0} ={y e R : ®y(y,N) > s¥U(y,N)}

2
C eR?: N e __a|y| ) >csNPe (——6|y|)}
= {y Xp < N = Xp JN

2
c{rents o () 2 vt (2]
- {y exp < N = C exp \/N
c{yer’: |yl <Cy/NlogN}.

(In the second inclusion, we used that s > N#=279)

Take r as equal to C' of the last display (recall that C' does not depend on s).
Let No(r) be as in part (i) of Assumption 2.6, and choose s large enough so that
N > Ny(r). Note that, given the function Ny(-), s = s(d, R,0,a,«), and thus
N = N(d,R,0,a,a,d). Then,

inf {w(y, N) : y € R%, ((y,N) >0} > 0.
Since supga ((-, N) < C and w > 0 in R¢, we obtain
¢(-,N) < Cw(-,N) inR%
According to (3.20) and Lemma 3.2,
((z,n) < Cw(x,n) for every x € RY n > N.

The lower bound in (2.17) now follows, since
((z,1) Oy (z,1t) U(x,t)

inf liminf inf > inf liminf inf — ssuplimsup su
r>0 t—oo \x\gr\/f CI)(x,t) T >0 t—oo |x|§r\/f (D(x,t) r>13 tﬁoopulsf\/g @(m,t)

1
> li{n inf exp (—t_0>

—00 o)

r>0 t—o00 ‘y|§7‘

1
— ssup limsup t*# (sup U (y, 1)) (|:Ll/?<fr D (y, 1))

=1.
Note that we used that § > «, from (3.19). O
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Proof of (2.16) (upper bound). The proof is similar to (and even somewhat easier
than) that of the lower bound. Instead of (3.17) we use the function

(3.25) E(z,t) = P_p(z,t) + U(x,t),

where ¥ and ®_4 are as in Lemma 3.3 and 3.5, respectively. The goal is to show
that £ is a supersolution of the finite difference equation after a large time. Then
we apply Lemma 3.2 to conclude, as above. The choices of the parameters ¢ and (3
as well as the convention for the constants C' and ¢ are the same as in the proof of
the lower bound.

Step 1. We show that there exists T' > 1 such that ¢ satisfies, for every z € R?
and t > T,

(3.26) E(x,t+1) —&(x,t) + FE(,t)] (z) > 0.
Using (2.7) and (2.8) we find that, for every ¢ > 0,
FIEC, 1) (2) = F[O( )] () + F[¥(, 1)] (2).
By (3.5) and (3.12),
§a,t+1) —&(x,t) + FIE(1)] (2)

2
> o=t (i 1) _ Ct—l—a—a/Q exp (—GZ‘ )

—C if x| < OV,
—1-5 x . -
et (51) {'75 if || > CVi.

By the choice of parameters, i.e., (3.18) and (3.19), we have for sufficiently large ¢
that (3.22) holds for every |y| < C and (3.23) holds for every |y| > C. Together
these yield the claim.

%

Step 2. We complete the proof of the upper bound. Select T', s, r as in Step 1.
By the definition of ¥ and Assumption 2.6, we have

M)
w(x,N)<Cexp|—p—== | <CY(x,N) < C&(x,N).
(#.N) < Coxp (~627) < €U, ) < Cela, V)
(As T depends only on (d, R, 0, a, a), the constant C', which depends on T', satisfies
our convention for dependence on parameters.) By (3.26) and Lemma 3.2,
w(x,n) < C&(x,n) for every x € RY, n > N.

We thus conclude the proof of the upper bound by observing that
§(x, 1) Po(z,1) U(z,1)

sup limsup sup < suplimsup sup + suplimsup sup
r>0 t—oo0 |x\§r\/iq)(x t) r>0 t—o0 lz|<rv/t (.f ) r>0 t—oo |$|<T\/<I>(x,t)

< lim sup exp (——t o

t—o0

-1
+ sup limsup t*~* | sup ¥ (y, 1 ) (|inf QD(y,l))
y|<r

r>0 t—oo ‘y|<r
=1.
We note once again that we used that § > «, by (3.19). O



16 S. N. ARMSTRONG AND O. ZEITOUNI

The proof of Theorem 2.7 is now complete.

4. EXISTENCE OF SELF-SIMILAR PROFILES

In this section, we show that Assumptions 2.5 and 2.6 hold for a wide class of
examples and we indicate methods for computing (or at least estimating) .

4.1. A nonlinear principal eigenvalue problem. In our search for ®, we may
use the self-similarity relation to reformulate the parabolic equation as an elliptic
one. By differentiating (2.11), we have

1
0y P(z,t) = —Et_lx -D®(x,t) — at™ ' ®(z, 1)
and substituting this into (2.9) yields
1
F(D*®(x,t)) — ét_lx -D®(x,t) = at™'®(z,t) in R? x (0,00).

Using (2.7) and (2.11) again to change to the variable y = z//t, we may eliminate
the time variable. We get

(4.1) F(D*®(y,1)) — %y -D®(y,1) = a®(y,1) in R%

This is a principal eigenvalue problem: the unknowns a and ®(-, 1) are the principal
eigenpair. If we can solve it, then we may recover the full function ® via the self-
similarity relation. While the domain R? is unbounded, the drift term makes the
problem well-posed in the uniformly elliptic setting (see [2]). We investigate this in
more detail in the next subsection.

4.2. Uniformly elliptic martingales: the proof of Corollary 1.1. In this
subsection we verify that Assumptions 2.5 and 2.6 hold for both F~ and F'* in the
uniformly elliptic case, that is, under the additional hypothesis

(4.2) P C E\r(RY)  for some A >0, R > /2d.

We use [2, Theorem 1.1] and the Evans-Krylov theorem [4, Theorem 6.6] to show
that Assumption 2.5 holds, while we verify Assumption 2.6(i) by a pathwise con-
struction.

With FF = F* or F = F~, the results of [2] imply the existence of « > 0 and
d € C(R? x (0,00)) satisfying (2.9) in the weak viscosity sense as well as (2.10)
and (2.11). It is also proved that ® is unique, provided we impose the normalization
®(0,1) = 1, and that the function ®(-,1) satisfies (4.1) and, for some constants
Ko(d,\) > 1 and a(d, \) > 0,

(4.3) |®(z,1)| < Koexp (—2alz]?) .

To check Assumption 2.5, we have left to show that the Evans-Krylov theorem
and (4.3) imply the stronger bound (2.13). This is handled in the following lemma.

Lemma 4.1. Let F', A\, o, ®, Ky and a > 0 be as above. Then there exist o(d,\) €
(0,1] and C(d, \, o, Ko, a) > 0 such that, for every x € R?,

1P(, Dl (py @y < Cexp (—alzf?) .
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Proof. Throughout the argument, C' denotes a positive constant depending only
on (d, A\, , Ky,a) which may vary in each occurrence. As mentioned above, the
function ¢(x) := ®(x, 1) satisfies the equation

(4.4) F(D?*p) — %a: Dy =ap in R%

For the moment, we must interpret (4.4) in the weak viscosity sense (as defined
in [4]), although we will see shortly that ¢ is C? and therefore (4.4) can be under-
stood in the classical sense.

The equation (4.4) possesses a local length scale arising from the competition

between the gradient term and the diffusive term. Since the gradient term is stronger
for larger ||, in order to apply local elliptic regularity estimates to ¢ near z € R,
it is natural to rescale the equation in some way which depends on |z|. We perform
the rescaling by introducing the variable y = x/r and denoting ¢, (y) := ¢(x), where
0 <7 < 1. In terms of ¢,, the equation (4.4) takes the form
(4.5) F(D?*p,) — %rzy -Dy = ar’p, in R%
Notice that the first-order coefficient is uniformly bounded and smooth for every
ly] < r72. The interior gradient Holder estimate for uniformly elliptic equations
therefore implies that ¢, € C7(By(yy)) for some o(d,\) € (0,1] and, for every
0<r<1andyy € R with |yo| <772,

(4.6) ||90rHcLo(B4(y0)) <C (1 + 0”’2) H%”Loo(Bg(yo)) :

The standard reference for this estimate for equations with no gradient dependence
is [4, Theorem 8.3], and the argument there can be adapted in a straightforward
manner to handle equations with gradient dependence and, in particular, (4.5).
Alternatively, we refer to [8] for a statement with hypotheses covering our case.

We may now re-express (4.5) as
F(D?p,)=f inR?
where, in view of (4.6), the function f(y) := 3%y - Dp(y) + ar’e,(y) satisfies, for
each 0 <r <1 and |yo| <772,

Hf”C“(B;;(y@) <C (1 + 0”2) H%HLw(Bs(yo)) )

As F is either convex or concave, the Evans-Krylov theorem (c.f. [4, Theorem 6.6])
yields (after redefining o(d, \) to be smaller, if necessary) that ¢, € C**(Bs(yo))
and gives the estimate

(47) ||(,0r||02,0(32(y0)) < C <||('07,||L00(B4(y0)) + ||f||Ccr(B4(yO))>
< C(1+ar?) llerll o (a0 -

We now reverse the scaling to express (4.7) in terms of ¢. For a fixed x5 € R?, set
= 1(1+ |zo|) ™ and yo := zo/r. Note that |yo| < r~2 and that we have

11l o (83, @o) = N2rllie ooy 20 N ellezo (s wopy S 77777 Ierllcoe(Bamon -
We therefore obtain from (4.7) that

||90||C270(B2T(x0)) < Cr=*=° (1 + O‘TQ) ”SDHL“(BQT(%)) )
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According to [2], the exponent o depends only on (d, A). Applying (4.3) and using
the fact that Bs,(z9) € R\ Bsjy,|/a for |zo| > 4, we obtain

. 9 17
[l < € 0+ exp (~20- S aul?) < Coxp (—{alanl)
The previous estimate implies

||90HC21‘7(B1(C£0)) S CeXp (_a|x0‘2) : |:|

Checking Assumption 2.6 in the uniformly elliptic case is straight forward. As
we previously mentioned, the upper bound (2.15) follows from Azuma’s inequality.
To check (2.14), it is enough to consider a simple random walk. That is, we take
{A;}i>0 as a sequence of i.i.d. random variables so that P(Ay = +v/2de;) = 1/2d
for e; the standard unit vectors in R%. Let v, denote an element of V2dZ® with
minimal norm |z — y,|. Then, with |y,|; denoting the ¢* norm of y,/v/2d, we have,
for every n > |y.|1,

1 n
P(|M, — y.| < V2d) > (Zz) .
This immediately implies (2.14). This completes the proof of Corollary 1.1.

4.3. The proof of Corollary 1.2. In this subsection we consider the particular
case of martingales whose increments are bounded with norm of constant second
moment. That is, for some A € (0, 1], we set

P:={pe Mi(RY : E,[|X]*] = A}.
We easily check that the operator F'~ can be expressed by

1
F~(M) = —5)\ - (largest eigenvalue of M).

By a direct computation, we find that ¢(z) := exp (—%\xP) is an exact, smooth
solution of ) .

F~(D*p(x)) = 5o Dp(r) = () inR%
In particular, Assumption 2.5 holds for F' = F~ with a = % and

2
O(x,t) = 72 exp (—ﬂ) :

Azuma’s inequality implies that Assumption 2.6(ii) holds. We therefore obtain
Corollary 1.2 as a consequence of Theorem 2.7(i).

4.4. Estimating the exponent a: the proof of (1.4) and (1.5). As we have
seen, finding the exponent « and self-similar profile ® is equivalent to solving a
nonlinear eigenvalue problem. This is of course difficult in general, both analytically
and computationally. Even for particular examples like P = &, g, in which case '~
and F'* are the minimal and maximal Pucci operators, respectively, we do not
believe it is possible to give a closed form expression for a or ® (although for
rotationally invariant operators like these, the problem can be reduced to an ODE
in the radial variable, which greatly reduces its complexity).
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Fortunately, it is more tractable to estimate a. This can be done by exhibiting
explicit § for which there exist subsolutions and supersolutions of the equation

1
(4.8) F(D%g) — 5% Dg = fg inR%

Let X denote the space
X :={g € C*RY : thereexists a>0 such that 0 < g(z) < exp (—alz|*)}
and set X, := X N{g > 0}. The following formulas for a were proved in [2]:

1
(4.9) a=sup {5 >0 : 3g € X, satisfying F(D?g) — 5% Dg > fBg in Rd} )
and

1
(4.10) « = inf {ﬂ >0 : dg € X, satisfying F(D?g) — 5% Dg < fBg in Rd} )

This allows us to bound « from below (respectively, above) by exhibiting a super-
solution (respectively, subsolution) of (4.8) with an explicit £3.

In the case that P = &, g, test functions were found in [2] that give the bounds

dA . _d=-DHXx 1 _(d-1) 1 d
. < <X A T LD (FY) < —

(4.11) 2_Oz(F)_ 5 +2_ N —|—2_a(F)_2/\,

where, for each of these inequalities, equality holds only if A = 1. in particular,

a(F7) < ¢ < a(F*)if A < 1. A more general fact along these lines was shown

in [2, Example 3.12], namely that if P C &, g, then a(F~) < ¢ < a(F") unless

P is a singleton set, that is, unless the controller has no actual control and the
martingale is just a simple random walk.

In the next lemma, we use (4.9) and (4.10) to prove the bounds (1.4) as promised
in the introduction. To aid our computation, we remark that for P = &, g, the
operator F'~ can be expressed for each M € S? as

(4.12) F~(M) = —\- (sum of the negative eigenvalues of M)

— (sum of the positive eigenvalues of M) .

Lemma 4.2. In the case that P = Exr and F' = F~, for every 0 > 0, there exist
C(d,0) > 1 and c¢(d,d) > 0 such that

C)\1/4+5 S Qa S O>\1/4—6‘

Proof of Lemma /.2, upper bound. Fix p € (0,1/2) and parameters a,b > 0 to be
selected below, and consider the test function

(4.13) o(x) :=exp (—%a\xf —b(A+ |x|2)p/2> :

According to (4.10), it suffices to show, for appropriate choices of a and b, that ¢
satisfies

1
(4.14) F~(D*p(x)) — 5% Dy(x) < CX?p  in RY

Here and throughout the rest of the argument, C' denotes a positive constant de-
pending only on (p, d) which may vary in each occurrence.
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Step 1. We compute the first two derivatives of ¢ and estimate F'~(D?*p(z)) from
above. We have

Dy(x) = —p(x) (a +op (A + |:c|2)p/2’1> T
and
(4.15) D?*p(z) = ¢(x) (a +bp (A + |x|2)p/2_1>2 TR
Fo@) (b2 =p) (A + o)) v @

— o(x) (& +bp (A + |w|2)p/2_1> I.

Discarding some of the terms coming from expanding the square on the first term
on the right in the expression for D%p(z) above, we find that

D2p(z) > M(x) = o(z) <a2 +op(2—p) (A + |a2)” 2‘2) T ®

— () (a +bp (A + |1:|2)p/2_1) I.

Observe that

E(x) with multiplicity 1,
eigenvalues of M (z) = ¢(x) -

where
2012 2\P/2-2 | 9 2\p/2-1
E(z) = a®|z| —a+bp(2—p)()\—|—|a:\) || —bp()\+|:17])
— &’ —a+bp(1—p) A+ |2 = tp2 — p)A (A + |22)77 2
Using (4.12), we get
(4.16) F~(D*p(x)) < F~(M(x))

Ad—1) (a +hp (A + |x|2)p/2*1) ~\E(z) if E(z) <0,

= p(z) - T (a Ot ‘x’2)p/2—1> — E(z) if E(z)>0.

Step 2. We study the set where E(x) is positive. The claim is that, for a > 1,
there exists C' > 1 such that b > C' implies

1 1 2\ p/2-1
(4.17)  E(z) > §a|m|2 + 5bp|x]2 (1 + %) >0 for every |z| > CV\,
This follows from the following three facts, each of which is easy to check:

2 1
o>~ = Sl >a
a

2 1 B
|22 < - and b>C = pr(l —p) (A + |$‘2)p/2 s

1 - -
2Pz On = (L= p) (A )T 2 bp2 = p)A (A )
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Step 3. We check (4.14) for |z| > Cv/A. Note that the estimate (4.17) says
precisely that

E(z)p(x) > —%x . Dy(z) for every |z| > CVA.

This therefore allows us to absorb the gradient term on the left side of (4.14).
Using (4.16) and taking now a := 1, we find that:

Fo(D%p(w)) — 5o Dplw) < plw)Md ~ 1) (a+ bp (A -+ [of)”*)
< p(x)A(d — 1) (a + bpar/>7)
< CNPp(x).

Step 4. We check (4.14) in the set |z| < Cv/\. Here we get the estimate (4.14)
differently, since the gradient term does not hurt us:

~ 50+ Dola) < p(a) = pla) (a+ by (A + o)) o < ONP2(o).

A similar estimate yields, for |z| < CvV/\,
—AE(z)p(z) < A (a +bp (A + |x|2)p/2_1) o(x) < O 2p(x).
Returning to (4.16), we obtain that, for |z| < CV/\,
(P2 1 /2
F=(D%p(x) = ga - Dp(z) < CNp(z).
This completes the proof of (4.14). O

Proof of Lemma 4.2, lower bound. We use the same test function ¢ from the pre-
vious argument, except here we take p € (1/2,1]. The goal is to show that, for
appropriate choices of the parameters a and b (here we take them to be very small,
depending on p), we have the reverse of (4.14):

1
(4.18) F~(D*p()) — 3% Dp(z) > eAP?p  in R

The analysis and computations involved are quite similar to those of the previous
argument, and so we leave the details to the reader. 0
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