Abstract

We show that the ratio of a discrete Toeplitz/Hankel determinant and its continuous counterpart equals a Fredholm determinant involving continuous orthogonal polynomials. This identity is used to evaluate a triple asymptotic of some discrete Toeplitz/Hankel determinants which arise in studying non-intersecting processes. We show that the asymptotic fluctuations of the width of such processes are given by the GUE Tracy-Widom distribution. This result leads us to an identity between the GUE Tracy-Widom distribution and the maximum of the sum of two independent Airy processes minus a parabola. We provide an independent proof of this identity.

1 Introduction

This paper consists of two parts. First, we develop a general method for an asymptotic analysis of the Toeplitz or Hankel determinants of discrete measure using orthogonal polynomials with respect to a continuous measure. In the second part, which is longer, we evaluate the limiting distribution of the “width” of non-intersecting processes as an application. This leads to the discovery of an interesting identity between the GUE Tracy-Widom distribution and the maximum of the sum of two independent Airy processes minus a parabola: see Theorem 1.3.

1.1 Discrete Toeplitz determinants

For a finite subset $D$ of the unit circle $\Sigma$ in the complex plane and a function $f : D \to \mathbb{R}$, the Toeplitz determinant of the discrete measure $\frac{1}{|D|} \sum_{z \in D} f(z) \delta_z$
is defined as
\[ T_n(f, D) = \det \left[ \frac{1}{|D|} \sum_{z \in D} z^{-j+k} f(z) \right]_{j,k=0}^{n-1}. \]  
(1)

Since the Cauchy-Viennet/Andreief’s formula implies that
\[ T_n(f, D) = \frac{1}{n!|D|^n} \sum_{(z_1, \ldots, z_n) \in D^n} \prod_{1 \leq j < k \leq n} |z_j - z_k|^2 \prod_{j=1}^n f(z_j), \]  
(2)

this can also be thought of as the partition function of the discrete Coulomb gases with potential \( f \) where the charges are confined to be on the discrete set \( D \). Note that \( T_n(f, D) = 0 \) unless \( n \leq |D| \).

The Toeplitz and Hankel determinants of discrete measures also arise in many other problems. A few examples are

1. joint distribution of maximal crossing and maximal nesting of random matchings [12, 8]

2. maximal height of non-intersecting excursions on the half-line [29, 34, 23, 30]

3. periodic totally asymmetric simple exclusion process [31], and

4. width of non-intersecting processes: see section 1.2 below.

For a continuous function \( f \) on the unit circle, the usual Toeplitz determinant of the continuous symbol \( f \) is defined as
\[ T_n(f) = \det \left[ \int_{|z|=1} z^{-j+k} f(z) \frac{dz}{2\pi i} \right]_{j,k=0}^{n-1}. \]  
(3)

For convenience, we call this Toeplitz determinant continuous Toeplitz determinant, and the Toeplitz determinant with a discrete measure discrete Toeplitz determinant. They are denoted by \( T_n \) and \( T_n \) respectively.

A discrete Toeplitz determinant contains parameters

(i) \( n \), the size of the matrix,

(ii) \( m = |D| \), the size of the discrete set, and

(iii) \( t \), a parameter of the function \( f \).

It is often of interest to study the asymptotics of \( T_n(f, D) \) as all or some of the parameters become large. From the Coulomb gas interpretation, we see that the discrete set imposes the minimal distance between the Coulomb charges. This leads one to the doubly constrained equilibrium measure problem of finding a probability measure \( \mu \) such that \( 0 \leq \mu \leq \lim_{|D| \to \infty} \frac{1}{|D|} \sum_{z \in D} \delta_z \). Note that the
upper constraint is absent for the related equilibrium measure problem for continuous Toeplitz determinants. One way to evaluate the asymptotics of discrete Toeplitz determinants rigorously is to use the discrete orthogonal polynomials. A Deift-Zhou steepest-descent method [20, 19, 17] for the Riemann-Hilbert problems of general discrete orthogonal polynomials was previously developed in [9].

The observation of this paper is that it is possible to study the asymptotics using continuous orthogonal polynomials instead. This follows from a simple identity. To state this identity, let $\Sigma$ be the positively-oriented unit circle and we assume the followings:

(a) Let $D$ be a finite discrete subset of $\Sigma$ and let $\Omega$ be a neighborhood of $\Sigma$.

(b) Let $f(z)$ be a non-trivial analytic function on $\Omega$ such that $f(z) \geq 0$ for all $z \in \Sigma$.

Let $p_k(z) = \kappa_k z^k + \cdots$ be the orthonormal polynomials with the continuous measure $f(z) \frac{dz}{2\pi i}$ on the unit circle. The ‘reversed polynomials’ are defined by $p^*_k(z) := z^k p_k(\overline{z}^{-1})$. Let $\gamma(z)$ be an analytic function on $\Omega$ such that $\gamma$ vanishes exactly on $D$ and all the zeros are simple. There are such functions from complex analysis.

**Theorem 1.1.** Assuming (a), (b) above, we have

$$T_n(f, D) = T_n(f) \det (1 + K)_{L^2(\Sigma_{in} \cup \Sigma_{out}, \frac{dz}{2\pi i})},$$

(4)

where $K$ is the integral operator with kernel

$$K(z, w) = K_{cont}(z, w) \sqrt{v(z)v(w)f(z)f(w)}.$$  

(5)

with

$$K_{cont}(z, w) := z^{-n} \frac{p_n(z)p^*_n(w) - p^*_n(z)p_n(w)}{1 - z^{-1}w}.$$  

(6)

Here the contours $\Sigma_{in}$ and $\Sigma_{out}$ are positively-oriented circles of radii $1 - \epsilon$ and $1 + \epsilon$, respectively, for a small $\epsilon > 0$, and

$$v(z) := \begin{cases} \frac{z\gamma'(z)}{|D|\gamma(z)}, & z \in \Sigma_{in}, \\ \frac{z\gamma'(z)}{|D|\gamma(z)} - 1, & z \in \Sigma_{out}. \end{cases}$$

(7)

**Remark 1.1.** Recall that the Christoffel-Darboux kernel for the orthogonal polynomials on the unit circle is

$$K_{CD}(z, w) = \sum_{k=0}^{n-1} p_k(z)p_k(w) = \frac{p^*_n(z)p^*_n(w) - p_n(z)p_n(w)}{1 - \overline{z}w}. $$

The kernel in (6) satisfies $K_{cont}(z, w) = K_{CD}(\overline{z}^{-1}, w)$.
Note that only the term $v(z)v(w)$ depends on the discrete set $D$ on the right-hand-side of (4).

As a special case, when $D = \{ z : z^m = 1 \}$, we can take $\gamma(z) = z^m - 1$. In this case,

$$v(z) := \begin{cases} \frac{z^m}{1-z^m}, & z \in \Sigma_{\text{in}}, \\ \frac{1-z^m}{1-z^{-m}}, & z \in \Sigma_{\text{out}}. \end{cases}$$

(9)

Observe that $v(z)$ decays exponentially on $\Sigma_{\text{in}}$ and $\Sigma_{\text{out}}$. From this we can derive the following result when $f$ is fixed and $m$ and $n$ tend to infinity easily. See Section 2 for the proof. Note that if $n$ is fixed, then the result holds trivially.

**Corollary 1.1.** Let $f$ satisfy the assumptions of Theorem 1.1 and we assume that $f(z) > 0$ for all $|z| = 1$. Let $D = D_m = \{ z \in \mathbb{C} : z^m = 1 \}$. Then there is a positive constant $c$ such that

$$T_n(f, D_m) = T_n(f)(1 + O(e^{-c(m-n)}))$$

(10)

as $m - n \to \infty$ and $n \to \infty$.

In many applications we are interested in the ratio $T_n(f, D_m)/T_n(f)$ where $f$ depends on $n$ and another parameter, say $t$, in the limit as $m, n, t \to \infty$. An advantage of using the formula (4) over the Toeplitz determinants is that one may be able to find the asymptotic of the ratio even if it is not easy to obtain the asymptotics of the Toeplitz determinants themselves. See Remark 4.1 in Section 4.

We also consider discrete Hankel determinants. Let $D$ be a discrete subset of $\mathbb{R}$. For a function $f$ on $D$, we denote by

$$H_n(f, D) = \det \left[ \sum_{x \in D} x^{j+k} f(x) \right]_{j,k=0}^n$$

(11)

the discrete Hankel determinant. For a function $f$ on $\mathbb{R}$, the continuous Hankel determinant is

$$\mathcal{H}_n(f) = \det \left[ \int_{\mathbb{R}} x^{j+k} f(x) dx \right]_{j,k=0}^n.$$ 

(12)

See Theorem 2.1 for an analogue of Theorem 1.1 in the Hankel setting. In the next subsection, we use this theorem to study non-intersecting processes.

### 1.2 Width of non-intersecting Brownian bridges

The non-intersecting processes have been studied extensively in relation to random matrix theory, directed polymers, and random tilings (see, e.g., [22, 4, 26, 37]). In this paper, we consider the ‘width’ of three processes. We discuss the
results on the Brownian bridges in this section. Symmetric simple random walks
in both continuous time and discrete time are considered in Section 4.

Let \( X_i(t), i = 1, \cdots, n, \) be independent standard Brownian motions condi-
tioned that \( X_1(t) < X_2(t) < \cdots < X_n(t) \) for all \( t \in (0, 1) \) and \( X_i(0) = X_i(1) = 0 \)
for all \( i = 1, \cdots, n \). The width is defined as

\[
W_n := \sup_{0 \leq t \leq 1} (X_n(t) - X_1(t)).
\]  

(13)

Note that the event that \( W_n < M \) equals the event that the Brownian motions
stay in the chamber \( x_1 < x_2 < \cdots < x_n < x_1 + M \) for all \( t \in (0, 1) \). An
application of the Karlin-McGregor argument in the chamber [28, 24] implies
the following formula. See Section 3.1 for the proof.

**Proposition 1.1.** Let \( W_n \) be defined in (13). Then

\[
P(W_n < M) = \left( \frac{\sqrt{2\pi}}{M\sqrt{n}} \right)^n \int_0^1 \mathcal{H}_n(F, D_s)ds, \quad F(x) = e^{-nx^2},
\]  

(14)

where

\[
D_s := \left\{ \frac{\sqrt{2\pi}}{M\sqrt{n}}(m - s) : m \in \mathbb{Z} \right\}.
\]  

(15)

From the Hankel analogue of Theorem 1.1, the asymptotics of the above
probability can be studied by using the orthogonal polynomials with respect to
e\(^{-nx^2}\), i.e. Hermite polynomials. We obtain:

**Theorem 1.2.** Let \( W_n \) be the width of \( n \) non-intersecting Brownian bridges
with duration 1 given in (13). Then for every \( x \in \mathbb{R} \),

\[
\lim_{n \to \infty} P \left( \left( W_n - 2\sqrt{n} \right)^{2/3} n^{1/6} \leq x \right) = F(x)
\]  

(16)

where \( F(x) \) is the GUE Tracy-Widom distribution function [36].

**Remark 1.2.** The discrete Hankel determinant \( \mathcal{H}_n(F, D_0) \) with \( s = 0 \) was also
appeared in [23] (see Model I and the equation (14), which is given in terms
of a multiple sum) in the context of a certain normalized reunion probability
of non-intersecting Brownian motions with periodic boundary condition. In the
same paper, a heuristic argument that a double scaling limit is \( F(x) \) was dis-
cussed. Nevertheless, the interpretation in terms of the width of non-intersecting
Brownian motions and a rigorous asymptotic analysis were not given in [23].

Non-intersecting Brownian bridges have been studied extensively using the
determinantal point process point of view. It is known that as \( n \to \infty \), the
top path \( X_n(t) \) converges to the curve \( x = 2\sqrt{n t(1-t)}, 0 \leq t \leq 1 \), and the
fluctuations around the curve in an appropriate scaling is given by the Airy
process $\mathcal{A}(\tau)$ [33]. Especially near the peak location it is known that (see e.g. [27],[1])

$$2n^{1/6} \left( X_n \left( \frac{1}{2} + \frac{2\tau}{n^{1/3}} \right) - \sqrt{n} \right) \to \mathcal{A}(\tau) - \tau^2$$

(17)
in the sense of finite distribution. By symmetry, $-X_1$ has the same fluctuations. It is reasonable to expect that the fluctuations of the top path and the bottom path become independent near $t = \frac{1}{2}$ as $n \to \infty$. Therefore, it is natural to conjecture that

$$2n^{1/6}(W_n - 2\sqrt{n}) \Rightarrow \max_{\tau \in \mathbb{R}} \left( \mathcal{A}^{(1)}(\tau) + \mathcal{A}^{(2)}(\tau) - 2\tau^2 \right)$$

(18)

where $\mathcal{A}^{(1)}$ and $\mathcal{A}^{(2)}$ are two independent copies of Airy processes. Combining (18) and (16), we expect the following interesting identity:

$$2^{-1/3} \cdot \max_{\tau \in \mathbb{R}} \left( \mathcal{A}^{(1)}(\tau) + \mathcal{A}^{(2)}(\tau) - 2\tau^2 \right) = \chi_{\text{GUE}},$$

(19)

where $\chi_{\text{GUE}}$ is the GUE Tracy-Widom random variable. Indeed we have the following identity:

**Theorem 1.3.** Let $\mathcal{A}^{(1)}$ and $\mathcal{A}^{(2)}$ be two independent copies of Airy processes. Then for any positive constants $\alpha$ and $\beta$,

$$(\alpha+\beta)^{-1/3} \cdot \max_{\tau \in \mathbb{R}} \left( \alpha^{1/3} \mathcal{A}^{(1)}(\alpha^{-2/3}\tau) + \beta^{1/3} \mathcal{A}^{(2)}(\beta^{-2/3}\tau) - (\alpha^{-1} + \beta^{-1})\tau^2 \right) = \chi_{\text{GUE}}.$$  

(20)

It may be possible to establish (18) using the results obtained in [14], and therefore prove this theorem using (16). However, we do not follow this approach and instead give an independent proof of Theorem 1.3. The proof is obtained by considering the point-to-point directed last passage time of a solvable directed last passage percolation model in two different ways. This indirect proof is analogous to the proof of Johansson [27] for the identity

$$2^{2/3} \cdot \max_{\tau \in \mathbb{R}} (\mathcal{A}(\tau) - \tau^2) = \chi_{\text{GOE}},$$

(21)

where $\chi_{\text{GOE}}$ stands for the GOE Tracy-Widom random variable. Indeed (20) follows easily from the estimates already established in [27]. The proof is given in Section 5. Considering other versions of directed last passage percolation models, one can also obtain other identities involving Airy processes and Brownian motions. See [15].

A direct proof of (21) was recently obtained in [16]. This paper also obtained a Fredholm determinant formula for $\mathbb{P}(\mathcal{A}(\tau) \leq g(\tau), \tau \in [-L,L])$ for general non-random functions $g$. It is an interesting question to generalize this approach to random functions $g$ and use it to give a direct proof of (20).
Organization of paper

This paper is organized as follows. In Section 2 we prove Theorem 1.1 and its Hankel version. The proof of Corollary 1.1 is also given in this section. The results on the width of non-intersecting Brownian processes, Proposition 1.1 and Theorem 1.2, are presented in Section 3. The analogous results for symmetric simple random walks in both continuous-time and discrete-time are in Section 4. Finally, the proof of Theorem 1.3 is given in Section 5.
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2 Discrete Toeplitz and Hankel determinants

In this section we prove Theorem 1.1 and its Hankel version. At the end we prove Corollary 1.1.

Proof of Theorem 1.1. From the Cauchy’s integral formula,

$$\sum_{z \in \mathcal{D}} z^{-j+k} f(z) = \int_{\Sigma_{\text{out}} \cup (-\Sigma_{\text{in}})} z^{-j+k} f(z) \frac{z\gamma'(z)}{\gamma(z)} \frac{dz}{2\pi iz}. \quad (22)$$

Inserting this into the definition of the discrete Toeplitz determinant and performing simple row and column operations, we find that

$$\frac{1}{\kappa_0^2 \cdots \kappa_{n-1}^2} \det \left[ \int_{\Sigma_{\text{out}} \cup (-\Sigma_{\text{in}})} p_j(\bar{z}^{-1}) p_k(z) f(z) \frac{z\gamma'(z)}{\gamma(z)} \frac{dz}{2\pi iz} \right]_{j,k=0}^{n-1}. \quad (23)$$

Note that \( \kappa_j \) are positive by definition. Now from the general theory of orthogonal polynomials, \( \frac{1}{\kappa_0^2 \cdots \kappa_{n-1}^2} \) is precisely the continuous Toeplitz determinant \( T_n(f) \). The orthonormality conditions of \( p_k \) are \( \delta_{jk} = \int_{|z|=1} p_j(z) p_k(z) f(z) \frac{dz}{2\pi iz} \). Using the fact that \( z = \bar{z}^{-1} \) on the circle and using the analyticity of \( f \), these conditions imply that \( \delta_{jk} = \int_{\Sigma_{\text{out}}} p_j(\bar{z}^{-1}) p_k(z) f(z) \frac{dz}{2\pi iz} \). Using this the determinant in (23) can be written as

$$\det \left[ \delta_{jk} + \int_{\Sigma_{\text{out}} \cup \Sigma_{\text{in}}} p_j(\bar{z}^{-1}) p_k(z) f(z) v(z) \frac{dz}{2\pi iz} \right]_{j,k=0}^{n-1}, \quad (24)$$

with \( v \) defined in (7). Now the theorem follows by applying the general identity \( \det(1 + AB) = \det(1 + BA) \) and using the Christoffel-Darboux formula. □
Remark 2.1. Theorem 1.1 can be slightly generalized as follows. Let \( b(z) \) be a non-trivial analytic function in a neighborhood of \( \Sigma \) such that \( b(z) \geq 0 \) for \( z \in \Sigma \) and let \( p_k \) be the orthonormal polynomials with respect to the measure \( f(z)b(z)dz \) on the circle. Then

\[
T_n(f, D) = T_n(fb) \det (1 + K)_{L^2(\Sigma_{in} \cup \Sigma_{out}, \frac{dz}{2\pi i z})}
\]

with

\[
v(z) = \begin{cases} 
\frac{-z\gamma(z)}{2\pi i \gamma(z)}, & z \in \Sigma_{in}, \\
\frac{z\gamma(z)}{2\pi i \gamma(z)} - b(z), & z \in \Sigma_{out}.
\end{cases}
\]

The proof is essentially same.

The Hankel version is as follows. The proof is almost same as that of Theorem 1.1 and we do not present it. Assume:

(a) Let \( D \) be a (either finite or infinite) discrete subset of \( \mathbb{R} \) with no accumulating points.

(b) Let \( f(x) \geq 0 \) be a non-trivial function on \( \mathbb{R} \) which is analytic in a neighborhood \( \Omega = \{ z = x + iy : x \in \mathbb{R}, |y| < \delta \} \) of \( \mathbb{R} \) for some \( \delta > 0 \). We also assume that the discrete Hankel determinant \( H_n(f, D) \) is well defined.

(c) Let \( b(z) \) be a non-trivial analytic function in \( \Omega \) such that \( b(x) \geq 0 \) for \( x \in \mathbb{R} \) and \( |z|^k|f(z)b(z)| \to 0 \) as \( |z| \to \infty \) in \( \Omega \) for every \( k \geq 0 \).

(d) Let \( \gamma(z) \) be an analytic function in \( \Omega \) such that \( \gamma(x) \) vanishes exactly on \( D \), all the roots are simple, and \( |z|^k\frac{f(z)\gamma(z)}{\gamma'(z)} \to 0 \) as \( z \in \Omega, |\text{Re}(z)| \to \infty \) for all \( k \geq 0 \).

Let \( p_k(x) \) be the (continuous) orthonormal polynomials with respect to the weight \( f(x)b(x) \) on \( \mathbb{R} \). Let \( \kappa_k \) denote the leading coefficient of \( p_k(x) \). Set the Christoffel-Darboux kernel

\[
K_{CD}(z, w) = \frac{\kappa_{n-1}p_n(z)p_{n-1}(w) - p_{n-1}(z)p_n(w)}{z - w},
\]

Theorem 2.1. Assuming (a)–(d) above, we have

\[
H_n(f, D) = H_n(fb) \det (1 + K)_{L^2(C_+ \cup C_-, dz)}
\]

where \( K \) is the integral operator with kernel

\[
K(z, w) = K_{CD}(z, w)\sqrt{f(z)f(w)}v(z)v(w)
\]

where \( C_\pm = \mathbb{R} \pm i\delta/2 \), oriented from left to right, and

\[
v(z) = \begin{cases} 
\frac{-\gamma'(z)}{2\pi i \gamma(z)} - \frac{b(z)}{z}, & z \in C_+;
\end{cases}
\]

\[
\begin{cases} 
\frac{\gamma'(z)}{2\pi i \gamma(z)} - \frac{b(z)}{z}, & z \in C_-. 
\end{cases}
\]
We now prove Corollary 1.1.

Proof of Corollary 1.1. Let \( \epsilon > 0 \) be small enough so that \( f(z) \) is analytic in the annulus \( 1 - 2\epsilon < |z| < 1 + 2\epsilon \). We now apply Theorem 1.1 where we take \( \Sigma_{\text{in}} \) and \( \Sigma_{\text{out}} \) as the circles of radii \( 1 - \epsilon \) and \( 1 + \epsilon \) respectively. Using the fact that the Fredholm determinant is invariant under conjugations, it is enough to prove that

\[
|\frac{z}{w}|^{n/2}K(z, w) = O(e^{-c(m-n)})
\]

uniformly for \( z, w \in \Sigma_{\text{in}} \cup \Sigma_{\text{out}} \), for some constant \( c > 0 \).

The asymptotics of orthonormal polynomials with respect to a fixed measure of form \( f(z) \frac{dz}{2\pi z} \) on the unit circle are well known (see, for example, [35]). When \( f \) is positive and analytic on the circle, an explicit asymptotic expansion of \( p_n(z) \) as \( n \to \infty \) for all complex \( z \) can be found in [32]. These results imply that for a given \( \epsilon > 0 \), there is a constant \( C > 0 \) such that

\[
p_n(z), p_n'(z) = \begin{cases} 
  z^n O(e^{-Cn}), & |z| \geq 1 + \epsilon, \\
  O(e^{-Cn}), & |z| \leq 1 - \epsilon,
\end{cases}
\]

uniformly. Since \( p_n(z) = z^n p_n(1/z) \), the above estimates also hold with \( p_n(z) \) replaced by \( p_n'(z) \). Inserting these into (6), we find that \( |(z/w)^{n/2}K_{\text{cont}}(z, w)| \) is

\[
\begin{cases} 
(1 - \epsilon)^{-n}(1 + O(e^{-2Cn})), & |z| = |w| = 1 - \epsilon, \\
(1 + \epsilon)^n(1 + O(e^{2Cn})), & |z| = |w| = 1 + \epsilon, \\
\left(\frac{1 + \epsilon}{1 - \epsilon}\right)^{n/2}(1 + O(e^{-2Cn})), & |z| = 1 \mp \epsilon, |w| = 1 \pm \epsilon.
\end{cases}
\]

On the other hand, from the formula (9), it is easy to check that

\[
|v(z)| \leq \begin{cases} 
  2(1 - \epsilon)^m, & |z| = 1 - \epsilon, \\
  2(1 + \epsilon)^{-m}, & |z| = 1 + \epsilon,
\end{cases}
\]

for all large enough \( m \). Inserting (33) and (34) into (5), we obtain (31). This completes the proof.

\[\square\]

3 Non-intersecting Brownian bridges

3.1 Hankel determinant formula

We prove Proposition 1.1.

Let \( D_n := \{x_0 < x_1 < \cdots < x_{n-1}\} \subset \mathbb{R}^n \). Fix \( \alpha = (\alpha_0, \cdots, \alpha_{n-1}) \in D_n \) and \( \beta = (\beta_0, \cdots, \beta_{n-1}) \in D_n \). Let \( X(t) = (X_0(t), X_1(t), \cdots, X_{n-1}(t)) \) be \( n \) independent standard Brownian motions. We denote the conditional probability that \( X(0) = \alpha \) and \( X(1) = \beta \) by \( \mathbb{P}_{\alpha, \beta} \). Let \( \mathcal{N}_0 \) be the event that \( X(t) \in D_n \) for
Lemma 3.1. The probability $\mathbb{P}_{a,\beta}(\mathcal{N}_1)$ equals

$$
\frac{1}{\prod_{j=0}^{n-1} p(\alpha_j - \beta_j)} \sum_{h_j \in \mathbb{Z}} \det [p(\alpha_j - \beta_k + h_k M)]_{j,k=0}^{n-1}.
$$

Proof. For $\beta = (\beta_0, \ldots, \beta_{n-1}) \in D(M)$, let $L_M(\beta)$ be the set of all $n$-tuples $(\beta'_0 + h_0 M, \ldots, \beta'_{n-1} + h_{n-1} M)$ where $(\beta'_0, \ldots, \beta'_{n-1})$ is a re-arrangement of $(\beta_0, \ldots, \beta_{n-1})$ and $h_0, \ldots, h_{n-1}$ are $n$ integers of which the sum is 0. The key property of $L_M(\beta)$ is that $L_M(\beta) \cap D_n(M) = \{\beta\}$. Indeed note that since $\beta \in D_n(M)$, we have $|\beta'_i - \beta'_j| < M$ for all $i,j$. Thus if $(\beta'_0 + h_0 M, \ldots, \beta'_{n-1} + h_{n-1} M) \in D_n(M)$, then we have $h_0 \leq \cdots \leq h_{n-1} \leq h_0 + 1$. Since $h_0 + \cdots + h_{n-1} = 0$, this implies that $h_0 = \cdots = h_{n-1} = 0$. This implies that $\beta'_j = \beta_j$ for $j$ and $L_M(\beta) \cap D_n(M) = \{\beta\}$.

Now we consider $n$ independent standard Brownian motions $X(t)$, $0 \leq t \leq 1$, satisfying $X(0) = \alpha$ and $X(1) \in L_M(\beta)$. Then one of the following two events happens:

(a) $X(t) \in D_n(M)$ for all $t \in [0,1]$. In this case, $X(1) = \beta$.

(b) There exists a smallest time $t_{\min}$ such that $X(t_{\min})$ is on the boundary of the chamber $D_n(M)$. Then almost surely one of the following two events happens: (b1) a unique pair of two neighboring Brownian motions intersect each other at time $t_{\min}$, (b2) $X_{n-1}(t_{\min}) - X_0(t_{\min}) = M$. By exchanging the two corresponding Brownian motions after time $t_{\min}$ in the case (b1), or replacing $X_0(t), X_{n-1}(t)$ by $X_{n-1}(t) - M, X_0(t) + M$ respectively after time $t_{\min}$ in the case (b2), we obtain two new Brownian motions. Define $X^*(t)$ be the these two new Brownian motions together with the other $n-2$ Brownian motions. Then clearly, $X^*(1) \in L_M(\beta)$. It is easy to see that $(X^*)^*(t) = X(t)$ and hence this defines an involution on the event (b) almost surely. By expanding the determinant in the sum in (35) and applying the involution, we find that that this sum equals the probability that $X(t)$ is from $\alpha$ to $\beta$ such that $X(t)$ stays in $D_n(M)$. Hence Lemma 3.1 follows.

Define the generating function

$$
g(x, \theta) := \sum_{h \in \mathbb{Z}} p(x + h M)e^{i M \theta h}.
$$
It is direct to check that the sum in (35) equals \( \frac{M}{\pi} \int_0^{2\pi} \det [g(\alpha_j - \beta_k, \theta)]_{j,k=0}^{n-1} d\theta. \)

Thus, we find that

\[
\frac{\mathbb{P}_{\alpha,\beta}(\mathcal{N}_1)}{\mathbb{P}_{\alpha,\beta}(\mathcal{N}_0)} = \frac{M}{2\pi} \int_0^{2\pi} \det [g(\alpha_j - \beta_k, \theta)]_{j,k=0}^{n-1} d\theta \]

\[
\det [p(\alpha_j - \beta_k)]_{j,k=0}^{n-1}
\]

By taking the limit \( \alpha, \beta \to 0 \), we obtain:

**Lemma 3.2.** We have

\[
\mathbb{P}(W_n < M) = \int_0^{1} \left( \frac{\sqrt{2\pi}}{M^{\sqrt{n}}} \right)^n \sum_{x \in \mathcal{D}^n_\alpha} \Delta(x)^2 \prod_{j=0}^{n-1} e^{-\pi x_j^2} ds,
\]

where \( \mathcal{D}_\alpha := \left\{ \frac{\sqrt{2\pi}}{M^{\sqrt{n}}} (m-s) : m \in \mathbb{Z} \right\} \subset \mathbb{R} \) and \( \Delta(x) \) denotes the Vandermonde determinant of \( x = (x_0, \ldots, x_{n-1}) \).

**Proof.** We insert \( p(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} \) into (36) and then use the Poisson summation formula to obtain

\[
g(x, \theta) = \frac{1}{M} \sum_{h \in \mathbb{Z}} e^{-\frac{1}{2}(\frac{2\pi h}{\sqrt{n}} - \theta)^2 + i\pi \frac{2\pi h}{\sqrt{n}} - \theta}. \quad (39)
\]

Using the Andreif’s formula [3], \( \det [g(\alpha_j - \beta_k, \theta)]_{j,k=0}^{n-1} \) equals

\[
\frac{1}{n! M^n} \sum_{h \in \mathbb{Z}^n} \det \left[ e^{i \alpha_j \left( \frac{2\pi h}{\sqrt{n}} - \theta \right)} \right]_{j,k=0}^{n-1} \det \left[ e^{-i \beta_j \left( \frac{2\pi h}{\sqrt{n}} - \theta \right)} \right]_{j,k=0}^{n-1} \prod_{j=0}^{n-1} e^{-\frac{1}{2} \left( \frac{2\pi h_j}{\sqrt{n}} - \theta \right)^2}. \quad (40)
\]

Since \( \det [e^{xy}]_{j,k=0}^{n-1} = c \Delta(x) \Delta(y) (1 + O(y)) \) with \( c = \prod_{j=0}^{n-1} \frac{1}{\beta_j} \) as \( y \to 0 \) for each \( x \), we find that

\[
\lim_{\alpha, \beta \to 0} \frac{\det [g(\alpha_j - \beta_k, \theta)]_{j,k=0}^{n-1}}{c^2 \Delta(\alpha) \Delta(\beta)} = \frac{(2\pi/M)^{n(n-1)}}{n! M^n} \sum_{h \in \mathbb{Z}^n} \Delta(h)^2 \prod_{j=0}^{n-1} e^{-\frac{1}{2} \left( \frac{2\pi h_j}{\sqrt{n}} - \theta \right)^2}. \quad (41)
\]

On the other hand, using \( p(x) = \frac{1}{2\pi} \int_\mathbb{R} e^{-\frac{1}{2} y^2 + ixy} dy, \)

\[
\lim_{\alpha, \beta \to 0} \frac{\det [p(\alpha_j - \beta_k)]_{j,k=0}^{n-1}}{c^2 \Delta(\alpha) \Delta(\beta)} = \frac{1}{(2\pi)^n n!} \int_{h \in \mathbb{R}^n} \Delta(h)^2 \prod_{j=0}^{n-1} e^{-\frac{1}{2} h_j^2} dh_j. \quad (42)
\]

Inserting (41) and (42) into (37), we obtain (38) after appropriate changes of variables.

Proposition 1.1 follows from Lemma 3.2 immediately.
3.2 Proof of Theorem 1.2

We apply Theorem 2.1 to Proposition 1.1. Set

\[ d = d_{M,n} := \frac{M \sqrt{n}}{\sqrt{2\pi}} \]  

(43)

Noting that \( d^{-n}H_n(F, D_s) = H_n(d^{-1}F, D_s) \), we set

\[ f(z) = d^{-1}e^{-nz^2}, \quad b(z) = d, \quad \gamma(z) = \sin(\pi(dz + s)) \]

(44)

in Theorem 2.1. Then \( v(z) = v_s(z)d \), where

\[ v_s(z) := \begin{cases} 
-\cos(\pi(dz + s)) & z \in C_+, \\
\frac{1}{2} & z \in C_-, 
\end{cases} \]

(45)

Then from Theorem 2.1,

\[ P_s(M) = \det (1 + K_s)_{L^2(C_+ \cup C_-, dz)} \]  

(47)

where

\[ K_s(z, w) = \frac{\kappa_n - 1}{\kappa_n} \frac{p_n(z)p_{n-1}(w) - p_n(z)p_{n-1}(w)}{z - w} \]  

(46)

We set (see (16))

\[ M = 2\sqrt{n} + 2^{-2/3}n^{-1/6}x, \]

(49)

where \( x \in \mathbb{R} \) is fixed.

The asymptotic of \( P_s(M) \) is obtained in two steps. The first step is to find the asymptotics of the orthonormal polynomials for \( z \) in complex plane. The second step is to insert them into the formula of \( K_s \) and then to prove the convergence of an appropriately scaled operator in trace class. It turns out that the most important information is the asymptotics of the orthonormal polynomials for \( z \) close to \( z = 0 \) with order \( n^{-1/3} \). Such asymptotics can be obtained from the method of steepest-descent applied to the integral representation of Hermite polynomials. However, here we proceed using the Riemann-Hilbert method as a way of illustration since the orthonormal polynomials for the other two non-intersecting processes to be discussed in the next section are not classical and hence lack the integral representation.

For the weight \( e^{-nx^2} \), the details of the asymptotic analysis of the Riemann-Hilbert problem can be found in [19] and [17]. Let \( Y(z) \) be the (unique) \( 2 \times 2 \)
matrix which (a) is analytic in \( \mathbb{C}\setminus \mathbb{R} \), (b) satisfies \( Y_+(z) = Y_-(z) (1 + O(z^{-1})) \) for \( z \in \mathbb{R} \), and (c) \( Y(z) = (1 + O(z^{-1}))(z^n 0^{-n}) \) as \( z \to \infty \). It is well-known ([21]) that

\[
K_{CD}(z, w) = \frac{Y_{11}(z) Y_{21}(w) - Y_{21}(z) Y_{11}(w)}{-2\pi i (z - w)}.
\] (50)

Let

\[
g(z) := \frac{1}{\pi} \int_{-\sqrt{2}}^{\sqrt{2}} \log(z - s) \sqrt{2 - s^2} ds
\] (51)

be the so-called \( g \)-function. Here \( \log \) denotes the the principal branch of the logarithm. It can be checked that \( -g_+(z) - g_-(z) + z^2 \) is a constant independent of \( z \in (-\sqrt{2}, \sqrt{2}) \). Set \( \ell \) to be this constant:

\[
l := -g_+(z) - g_-(z) + z^2, \quad z \in (-\sqrt{2}, \sqrt{2}).
\] (52)

Set

\[
m_\infty(z) := \left( \frac{e^{\frac{z}{2} - 1}}{e^{\frac{z}{2}} - 1} \right), \quad \beta(z) := \left( \frac{z - \sqrt{2}}{z + \sqrt{2}} \right)^{1/4},
\] (53)

where the function \( \beta(z) \) is defined to be analytic in \( \mathbb{C}\setminus [-\sqrt{2}, \sqrt{2}] \) and to satisfy \( \beta(z) \to 1 \) as \( z \to \infty \). Then the asymptotic results from the Riemann-Hilbert analysis is given in Theorem 7.171 in [17]:

\[
Y(z) = e^{-\frac{\sqrt{2}}{2} \beta z}(1 + Er(n, z)) m_\infty(z) e^{\frac{\sqrt{2}}{2} \beta z} e^{\alpha_3 \beta z}, \quad z \in \mathbb{C}\setminus \mathbb{R},
\] (54)

where the error term \( Er(n, z) \) satisfies (see the remark after theorem 7.171) \( \sup_{|\text{Im} z| > \eta} |Er(n, z)| \leq \frac{C(n)}{n^4} \) for a positive constant \( C(\eta) \), for each \( \eta > 0 \). An inspection of the proof shows that the same analysis yields the following estimate. The proof is basically the same and we do not repeat.

**Lemma 3.3.** Let \( \eta > 0 \). There exists a constant \( C(\eta) > 0 \) such that for each \( 0 < \alpha < 1 \),

\[
\sup_{z \in D_n} |Er(n, z)| \leq \frac{C(\eta)}{n^{1-\alpha}},
\] (55)

where \( D_n := \{ z : |\text{Im} z| > \frac{\eta}{n}, |z \pm \sqrt{2}| > \eta \} \).

We now insert (54) into (50), and find the asymptotics of \( K \). Before we do so, we first note that the contours \( C_+ \) and \( C_- \) in the formula of \( P_\alpha(M) \) can be deformed thanks to the Cauchy’s theorem. We choose the contours as follows, and we call them \( C_1 \) and \( C_2 \) respectively. Let \( C_1 \) be an infinite simple contour in the upper half-plane of shape shown in Figure 1 satisfying

\[
\text{dist}(\mathbb{R}, C_1) = O(n^{-1/3}), \quad \text{dist}(\pm \sqrt{2}, C_1) = O(1).
\] (56)

Set \( C_2 = \overline{C_1} \). Later we will make a more specific choice of the contours. Then
Figure 1: $C_1 = C_{1,\text{out}} \cup C_{1,\text{in}}, \ C_2 = C_{2,\text{out}} \cup C_{2,\text{in}}$

from Lemma 3.3, $E(r, z) = O(n^{-2/3})$ for $z \in C_1 \cup C_2$. Also since $\beta(z) = O(1)$, $\beta(z)^{-1} = O(1)$, and $\arg(\beta(z)) \in (-\frac{\pi}{4}, \frac{\pi}{4})$ for $z \in C_1 \cup C_2$, we have $\frac{\beta - \beta^{-1}}{\beta + \beta^{-1}} = O(1)$ for $z \in C_1 \cup C_2$. Thus, we find from (54) that

$$Y_{11}(z) = e^{ng(z)}\frac{\beta(z) + \beta(z)^{-1}}{2}(1 + O(n^{-2/3}))$$

(57)

and

$$Y_{21}(z) = e^{ng(z) + nl}\left(O(n^{-2/3}) + \frac{\beta(z) - \beta(z)^{-1}}{-2i}(1 + O(n^{-2/3}))\right)$$

(58)

for $z \in C_1 \cup C_2$. On the other hand, from the definition (45) of $v_s$ and the choice of $C_1$ there exists a positive constant $c$ such that

$$v_s(z) = \begin{cases} 
e^{2i\alpha(z)}(1 + O(e^{-cn^{1/6}})), & z \in C_1, \\
ne^{-2i\alpha(z)}(1 + O(e^{-cn^{1/6}})), & z \in C_2, \end{cases}$$

(59)

where $\alpha(z) = \pi(dz + s) = \frac{M\sqrt{2}}{\sqrt{n}}z + s\pi$ is defined earlier. Therefore, we find that

for $z, w \in C_1 \cup C_2$,

$$K_s(z, w) = \frac{f_1(z)f_2(w) - f_2(z)f_1(w)}{-2\pi i(z - w)}e^{n\phi(z) + n\phi(w)},$$

(60)

where

$$\phi(z) = \begin{cases} g(z) - \frac{1}{2}z^2 + \frac{1}{2}i + \frac{iM}{\sqrt{2n}}z, & \text{Im}(z) > 0, \\
g(z) - \frac{1}{2}z^2 + \frac{1}{2}i - \frac{iM}{\sqrt{2n}}z, & \text{Im}(z) < 0, \end{cases}$$

(61)

and $f_1, f_2$ are both analytic in $\mathbb{C}\setminus\mathbb{R}$ and satisfy

$$f_1(z) = \begin{cases} e^{is\pi}\frac{\beta(z) + \beta(z)^{-1}}{2}(1 + O(n^{-2/3})), & z \in C_1, \\
e^{-is\pi}\frac{\beta(z) + \beta(z)^{-1}}{2}(1 + O(n^{-2/3})), & z \in C_2, \end{cases}$$

(62)
\[
\begin{align*}
\phi(z) = \left\{ 
\begin{array}{ll}
e^{i\pi} \left( O(n^{-2/3}) + \frac{\beta(z) \gamma(z)}{2} (1 + O(n^{-2/3})) \right), & z \in C_1, \\
e^{-i\pi} \left( O(n^{-2/3}) + \frac{\beta(z) \gamma(z)}{2} (1 + O(n^{-2/3})) \right), & z \in C_2.
\end{array}
\right.
\end{align*}
\]

Note that \( f_1(z) \), \( f_2(z) \), and their derivatives are bounded on \( C_1 \cup C_2 \).

So far we only used the fact that the contours \( C_1 \) and \( C_2 \) satisfy the conditions (56). Now we make a more specific choice of the contours as follows (see Figure 1). For a small fixed \( \epsilon > 0 \) to be chosen in Lemma 3.4, set

\[
\Sigma = \{ u + iv : -\epsilon \leq u \leq \epsilon, v = n^{-1/3} + |u|/\sqrt{3} \}. \tag{64}
\]

Define \( C_{1,\text{in}} \) to be the part of \( \Sigma \) such that \( |u| \leq n^{-1/4} \):

\[
C_{1,\text{in}} = \{ u + iv : -n^{-1/4} \leq u \leq n^{-1/4}, v = n^{-1/3} + |u|/\sqrt{3} \}. \tag{65}
\]

Define \( C_{1,\text{out}} \) be the union of \( \Sigma \setminus C_{1,\text{in}} \) and the horizontal line segments \( u + iv \), \( |u| \geq \epsilon \) where \( v_0 \) is the maximal imaginary value of \( \Sigma \) given by \( v_0 = n^{-1/3} + \epsilon/\sqrt{3} \). Set \( C_1 = C_{1,\text{in}} \cup C_{1,\text{out}} \). Define \( C_2 = \overline{C_1} \). It is clear from the definition that the contours satisfy the conditions (56).

Recall that (see (49)) \( M = 2\sqrt{n} + 2^{-2/3}n^{-1/6}x \) where \( x \in \mathbb{R} \) is fixed. We have

**Lemma 3.4.** There exist \( \epsilon > 0 \), \( n_0 \in \mathbb{N} \), and positive constants \( c_1 \) and \( c_2 \) such that with the definition (64) of \( \Sigma \) with this \( \epsilon \), \( \phi(z) \) defined in (61) satisfies

\[
\begin{align*}
\text{Re } \phi(z) &\leq c_1 n^{-1}, & z &\in C_{1,\text{in}} \cup C_{2,\text{in}}, \\
\text{Re } \phi(z) &\leq -c_2 n^{-3/4}, & z &\in C_{1,\text{out}} \cup C_{2,\text{out}},
\end{align*}
\]

for all \( n \geq n_0 \).

**Proof.** From the properties of \( g(z) \) and \( l \), it is easy to show that \( g(z) - \frac{1}{2}z^2 + \frac{1}{4}l = \int_z^{\sqrt{z}} \sqrt{s^2 - 2ds} \) for \( z \in \mathbb{C} \setminus (-\infty, \sqrt{2}] \) (see e.g. (7.60) [17]). Thus,

\[
\phi(z) = \int_z^{\sqrt{z}} \sqrt{s^2 - 2ds} \pm \frac{iM}{\sqrt{2n}} z, \quad z \in \mathbb{C}_\pm. \tag{67}
\]

This implies that for \( \phi_\pm(u) \) is purely imaginary for \( z = u \in (-\sqrt{2}, \sqrt{2}] \) where \( \phi_\pm \) denotes the boundary values from \( \mathbb{C}_\pm \) respectively. Hence for \( u \in (-\sqrt{2}, \sqrt{2}] \) and \( v > 0 \), \( \text{Re } \phi(u + iv) = \text{Re } (\phi(u + iv) - \phi_+(u)) \). For \( u^2 + v^2 \) small enough and \( v > 0 \), using the Taylor’s series about \( s = 0 \) and also (49), we have

\[
\begin{align*}
\text{Re } \phi(u + iv) &= -\text{Re } \left( \int_u^{u+iv} \sqrt{s^2 - 2ds} \right) - \frac{Mv}{\sqrt{2n}} \\
&= -\frac{1}{2}\text{Im } \left( \int_u^{u+iv} (s^2 + O(s^4))ds \right) - \frac{x}{27/6n^{2/3}v}. \tag{68}
\end{align*}
\]
The integral involving \( O(s^4) \) is \( O(|u^2 + v^2|^{5/2}) \). On the other hand,

\[
-\frac{1}{2^{3/2}} \text{Im} \left( \int_u^{u+iv} s^2 ds \right) - \frac{xv}{2^{7/6}u^{2/3}} = -\frac{1}{2^{2/3}} (3u^2v - v^3) - \frac{xv}{2^{1/2}u^{2/3}}.
\]

(69)

For \( z = u + iv \) such that \( v = n^{-1/3} + |u|/\sqrt{3} \) (see (64)), (69) equals

\[
n^{-1} \left( -\frac{2^{7/3}}{3^{2/3}} t^3 - \frac{2^{1/3}}{3} t^2 + \frac{(2^{1/2} - 2)}{2^{7/6}3^{1/2}} t + \frac{1}{2^{1/2}} \right) (2^{1/2} - 3x)
\]

by setting \( t = |u|n^{1/3} \). The polynomial in \( t \) is cubic and is of form \( f(t) = -a_1t^3 - a_2t^2 + a_3t + a_4 \) where \( a_1, a_2 > 0 \) and \( a_3, a_4 \in \mathbb{R} \). It is easy to check that this function is concave down for positive \( t \). Hence

(i) \( \sup_{t \geq 0} f(t) \) is bounded above and

(ii) there are \( c > 0 \) and \( t_0 > 0 \) such that \( f(t) \leq -ct^3 \) for \( t > t_0 \).

Note that for \( z \in C_{1,\text{in}}, t \in [0, n^{1/12}] \). Using (i), we find that (70) is bounded above by a constant time \( n^{-1} \) for uniformly in \( z \in C_{1,\text{in}} \). Since the integral involving \( O(s^4) \) in (68) is \( O(n^{-5/4}) \) when \( z \in C_{1,\text{in}} \), we find that there is a constant \( c_1 > 0 \) such that \( \text{Re} \phi(z) \leq c_1 n^{-1} \) for \( z \in C_{1,\text{in}} \).

Now, for \( z = u + iv \) such that \( v = n^{-1/3} + |u|/\sqrt{3} \) and \( |u| \geq n^{-1/4} \), we have \( t = |u|n^{1/3} \geq n^{1/12} \) and hence from (ii), (70) is bounded above by \(-ct^3n^{-1} = -c|u|^3 \) for all large enough \( n \). On the other hand, for such \( z \), the integral involving \( O(s^4) \) in (68) is \( O(|z|^3) = O(|u|^3) \). Hence \( \text{Re} \phi(z) \leq -c|u|^3 + O(|u|^5) \) for such \( z \). Now if we take \( \epsilon > 0 \) small enough, then there is \( c_2 > 0 \) such that \( \text{Re} \phi(z) \leq -c_2|u|^3 \) for \( |u| \leq \epsilon \). Combining this, we find that there exist \( \epsilon > 0, n_0 \in \mathbb{N} \), and \( c_2 > 0 \) such that for \( \Sigma \) with this \( \epsilon \), we have \( \text{Re} \phi(z) \leq -c_2|u|^3 \) for \( z = u + iv \in \Sigma \setminus C_{1,\text{in}} \). Since \( |u| \geq n^{-1/4} \) for such \( z \), we find \( \text{Re} \phi(z) \leq -c_2 n^{-3/4} \) for \( z \in \Sigma \setminus C_{1,\text{in}} \).

We now fix \( \epsilon \) as above and consider the horizontal part of \( C_{1,\text{out}} \). Note that from (67), for fixed \( v_0 > 0 \),

\[
\frac{\partial}{\partial u} \text{Re} \phi(u + iv_0) = \text{Re} \phi'(u + iv_0) = -\text{Re} \sqrt{(u + iv_0)^2 - 2}.
\]

(71)

It is straightforward to check that this is \(< 0 \) for \( u > 0 \) and \( > 0 \) for \( u < 0 \). Hence the value of \( \text{Re} \phi(z) \) for \( z \) on the horizontal part of \( C_{1,\text{out}} \) is the largest at the end which are the intersection points of the horizontal segments and \( \Sigma \). Since \( \text{Re} \phi(z) \leq -c_2 n^{-3/4} \) for \( z \in \Sigma \setminus C_{1,\text{in}} \), we find that the same bound holds for all \( z \) on the horizontal segments of \( C_{1,\text{out}} \). Therefore, we obtain \( \text{Re} \phi(z) \leq -c_2 n^{-3/4} \) for all \( z \in C_{1,\text{out}} \).

The estimates on \( C_2 \) follows from the estimates on \( C_1 \) due to the symmetry of \( \phi \) about the real axis.
Inserting the estimates in Lemma 3.4 to the formula (60) and using the fact that \(f_j(z), j = 1, 2\), and their derivatives are bounded on \(C_1 \cup C_2\) (see (62) and (63)), we find that

\[
K_s(z, w) \leq O(e^{-c_2n^{1/4}}), \quad \text{if one of } z \text{ or } w \text{ is in } C_{1, \text{out}} \cup C_{2, \text{out}}. \tag{72}
\]

We now analyze the kernel \(K_s(z, w)\) when \(z, w \in C_{1, \text{in}} \cup C_{2, \text{in}}\). We first scale the kernel. Set

\[
\hat{K}_s(\xi, \eta) := 2\pi i \cdot i^{1/6} n^{-1/3} K_s(i^{1/6} n^{-1/3} \xi, i^{1/6} n^{-1/3} \eta). \tag{73}
\]

We also set

\[
\Sigma_1^{(n)} := \left\{ u + iv : u = 2^{-1/6} + 3^{-1/2} |v|, -2^{-1/6} n^{1/12} \leq v \leq 2^{-1/6} n^{1/12} \right\}. \tag{74}
\]

This contour is oriented from top to bottom. Note that if \(\zeta \in \Sigma_1^{(n)}\), then

\[
z = i^{1/6} n^{-1/3} \zeta \in C_{1, \text{in}}. \tag{75}
\]

We also set \(\Sigma_2^{(n)} = \{-\zeta : \zeta \in \Sigma_1^{(n)}\}\) with the orientation from top to bottom. Then

\[
det(1 + K_s)_{L^2(C_{1, \text{in}} \cup C_{2, \text{in}}, d\zeta)} = det(1 + \hat{K}_s)_{L^2(\Sigma_1^{(n)} \cup \Sigma_2^{(n)}, \frac{d\zeta}{|\zeta|})}. \tag{76}
\]

From (67),

\[
\phi(z) = \left\{ \begin{array}{ll}
\pm \pi i + \left( \frac{M-2\sqrt{n}}{M-2\sqrt{n}} \right) i z + 2^{-3/2} 3^{-1} i \zeta^3 + O(\zeta^5), & z \in C_{1, \text{in}}, \\
-\pi i - \left( \frac{M-2\sqrt{n}}{M-2\sqrt{n}} \right) i z - 2^{-3/2} 3^{-1} i \zeta^3 + O(\zeta^5), & z \in C_{2, \text{in}}.
\end{array} \right. \tag{77}
\]

This implies that, using (49) and \(|z| = O(n^{-1/4})\) for \(z \in C_{1, \text{in}} \cup C_{2, \text{in}}\),

\[
n\phi(i^{1/6} n^{-1/3} \zeta) = \left\{ \begin{array}{ll}
\frac{\pi i}{2} + m_x(\zeta) + O(n^{-1/4}), & \zeta \in \Sigma_1^{(n)}, \\
-\frac{\pi i}{2} - m_x(\zeta) + O(n^{-1/4}), & \zeta \in \Sigma_2^{(n)},
\end{array} \right. \tag{78}
\]

where

\[
m_x(\zeta) := -\frac{1}{2} \pi \zeta + \frac{1}{6} \zeta^3, \quad \zeta \in \mathbb{C}. \tag{79}
\]

It is also easy to check from the definition (53) that

\[
\beta(i^{1/6} n^{-1/3} \zeta) = \left\{ \begin{array}{ll}
e^{i\frac{\pi}{6}} \left( 1 - i 2^{-\frac{1}{3}} n^{-\frac{1}{3}} \zeta + O(n^{-\frac{1}{3}}) \right), & \zeta \in \Sigma_1^{(n)}, \\
e^{-i\frac{\pi}{6}} \left( 1 - i 2^{-\frac{1}{3}} n^{-\frac{1}{3}} \zeta + O(n^{-\frac{1}{3}}) \right), & \zeta \in \Sigma_2^{(n)}.
\end{array} \right. \tag{80}
\]

Using these we now evaluate (73). Set

\[
z = i^{1/6} n^{-1/3} \xi, \quad w = i^{1/6} n^{-1/3} \eta. \tag{81}
\]
We consider two cases separately: (a) \( z, w \in C_{1, \text{in}} \) or \( z, w \in C_{2, \text{in}} \), and (b) \( z \in C_{1, \text{in}}, w \in C_{2, \text{in}} \), or \( z \in C_{2, \text{in}}, w \in C_{1, \text{in}} \). From (80),
\[
\frac{\beta(z) - \beta(w)}{z - w} = O(1) \quad \text{for case (a)},
\]
and
\[
\frac{\beta(z) - \beta(w)}{z - w} = \pm n^{1/3} 2^{5/6} \sin \frac{\pi}{2} \left( 1 + O(n^{-1/3}) \right) \quad \text{for case (b)}. \tag{83}
\]
Here the sign is + when \( z \in C_{1, \text{in}}, w \in C_{2, \text{in}} \) and – when \( z \in C_{2, \text{in}}, w \in C_{1, \text{in}} \). We also note that using (80), for \( z \in C_{1, \text{in}} \cup C_{2, \text{in}} \) the asymptotic formula (63) can be expressed as
\[
f_2(z) = \begin{cases} 
    e^{i \pi} \frac{\beta(z) - \beta(w)}{z - w} \left( 1 + O(n^{-5/12}) \right), & z \in C_{1, \text{in}}, \\
    e^{-i \pi} \frac{\beta(z) - \beta(w)}{z - w} \left( 1 + O(n^{-5/12}) \right), & z \in C_{2, \text{in}}.
\end{cases}
\]  
\tag{84}
Thus, (62), (80), and (83), implies that for case (b),
\[
\frac{f_1(z)f_2(w) - f_1(z)f_2(w)}{-2 \pi i (z - w)} = - \left( \beta(z)^{-1} + \beta(w)^{-1} \right) \frac{\beta(z) - \beta(w)}{4 \pi (z - w)} \left( 1 + O(n^{-5/12}) \right)
\]
\[
= \mp n^{1/3} \cos \left( \frac{\pi}{2} \right) \sin \left( \frac{\pi}{2} \right) \left( 1 + O(n^{-1/3}) \right).
\]  
\tag{85}
Inserting this and (77) into (60) (recall (73)), we find that
\[
\tilde{K}_s(\xi, \eta) = \pm \frac{e^{\pm (m_s(\xi) - m_s(\eta))}}{\xi - \eta} \left( 1 + O(n^{-1/3}) \right),
\]  
\tag{86}
for case (b). A similar calculation using (82) instead of (83) implies that \( \tilde{K}_s(\xi, \eta) = O(n^{-1/3}) \) for case (a).

The above calculations imply that \( \tilde{K}_s \) converges to the operator given by the leading term in (87) or 0 depending on whether \( \xi \) and \( \eta \) are on different limiting contours or on the same limiting contours. From this structure, we find that \( \tilde{K}_s \) converges to \( \begin{pmatrix} 0 & K_{12}^{(\infty)} \\ K_{12}^{(\infty)} & 0 \end{pmatrix} \) on \( L^2(\Sigma_1^{(\infty)}), \frac{d\xi}{2\pi i} \) \( \oplus \) \( L^2(\Sigma_2^{(\infty)}), \frac{d\xi}{2\pi i} \) in the sense of pointwise limit of the kernel where
\[
K_{12}^{(\infty)}(\xi, \eta) = \frac{e^{m_s(\xi) - m_s(\eta)}}{\xi - \eta}, \quad K_{21}^{(\infty)}(\xi, \eta) = -\frac{e^{-m_s(\xi) - m_s(\eta)}}{\xi - \eta},
\]  
\tag{87}
and \( \Sigma_1^{(\infty)} \) is a simple contour from \( e^{i \pi / 3}\infty \) to \( e^{-i \pi / 3}\infty \) staying in the right half plane, and \( \Sigma_2^{(\infty)} = -\Sigma_1^{(\infty)} \) from \( e^{3i \pi / 3}\infty \) to \( e^{-2i \pi / 3}\infty \). Note that the limiting kernel does not depend on \( s \).
In order to ensure that the Fredholm determinant also converges to the Fredholm determinant of the limiting operator, we need additional estimates for the derivatives to establish the convergence in trace norm. It is not difficult to check that the formal derivatives of the limiting operators indeed yields the correct limits of the derivatives of the kernel. We do not provide the details of these estimates since the arguments are similar and the calculation follows the standard argument. Then we obtain

$$
\lim_{n \to \infty} \det (1 + K_n) \bigg|_{L^2(\Sigma_1^{(n)} \cup \Sigma_2^{(n)} \frac{d\eta}{2\pi})} = \det (1 - K_2^{(\infty)}) \bigg|_{L^2(\Sigma_1^{(\infty)} \frac{d\eta}{2\pi})}, \tag{88}
$$

where \( K_2^{(\infty)} = K^{(\infty)}_{12} K^{(\infty)}_{21} \) of which the kernel is

$$
K^{(\infty)}(\xi, \eta) := e^{m_2(\xi) + m_3(\eta)} \int_{\Sigma_2^{(\infty)}} \frac{e^{-2m_3(\zeta)}}{(\xi - \zeta)(\eta - \zeta)} \frac{d\zeta}{2\pi i}. \tag{89}
$$

The determinant \( \det(1 - K_2^{(\infty)}) \) equals the Fredholm determinant of the Airy operator. Indeed, this determinant is a conjugated version of the determinant in the paper [38] on ASEP. If we call the operator in (33) of [38] \( L_s(\eta, \eta') \), then \( K^{(\infty)}(\xi, \eta) = e^{m_2(\xi)} L_s(\xi, \eta) e^{-m_3(\eta)}. \) It was shown in page 175 in [38] that \( \det(1 + L_s) = \det(1 - \hat{K}_{Airy})_{(s, \infty)} = F(s). \)

Now, since \( \lim_{n \to \infty} P_s(M) = \lim_{n \to \infty} \det(1 + K)_{L^2(C_+ \cup C_-)} \) by (72), (76) and (88) implies that \( P_s(2\sqrt{n} + 2^{-2} n^{-1/6} x) \to F(x) \) for all \( s \). All the estimates are uniform in \( s \in [0, 1] \) and we obtain \( P( W_n < 2\sqrt{n} + 2^{-2} n^{-1/6} x ) = \int_0^1 P_s(M) ds \to F(x). \) This proves Theorem 1.2.

### 4 Symmetric simple random walks

#### 4.1 Continuous-time symmetric simple random walks

Let \( Y(t) \) be a continuous-time symmetric simple random walk. This can also be thought of as the difference of two independent rate 1/2 Poisson processes. The transition probability is given by \( p_t(x, y) = p_t(y - x) \) where

$$
p_t(k) = e^{-t} \sum_{n \in \mathbb{Z}} \frac{(t/2)^{2n+k}}{n!(n+k)!}, \quad k \in \mathbb{Z}. \tag{90}
$$

where \( \frac{1}{t^2} := 0 \) for \( k < 0 \) by definition. Let \( Y_i(t) \) be independent copies of \( Y \) and set \( X_i(t) = Y_i(t) + i, i = 0, 1, 2, \cdots, n-1. \) Also set \( X(t) := (X_0(t), X_1(t), \cdots, X_{n-1}(t)). \) Then \( X(0) = (0, 1, \cdots, n-1) \). We condition on the event that (a) \( X(T) = X(0) \) and (b) \( X_0(t) < X_1(t) < \cdots < X_{n-1}(t) \) for all \( t \in [0, T] \). See, for example, [2]. We use the notation \( \mathbb{P} \) to denote this conditional probability.
Define the ‘width’ as
\[ W_n(T) = \sup_{t \in [0, T]} (X_{n-1}(t) - X_1(t)). \] (91)

The analogue of Proposition 1.1 is the following. The proof is given at the end of this section.

**Proposition 4.1.** For non-intersecting continuous-time symmetric simple random walks,
\[ P(W_n(T) < M) = \frac{1}{T_n(f)} \oint_{|s|=1} T_n(f, D_s) \frac{ds}{2\pi i s}, \quad f(z) = e^{T(2z+1)} , \] (92)
and \( D_s = \{ z \in \mathbb{C} : z^M = s \} \).

The limit theorem is:

**Theorem 4.1.** For each \( x \in \mathbb{R} \),
\[ \lim_{\min\{n,T\} \to \infty} P \left( \frac{W_n(T) - \mu(n, T)}{\sigma(n, T)} \leq x \right) = F(x) \] (93)
where
\[ \mu(n, T) := \begin{cases} \sqrt{nT}, & n < T, \\ n + T, & n \geq T, \end{cases} \] (94)
and
\[ \sigma(n, T) := \begin{cases} 2^{-2/3}T^{1/3}(\sqrt{T} + \sqrt{T^2 + \pi})^{1/3}, & n < T, \\ 2^{-1/3}T^{1/3}, & n \geq T. \end{cases} \] (95)

Note that due to the initial condition and the fact that at most one of \( X_j \)'s moves with probability 1 at any given time, if \( X_i \) is to move downward at time \( t \), it is necessary that \( X_0, \ldots, X_{i-1} \) should have moved downward at least once during the time interval \([0, t]\). Thus, if \( T \) is small compared to \( n \), then only a few bottom walkers can move downward (and similarly, only a few top walkers can move upward), and hence the middle walkers are ‘frozen’ (See Figure 2). On the other hand, if \( T \) is large compared to \( n \), then there is no frozen region. The above result shows that the transition occurs when \( T = n \) at which point the scalings (94) and (95) change.

Using Theorem 1.1, Theorem 4.1 can be obtained following the similar analysis as in Section 3.2 once we have the asymptotics of the (continuous) orthonormal polynomials with respect to the measure \( e^{T(2z+1)} \frac{dz}{2\pi i z} \) on the unit circle. The asymptotics of these particular orthonormal polynomials were studied in [6] and [5] using the Deift-Zhou steepest-descent analysis of Riemann-Hilbert problems. In order to be able to control the operator (5), the estimates on
the error terms in the asymptotics need to be improved. It is not difficult to achieve such estimates by keeping track of the error terms more carefully in the analysis of [6] and [5]. We do not provide any details. Instead we only comment that the difference of the scalings for $n < T$ and $n > T$ is natural from the Riemann-Hilbert analysis of the orthonormal polynomials. If we consider the orthonormal polynomial of degree $n$, $p_n(z)$, with weight $e^{\frac{T}{2}(z + z^{-1})}$, the support of the equilibrium measure changes from the full circle when $\frac{n}{T} > 1$ to an arc when $\frac{n}{T} < 1$. The “gap” in the support starts to appear at the point $z = -1$ when $n = T$ and grows as $\frac{n}{T}$ decreases. This results in different asymptotic formulas of the orthonormal polynomials in two different regimes of parameters. However, we point out that the main contribution to the kernel (5) turns out to come from the other point on the circle, namely $z = 1$.

For technical reasons, the Riemann-Hilbert analysis is done separately for the following four overlapping regimes of the parameters: (I) $n \geq T + C_1 T^{1/3}$, (II) $T - C_2 T^{1/3} \leq n \leq T + C_3 T^{1/3}$, (III) $c_1 T \leq n \leq T - C_4 T^{1/3}$, (IV) $n \leq c_2 T$ where $0 < c_k < 1$ and $C_k > 0$.

Here we only indicate how the leading order calculation leads to the GUE Tracy-Widom distribution for the case (I). We take

$$M = n + T + 2^{-1/3}T^{1/3}x.$$  \hfill (96)

Let $p_n(z)$ be the orthonormal polynomial and $\kappa_n$ be its leading coefficient. For case (I), the Riemann-Hilbert analysis implies that

$$\kappa_n^{-1} p_n(z) \approx \begin{cases} z^n e^{-\frac{T}{2}z} z^{-1}, & |z| > 1, \\ o(e^{-\frac{T}{2}z}), & |z| < 1, \end{cases}$$  \hfill (97)

and

$$\kappa_n p_n^*(z) \approx \begin{cases} o(z^n e^{-\frac{T}{2}z} z^{-1}), & |z| > 1, \\ e^{-\frac{T}{2}z}, & |z| < 1. \end{cases}$$  \hfill (98)
Here these asymptotics can be made uniform for $|z - 1| \geq O(T^{-1/3})$. In the
below, we always assume that $z$ and $w$ satisfy this condition even if we do
not state it explicitly. The above estimates imply that the leading order of
$z^{n/2}K_{cont}(z, w)w^{-n/2}$, where $K_{cont}$ is defined in (6), becomes
\begin{align}
  z^{n/2}K_{cont}(z, w)w^{-n/2} \approx \begin{cases} 
    z^{n/2}e^{n/2(z^{-1} + w)}w^{-n/2}, & |z| > 1, |w| < 1, \\
    -z^{-n/2}e^{n/2(z^{-1}w + w^{1/3})}w^{n/2}, & |z| < 1, |w| > 1.
  \end{cases} \tag{99}
\end{align}

The kernel is of smaller order than the above when $|z| < 1, |w| < 1$ or $|z| > 1, |w| > 1$. Since $D = D_s = \{z \in \mathbb{C} : z^M = s\}$, we choose $\gamma(z) = z^M - s$ and
\begin{align}
v(z) := \begin{cases} 
  z^s \approx sz^{-M}, & |z| > 1, \\
  \frac{z^w}{z - z^{1/3}} \approx \frac{1}{s}z^M, & |z| < 1.
  \end{cases} \tag{100}
\end{align}

Here again the approximation is uniform for $|z - 1| \geq O(T^{-1/3})$. Hence inserting
$f(z) = e^{2z(z + z^{-1})}$, we find that the leading order term of (5) is
\begin{align}
  z^{n/2}K(z, w)w^{-n/2} \approx \pm e^{2z(z^{-1} - \phi(z) - \phi(w))} = z^{-n/2}e^{2(z^{-1} - \phi(z) - \phi(w))}, \\
  \phi(z) := \frac{T}{4}(z - z^{-1}) - \frac{M - n}{2} \log z
\end{align}
where the sign is $+$ is when $|z| > 1, |w| < 1$ and is $-$ when $|z| < 1, |w| > 1$. Using (96), we note that
\begin{align}
  \phi(z) = -\frac{T^{1/3}}{24/3}x(z - 1) + \frac{T}{12}(z - 1)^3 + O(T^{1/3}(z - 1)^2) + O(T(z - 1)^4). \tag{102}
\end{align}

Hence for $\zeta = O(1)$,
\begin{align}
  \phi(1 + \frac{2^{1/3}}{T^{1/3}}\zeta) = -\frac{1}{2}x\zeta + \frac{1}{6}c^3 + O(T^{-1/3}). \tag{103}
\end{align}

After the scaling $z = 1 + \frac{2^{1/3}}{T^{1/3}}\zeta$ and $w = 1 + \frac{2^{1/3}}{T^{1/3}}\eta$, (101) converges to the
leading term of (87), except for the overall sign change which is due to the reverse orientation of the contour. Thus we end up with the same limit (88) which is $F(x)$.

**Proof of Proposition 4.1.** Similarly to Lemma 3.1 we apply the Karlin-McGregor argument in the chamber $\{x_0 < x_1 < \cdots < x_{n-1} < x_0 + M\}$ and obtain that
\begin{align}
  \mathbb{P}(W_n(T) < M) = \sum_{h_j \in \mathbb{Z}, h_0 + h_1 + \cdots + h_{n-1} = 0} \frac{\det [p_T(x_j - y_k + h_k M)]_{j,k=0}^{n-1}}{\det [p_T(x_j - y_k)]_{j,k=0}^{n-1}}.
\end{align}

Note that numerator equals
\begin{align}
  \int_{|h| = 1} \det \left[ \sum_{h \in \mathbb{Z}} p_T(x_j - y_k + h M) s^h \right]_{j,k=0}^{n-1} \frac{ds}{2\pi i s}. \tag{104}
\end{align}
Since (90) can be written as

\[ p_T(x) = e^{-T} \int_{|z|=1} \frac{z^{-x}e^{\frac{T}{2}(z+z^{-1})}}{2\pi iz} \, dz \]  

we find that

\[ \sum_{h \in \mathbb{Z}} p_T(x + hM)s^h = \frac{e^{-TM}}{M} \sum_{z^M=s} z^{-x}e^{\frac{T}{2}(z+z^{-1})}. \]

Proposition 4.1 follows immediately. \[ \square \]

**Remark 4.1.** If we were to evaluate the ratio \( T_n(f, D_m) \) directly instead of using the Fredholm determinant formula, we need to find the asymptotic expansion of the log of the determinants to the order \( o(1) \) including the constant term. This is relatively easy to obtain for \( T_n(f) \) when \( \frac{T}{n} < 1 \): the Szegő limit theorem essentially applies with an exponentially decaying error term. However, when \( \frac{T}{n} > 1 \), this calculation is cumbersome and complicated [6], and the asymptotic expansions had not been obtained to the desired order. Especially, the determination of the constant term in the asymptotic expansion would require some sophisticated analysis (see e.g. [18, 5]). The difficulty is due to the following fact that the orthogonal polynomials only give the asymptotics of the ratio \( T_k(f)/T_{k-1}(f) \), whose error terms are of exponential type when \( \frac{T}{n} < 1 \) but are of polynomial type when \( \frac{T}{n} > 1 \). This technicality is also directly related to the difficulty in obtaining the precise asymptotic in the lower tail regime for the length of the longest increasing subsequences or other directed last passage percolation models [6, 7]. For \( f \) above, it turns out that the discrete Toeplitz determinant \( T_n(f, D_m) \) essentially factors into two parts asymptotically, one of which is same as the asymptotic of the continuous Toeplitz determinant [8]. The formula (4) is precisely of the form that this cancellation is already taken into account. By this reason, we could evaluate the limit of \( \frac{T_n(f, D_m)}{T_n(f)} \) for certain \( m \) even if we do not have the asymptotic formula of each determinant to the order \( o(1) \). We note that the asymptotic evaluation of the Fredholm determinant may become difficult for other choices of \( m \), especially for those which correspond to the so-called ‘saturated region’ conditions for the discrete orthogonal polynomials.

4.2 Discrete-time symmetric simple random walks

Let \( X_0(k), \ldots, X_{n-1}(k), k = 0, 1, \ldots, n-1 \), be independent discrete-time symmetric simple random walks. Set \( X(k) := (X_0(k), X_1(k), \ldots, X_{n-1}(k)) \). We take the initial condition as

\[ X(0) = (0, 2, \cdots, 2n-2). \]  

(108)
and consider the process conditional of the event that (a) $X(2T) = X(0)$ and (b) $X_0(k) < X_1(k) < \cdots < X_{n-1}(k)$ for all $k = 0, 1, \cdots, 2T$. The non-intersecting discrete-time simple random walks can also be interpreted as random tiling of a hexagon and were studied in many papers. See, for example, [13, 26, 9, 11]. The notation $P$ denotes this conditional probability. Define the width $W_n(2T) := \max_{k=0,1,\cdots,2T} (X_{n-1}(k) - X_0(k))$ as before.

**Proposition 4.2.** For non-intersecting discrete-time symmetric simple random walks,

$$P(W_n(2T) < 2M) = \frac{1}{T_n(f)} \int_{|s|=1} T_n(f, \mathcal{D}_s) \frac{ds}{2\pi i s}, \quad f(z) = z^{-T}(1+z)^{2T},$$

and $\mathcal{D}_s = \{z \in \mathbb{C} : z^M = s\}$.

The fluctuations are again given by $F$. Note that $2n \leq W_n(2T) \leq 2n + 2T$ for all $n$ and $T$.

**Theorem 4.2.** Fix $\gamma > 0$ and $0 < \beta < 2$. Then for $n = \lceil \gamma T^\beta \rceil$,

$$\lim_{T \to \infty} P\left(\frac{W_n(2T) - 2\sqrt{n^2 + 2nT}}{(n^2 + 2nT)^{-\frac{\beta}{2} T^\frac{\beta}{2}}} \leq x\right) = F(x).$$

for each $x \in \mathbb{R}$.

Note that the parameter $(n^2 + 2nT)^{-\frac{\beta}{2} T^\frac{\beta}{2}} \to \infty$ as $T \to \infty$ when $\beta < 2$. This parameter is $O(1)$ when $\beta = 2$. Indeed one can show that when $\beta > 2$,

$$\lim_{T \to \infty} P(W_n(2T) = 2n + 2T) = 1.$$  \(111\)

The proofs of the proposition and the theorem are similar to those for the continuous-time symmetric simple random walks and we omit them.

### 5 Proof of Theorem 1.3

In this section we give a proof of Theorem 1.3. The proof is based on the results on a solvable directed last passage percolation model and is similar to the proof of the identity (21) by Johansson [27].

By symmetry we may assume $\alpha \leq \beta$. Let $w(i,j), (i,j) \in \mathbb{N}^2$, be independent random variables with geometric distribution, $P(w(i,j) = k) = (1-q)q^k, k = 0, 1, 2, \cdots$. Define the random variable (point-to-point directed last passage time)

$$G(M, N) = \max_{\pi} \left(\sum_{(i,j) \in \pi} w(i,j)\right).$$  \(112\)
where the maximum is taken over all possible up/right paths from $(1,1)$ to $(M,N)$. The limiting fluctuations of $G(M,N)$ are known to be $F$ in [25] as $M$ and $N$ tend to infinite with a finite ratio. In particular, when $M = N = (\alpha + \beta)n$,

$$
\lim_{n \to \infty} P \left( \frac{G((\alpha + \beta)n, (\alpha + \beta)n) - \mu(\alpha + \beta)n}{\sigma(\alpha + \beta)^{1/3}n^{1/3}} \leq s \right) = F(s),
$$

where

$$
\mu = \frac{2\sqrt{q}}{1 - \sqrt{q}}, \quad \sigma = \frac{q^{1/6}(1 + \sqrt{q})^{1/3}}{1 - \sqrt{q}}.
$$

Consider the lattice points on the line connecting the points $(1,2\alpha n)$ and $(2\alpha n,1)$, i.e. $L := \{(\alpha n + u, \alpha n - u) : |u| < \alpha n\}$. An up/right path from $(1,1)$ to $((\alpha + \beta)n, (\alpha + \beta)n)$ passes through a point on $L$. Considering the up/right path from $(1,1)$ to a point on $L$ and the down/left path from $((\alpha + \beta)n, (\alpha + \beta)n)$ to the same point on $L$ (see Figure 3), we find that $G((\alpha + \beta)n, (\alpha + \beta)n)$ equals

$$
\max_{|u| < \alpha n} \left( G^{(1)}(\alpha n + u, \alpha n - u) + G^{(2)}(\beta n + u, \beta n - u) \right) + O(1),
$$

where $G^{(1)}$ and $G^{(2)}$ are two independent copies of $G$, and the error term $O(1)$ comes from the duplicate diagonal term $w(\alpha n + u, \alpha n - u)$.

![Figure 3: Intersection of an up/right path with $L$](image)

Consider $G^{(i)}(\alpha n + u, \alpha n - u)$ as a process in time $u$. For $u$ of order $n^{2/3}$, it was shown in [27] that the fluctuations of this process converge the Airy process in the functional convergence. More precisely, if we set

$$
H_n^{(1)}(\tau) := \frac{G^{(1)}(\alpha n + d^{-1}(\alpha n)^{2/3}\tau, \alpha n - d^{-1}(\alpha n)^{2/3}\tau) - \mu \alpha n}{\sigma(\alpha n)^{1/3}},
$$

and

$$
H_n^{(2)}(\tau) := \frac{G^{(2)}(\beta n + d^{-1}(\beta n)^{2/3}\tau, \beta n - d^{-1}(\beta n)^{2/3}\tau) - \mu \beta n}{\sigma(\beta n)^{1/3}},
$$

25
for $|\tau| < d(\alpha n)^{1/3}$, where $d := \sqrt[3]{q/(1 + \sqrt{q})}$, then $H_n^{(1)}(\tau)$ converges to the Airy process $A^{(1)}(\tau) - \tau^2$, $i = 1, 2$. (We note that there is a typographical error in the formula (1.8) in [27] where, in terms of our notations, $\sigma$ is changed to $\sqrt{1-q}$.) However, the correct formula of $\sigma$ is $\sqrt{1-q}$ as in (114) which is also same as in [25].) Since (115) implies that

$$\mathbb{P}\left( \frac{G(N,N) - \mu N}{\sigma N^{1/3}} \leq s \right)$$

$$= \mathbb{P}\left( \max_{|\tau| < d\alpha n^{1/3}} \left( \alpha^{1/3} H_n^{(1)}(\alpha^{-2/3} \tau) + \beta^{1/3} H_n^{(2)}(\beta^{-2/3} \tau) \right) \leq (\alpha + \beta)^{1/3} s \right) + O(N^{-1/3}),$$

(118)

we obtain Theorem 1.3 if we prove that

$$\lim_{n \to \infty} \mathbb{P}\left( \max_{|\tau| < d\alpha n^{1/3}} \left( \alpha^{1/3} H_n^{(1)}(\alpha^{-2/3} \tau) + \beta^{1/3} H_n^{(2)}(\beta^{-2/3} \tau) \right) \leq (\alpha + \beta)^{1/3} s \right)$$

$$= \mathbb{P}\left( \max_{\tau \in \mathbb{R}} \left( \alpha^{1/3} A^{(1)}(\alpha^{-2/3} \tau) + \beta^{1/3} A^{(2)}(\beta^{-2/3} \tau) - (\alpha^{-1} + \beta^{-1}) \tau^2 \right) \leq (\alpha + \beta)^{1/3} s \right).$$

(119)

In [27], a similar identity

$$\lim_{n \to \infty} \mathbb{P}\left( \max_{|\tau| < d\alpha n^{1/3}} H_n(\tau) \leq s \right) = \mathbb{P}\left( \max_{\tau \in \mathbb{R}} (A(\tau) - \tau^2) \leq s \right)$$

(120)

was proved as a part of the proof of (21). We proceed similarly and use the estimates obtained in [27].

Set

$$X_{n,T} := (\alpha + \beta)^{-1/3} \cdot \max_{|\tau| < T} \left( \alpha^{1/3} H_n^{(1)}(\alpha^{-2/3} \tau) + \beta^{1/3} H_n^{(2)}(\beta^{-2/3} \tau) \right)$$

(121)

and

$$Y_{n,T} := (\alpha + \beta)^{-1/3} \cdot \max_{|\tau| > T} \left( \alpha^{1/3} H_n^{(1)}(\alpha^{-2/3} \tau) + \beta^{1/3} H_n^{(2)}(\beta^{-2/3} \tau) \right).$$

(122)

Since

$$\mathbb{P}(X_{n,T} \leq s) \geq \mathbb{P}\left( \max_{|\tau| < d\alpha n^{1/3}} \left( \alpha^{1/3} H_n^{(1)}(\alpha^{-2/3} \tau) + \beta^{1/3} H_n^{(2)}(\beta^{-2/3} \tau) \right) \leq (\alpha + \beta)^{1/3} s \right)$$

$$\geq \mathbb{P}(X_{n,T} \leq s) - \mathbb{P}(Y_{n,T} > s)$$

(123)

for all large enough $n$ for each fixed $T$, (119) follows from the following three properties:
(a) For each $\epsilon > 0$, there are positive constants $T_0$ and $n_0$ such that $\Pr(Y_{n,T} > s) < \epsilon$ for all $T > T_0$ and $n > n_0$.

(b) For each fixed $T$, $\Pr(X_{n,T} \leq s) \to \Pr(A_T \leq s)$ as $n \to \infty$.

(c) Finally, $\Pr(A_T \leq s) \to \Pr(A_\infty \leq s)$ as $T \to \infty$.

Here
\[ A_T := (\alpha + \beta)^{-1/3} \max_{|\tau| \leq T} \left( \alpha^{1/3} A_1(\alpha^{-2/3} \tau) + \beta^{1/3} A_2(\beta^{-2/3} \tau) - (\alpha^{-1} + \beta^{-1}) \tau^2 \right) \]
\[ (124) \]
and $A_\infty$ is the same random variable with the maximum taken over $\tau \in \mathbb{R}$.

A functional limit theorem to the Airy process was proved in [27] (Theorem 1.2). This means that $H_i^{(n)}(\tau) \to A_i(\tau) - \tau^2$ at $n \to \infty$ in the sense of weak convergence of the probability measures on $C[-T, T]$ for each fixed $T$. Hence the property (b) follows a theorem on the convergence of product measures ([10], Theorem 3.2).

The property (c) follows from the monotone convergence theorem since $\{A_\infty \leq s\} = \cap_{T > 0} \{A_T \leq s\}$.

For the property (a), we use the estimates (5.19) and (5.20) in [27]: there are positive constants $C$ and $c$ such that
\[ \Pr\left( \max_{T < \tau \leq \log n} H_n^{(i)}(\alpha^{-2/3} \tau) > M \right) \]
\[ \leq \int_{\alpha^{-2/3}T-1}^{\infty} e^{-c(M + x^2)^{3/2}} dx + C \int_{\alpha^{-2/3}T-1}^{\infty} e^{-x^3} dx \]
\[ (125) \]
and
\[ \Pr\left( \max_{\tau \geq \log n} H_n^{(i)}(\alpha^{-2/3} \tau) > M \right) \leq Cne^{-c(log n)^3} \]
\[ (126) \]
for all $M$. Therefore, taking $M = \alpha^{-1/3}(\alpha + \beta)^{1/3}s/2$, for any $\epsilon > 0$, we have
\[ \Pr\left( (\alpha + \beta)^{-1/3} \max_{\tau \geq T} \alpha^{1/3} H_n^{(i)}(\alpha^{-2/3} \tau) > \frac{s}{2} \right) < \frac{\epsilon}{2} \]
\[ (127) \]
if $T, n$ are both large enough. This proves (a).
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