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Abstract

In [SS13] Sandier and Serfaty studied the one-dimensional Log-gas model, in particular they gave a crystallization result by showing that the one-dimensional lattice \( \mathbb{Z} \) is a minimizer for the so-called renormalized energy which they obtained as a limit of the \( N \)-particle Log-gas Hamiltonian for \( N \to \infty \). However, this minimizer is not unique among infinite point configurations (for example local perturbations of \( \mathbb{Z} \) leave the renormalized energy unchanged). In this paper, we establish that uniqueness holds at the level of (stationary) point processes, the only minimizer being given by averaging \( \mathbb{Z} \) over a choice of the origin in \([0, 1]\). This is proved by showing a quantitative estimate on the two-point correlation function of a process in terms of its renormalized energy.

1 Introduction and statement of the results

1.1 Introduction

The \( N \)-particle Log-gas Hamiltonian \( w_N \) is defined on \( \mathbb{R}^N \) by:

\[
 w_N(x_1, \ldots, x_N) = -\sum_{i \neq j} \log |x_i - x_j| + N \sum_{i=1}^{N} V(x_i).
\]

where \( V \) is a confining potential satisfying some growth conditions to be given later. The factor \( N \) before the second term in (1) corresponds to a mean-field scaling where both terms in the Hamiltonian (the interaction term \(-\sum_{i \neq j} \log |x_i - x_j| \) and the potential term \( N \sum_{i=1}^{N} V(x_i) \)) have the same order of magnitude \( N^2 \).

While \( w_N \) has an obvious physical interpretation as the energy of \( N \) charged particles \( x_1, \ldots, x_N \) living on the real line, interacting pairwise through a potential \( g(x, y) = -\log |x-y| \) (which is the Coulomb potential in two-dimensional physics) and subject to an external field \( V \), the Hamiltonian (1) also appears in random matrix theory as an exponential weight in the law of the eigenvalues of random Hermitian matrices (for a survey see [For10]). Minimizers of \( w_N \) are also called (\( N \)-points) “weighted Fekete sets” and arise in interpolation, cf. [ST97]. The “renormalized energy” \( W \) of Sandier-Serfaty (introduced in [SS12], see also [SS14] for the two-dimensional case, [RS13] for an alternative approach that allows to handle the higher...
dimensional case as well, and \cite{Ser14} for a pedagogical survey) is a way to make sense of the Hamiltonian \( w_N \) in the \( N \to \infty \) limit, by deriving an energy functional which allows to consider the energy of infinite point configurations, and which is the second-order \( \Gamma \)-limit of \( w_N \).

It is proven in \cite{SS13} that \( W \) is minimal at \( Z \) among infinite point configurations of density one, however this minimizer is not unique: in particular it was observed that local defects in the lattice, by the mean of arbitrary perturbations of \( Z \) on a compact set, form non-lattice configurations with the same minimal energy. In this paper we prove that the local defects essentially account for all the ground state degeneracy, by showing that there is no translation-invariant probability measure on point configurations having minimal energy in expectation, but the one associated to \( Z \) by averaging \( Z \) over translations in \([0,1]\). This uniqueness result is obtained as consequence of our main theorem, which gives a lower bound on the (mean) renormalized energy of a stationary point process in terms of the difference between its two-point correlation function and that of the stationary process associated to the one-dimensional lattice \( Z \).

### 1.2 Definition and properties of the renormalized energy

In this section, and in all the paper, we follow mainly the definitions and notation from \cite{SS13}. We have chosen to work here with the definition of the “renormalized energy” as given in \cite{SS13} or \cite{Sin13}. An alternative definition has been given in \cite{RS13} and extended for more general interactions in \cite{PS14}, for which our results would apply readily in the case of a logarithmic interaction. For more general interactions (when the logarithmic kernel is replaced by a two-body interaction of the type \( g(x,y) = \frac{1}{|x-y|^s} \) with \( 0 < s < 1 \)) the lattice \( Z \) is again expected to minimize the renormalized energy by a simple convexity argument (see \cite[Proposition 1.5.]{PS14}), and the type of quantitative bounds that we show can probably be extended to these interactions as well.

Let us start by recalling the definition of the renormalized energy. The renormalized energy (in the spirit of the “renormalized energy” of \cite{BBH94}) of an infinite configuration of points can be understood as a way of computing the electrostatic energy of those points, seen as interacting charged particles of charge \(+1\), together with an infinite negatively charged uniform background. In 1D, the renormalized energy is obtained by “embedding” the real line into the plane and computing the renormalized energy in the plane according to its two-dimensional definition of \cite{SS14}. In particular, the pairwise interaction \( g(x,y) = -\log|x-y| \) is not the Coulomb electrostatic interaction of one-dimensional physics, but a restriction on \( \mathbb{R} \subset \mathbb{R}^2 \) of the Coulomb two-dimensional interaction, hence the term “Log-gases”.

In what follows, \( \mathbb{R} \) will denote the set of real numbers but also the real line of the plane \( \mathbb{R}^2 \) i.e. points of the form \((x,0) \in \mathbb{R}^2 \). For the sake of clarity, we will denote points in \( \mathbb{R} \) by the letter \( x \) and points in the plane by \( z = (x,y) \). We denote by \( \delta_{\mathbb{R}} \) the measure of length on \( \mathbb{R} \) seen as embedded in \( \mathbb{R}^2 \), that is

\[
\int_{\mathbb{R}^2} \varphi \delta_{\mathbb{R}} = \int_{\mathbb{R}} \varphi(x,0) \, dx
\]

for any smooth compactly supported test function \( \varphi \) in \( \mathbb{R}^2 \).

The “admissible classes” \( A_m \) correspond to the electric fields generated by infinite configurations on the real line together with a background of uniform density \( m \):
Definition 1.1. Let $m \geq 0$. Let $E$ be a gradient vector field in $\mathbb{R}^2$. We say $E$ belongs to the admissible class $A_m$ if
\begin{equation}
\text{div} \ E = 2\pi(\nu - m\delta_R) \quad \text{in} \ \mathbb{R}^2
\end{equation}
where $\nu$ has the form $\nu = \sum_{x \in \Lambda} \delta_x$ for some discrete set $\Lambda \subset \mathbb{R} \subset \mathbb{R}^2$ (where $\delta_x$ denotes the Dirac mass at $x$), and $\frac{\nu(\mathbb{R} \setminus [-R, R])}{R}$ is bounded by a constant independent of $R > 1$.

We now turn to the central definition:

Definition 1.2 (Renormalized energy). Let $m$ be a nonnegative number. For any bounded function $\chi$ and any $E$ satisfying (2) we let
\begin{equation}
W(E, \chi) = \lim_{\eta \to 0} \left( \frac{1}{2} \int_{\mathbb{R}^2 \setminus \bigcup_{p \in \Lambda} B(p, \eta)} \chi |E|^2 + \pi \log \eta \sum_{p \in \Lambda} \chi(p) \right)
\end{equation}
and the renormalized energy $W$ is defined by
\begin{equation}
W(E) = \limsup_{R \to \infty} \frac{W(E, \chi_R)}{R},
\end{equation}
where $\{\chi_R\}_{R > 0}$ is a family of cut-off functions satisfying
\begin{align*}
|\nabla \chi_R| &\leq C, \quad \text{Supp}(\chi_R) \subset [-R/2, R/2] \times \mathbb{R}, \quad \chi_R(z) = 1 \text{ if } |z| < R/2 - 1,
\end{align*}
for some $C$ independent of $R$.

The various admissible classes $A_m$ ($m \in \mathbb{R}^+$) are related to each other by the following scaling relation: if $E$ belongs to $A_m$ then $E' := \frac{1}{m}E(\cdot / m)$ belongs to $A_1$ and
\begin{equation}
W(E) = m \left( W(E') - \pi \log m \right).
\end{equation}
Moreover, it is easy to see that the point configurations associated to $E$ and $E'$ coincide up to an homothety.

For reasons related to the physical interpretation of the Hamiltonian $w_N$, the gradient vector field $E$ is sometimes called the “electric field” associated to a configuration (seen as charged point particles). Starting from a discrete set of points $\Lambda \subset \mathbb{R} \subset \mathbb{R}^2$, there might be several gradient vector fields $E$ satisfying (2) with $\nu = \sum_{x \in \Lambda} \delta_x$: if $E$ is any such field (let us note that, due to the infinite setting, there might not be any) we can simply add to $E$ the gradient of any harmonic function on $\mathbb{R}^2$. In the two-dimensional case this is indeed an issue, but for one-dimensional Log-gases the following lemma shows that there is in fact a natural choice of the electric vector field $E$:

Lemma 1.3. [SS13, Lemma 1.7.] Let $E \in A_m$ be such that $W(E) < +\infty$. Then any other $E'$ satisfying $\text{div} \ E' = \text{div} \ E$ and $W(E') < +\infty$, is such that $E' = E$. In other words, $W$ only depends on the points.

By simple considerations similar to [SS14, Section 1.2] this makes $W$ a measurable function of the point configuration $\Lambda$ and with an abuse of notation we will write $W(\Lambda)$ as well as $W(E)$, where $E$ is the only admissible vector field of finite energy associated to $\Lambda$ (when it
exists. We will frequently use the following map to get from an electric field \( E \in \mathcal{A}_1 \) to its underlying point configuration:

\[
E \mapsto \frac{1}{2\pi} \text{div} E + \delta_\mathbb{R}.
\]

It is not difficult to show (for a proof see [SS14]) that an admissible gradient vector field is in \( L^q_{\text{loc}}(\mathbb{R}^2, \mathbb{R}^2) \) for \( q < 2 \). We endow the admissible classes \( \mathcal{A}_m \) with the Borel \( \sigma \)-algebra inherited from \( L^q_{\text{loc}}(\mathbb{R}^2, \mathbb{R}^2) \) for some \( q < 2 \).

**Definition 1.4.** Let \( m > 0 \). If \( P \) is a translation-invariant probability measure on \( \mathcal{A}_m \), we define

\[
\mathcal{W}(P) = \int W(E)dP(E).
\]

We say that such a probability measure is translation-invariant (or stationary) when \( P \) is invariant by (the push-forward of) the maps \( E \mapsto E(\cdot - \lambda) \) for any \( \lambda \in \mathbb{R} \).

Finally, when \( X \) is a measurable space, \( \mathcal{P}(X) \) will denote the space of probability measures on \( X \). If \( P \in \mathcal{P}(X) \) is a probability measure and \( f : X \to \mathbb{R} \) a measurable function, we denote by \( E_P[f] \) the expectation of \( f \) under \( P \).

### 1.3 Periodic case and minimization

When the configuration is assumed to have some periodicity, there is an explicit formula for \( W \) in terms of the points. The following lemma is proven in [BS13, Section 2.5.](#) (here we can reduce to the class \( \mathcal{A}_1 \) by scaling, as seen above in (5)).

**Lemma 1.5.** In the case \( m = 1 \) and when the set of points \( \Lambda \) is periodic with respect to some lattice \( NZ \), then it can be viewed as a set of \( N \) points \( a_1, \ldots, a_N \) over the torus \( T_N := \mathbb{R}/(NZ) \). In this case, by Lemma 1.3 there exists a unique \( E \) satisfying (2) and for which \( W(E) < +\infty \). It is periodic and equal to \( E_{\{a_i\}} = \nabla H \), where \( H \) is the solution on \( T_N \times \mathbb{R} \) to 

\[
-\Delta H = 2\pi \left( \sum_i \delta_{a_i} - \delta_\mathbb{R} \right),
\]

and we have the explicit formula:

\[
W(E_{\{a_i\}}) = -\frac{\pi}{N} \sum_{i \neq j} \log \left| 2 \sin \frac{\pi(a_i - a_j)}{N} \right| - \pi \log \frac{2\pi}{N}.
\]

Henceforth we will denote by \( W(Z) \) the energy of the periodic electric field associated to \( Z \) as above. In this periodic, one-dimensional setting, \( Z \) is shown to be the (unique) minimizer of \( W \) by a simple convexity argument. The key point of our proof is to make this argument quantitative in order to get a lower bound on \( W(E_{\{a_i\}}) \) in terms of the local defects with respect to the lattice configuration (this is Lemma 1.9).

A general argument of approximating any gradient vector field \( E \) of finite energy by periodic electric fields implies a minimization result for \( W \) on \( \mathcal{A}_m \), without any periodicity assumption. It is proven in [SS13, Theorem 2] that:

**Theorem** (crystallization in 1D). \( \min_{\mathcal{A}_m} W = -\pi m \log(2\pi m) \) and this minimum is achieved by the perfect lattice i.e. \( \Lambda = \frac{1}{m} \mathbb{Z} \).

Let us emphasize that as a consequence of the definition of \( W \) as a limit (4) over large intervals \( W \) does not feel compact perturbations of the points (as long as the configuration stays simple i.e. two points of \( \Lambda \) are always distinct) hence no uniqueness of the minimizer can be expected at the level of point configurations.
1.4 Point processes and correlation functions

In this paragraph we give some definitions about point processes (for a complete presentation see [DVJ03]).

Definition 1.6 (Point processes).

- Let $\mathcal{X}$ be the set of locally finite, simple point configurations on $\mathbb{R}$. If $B \subset \mathbb{R}$ is a Borel set, we let $N_B : \mathcal{X} \rightarrow \mathbb{N}$ be the map giving the number of points of a configuration that lie in $B$. The set $\mathcal{X}$ is endowed with the initial $\sigma$-algebra associated to the maps $\{N_B, B \text{ Borel}\}$.

- A point process is a probability measure on $\mathcal{X}$. The additive group $\mathbb{R}$ acts on $\mathcal{X}$ by translations $\{\theta_t\}_{t \in \mathbb{R}}$: if $C = \{x_i, i \in I\} \in \mathcal{X}$ we let $\theta_t \cdot C = \{x_i - t, i \in I\}$. It also acts on the set $\mathcal{P}(\mathcal{X})$ of point processes in the natural way, by pushing-forward $P \in \mathcal{P}(\mathcal{X})$ by the map $C \mapsto \theta_t \cdot C$ for each $t \in \mathbb{R}$.

- A point process is said to be translation-invariant (or stationary) when it is invariant by the action of $\mathbb{R}$.

- If $\Lambda \in \mathcal{X}$ is a periodic configuration of points on $\mathbb{R}$ with $\theta_L \cdot \Lambda = \Lambda$, we may associate to $C$ the following stationary point process:

\[
P_\Lambda := \frac{1}{L} \int_0^L \delta_{\theta_t \cdot \Lambda} dt.
\]

In particular, we will use the stationary processes associated to $\mathbb{Z}$ and its dilations $\frac{1}{m}\mathbb{Z}$ (for $m > 0$), which we denote by $P_{\mathbb{Z}}$, $P_{\frac{1}{m}\mathbb{Z}}$. We may abuse notation, relying on Lemma 1.3, and use the same notation for the stationary “electric” probability measure (concentrated on $A_m$ and of finite energy) corresponding to $\frac{1}{m}\mathbb{Z}$.

Definition 1.7 (Correlation functions). Let $P_\Lambda \in \mathcal{P}(\mathcal{X})$ be a point process. For $k \geq 1$ the $k$-point correlation function $\rho_{k,P_\Lambda}$ is a linear form on the vector space of measurable functions $\varphi_k : \mathbb{R}^k \rightarrow \mathbb{R}$, defined by:

\[
\rho_{k,P_\Lambda}(\varphi_k) = \mathbb{E}_{P_\Lambda} \left( \sum_{x_1, \ldots, x_k \in C}[x_i, x_j \text{ pairwise distinct}] \varphi_k(x_1, \ldots, x_k) \right).
\]

Strictly speaking, it is only defined on the subspace of functions $\varphi_k$ such that the map $C \mapsto \sum_{x_1, \ldots, x_k \in C}[x_i, x_j \text{ pairwise distinct}] \varphi_k(x_1, \ldots, x_k)$ is integrable against $dP_\Lambda$.

When the $k$-point correlation function exists as a distribution and can be identified with a measurable function, we will write $\int \rho_k \varphi_k$ instead of $\rho_k(\varphi_k)$. Heuristically, $\rho_1$ (also called the intensity of the point process) gives the density of the process at each point, while $\rho_2(x, y)$ gives the probability of having a point both at $x$ and $y$.

Remark 1.8. If $P$ is a translation-invariant (stationary) probability measure concentrated on the class of admissible electric fields $A_m$, the push-forward $P_\Lambda$ of $P$ by $E \mapsto \frac{1}{2\pi} \text{div } E + m\delta_\mathbb{R}$ is a stationary point process. Let us assume that $W(P)$ is finite. Then:
• The one-point correlation function may be identified as (testing against) the function \( \rho_{1,P_\Lambda} \equiv m \).

• The two-point correlation \( \rho_{2,P_\Lambda} \) is well-defined as a Radon measure on \( \mathbb{R}^2 \).

Physically speaking, this is because there must be approximately \( m \) points per unit volume in order to compensate (without overwhelming) the background charge \(-m\delta_\mathbb{R}\), so that the configuration is globally neutral (non-neutrality would generate too much energy). We will give a proof of Remark 1.8 in Section 2.1.

Henceforth, if \( \varphi \) is a compactly supported, continuous function on \( \mathbb{R}^2 \) and \( C \) a point configuration, we will denote by \( \langle \varphi, C \rangle \) the quantity

\[
\langle \varphi, C \rangle := \sum_{x \neq y \atop x, y \in C} \varphi(x, y)
\]

which is always a well-defined number since \( \varphi \) is compactly supported and \( C \in X \) is locally finite.

1.5 Statement of the results

We start by stating a quantitative version of the convexity argument on which the minimality of \( W(Z) \) as in [SS13, Proposition 4.3.] relies:

**Lemma 1.9.** Let \( a_1 < \cdots < a_N \) be any points in \([0, N]\) and \( E_{\{a_i\}} \) be the corresponding periodic vector field as in Lemma 1.3. Let \( u_{p,i} = a_{i+p} - a_i \) with the convention \( a_{N+1} = a_1 + N \) and let \( b_{p,i} = u_{p,i} - p \). Then, for some universal constant \( C \):

\[
W(E_{\{a_i\}}) - W(Z) \geq C \sum_{p=1}^{N/2} \frac{1}{N} \sum_{i=1}^{N} \min \left( \frac{b_{p,i}^2}{p^2}, 1 \right).
\]

The proof is given in Section 2.2. The quantity \( b_{p,i} \) in the right-hand side of (10) measures a local defect with respect to the lattice: the spacing error \( u_{p,i} - p \) between two \( p \)-th neighbours (in \( \mathbb{Z} \) two \( p \)-th neighbours are always at distance \( p \)).

We then state our main theorem and its consequence for the minimization problem. The theorem gives for any translation-invariant probability measure \( P \in \mathcal{P}(A_1) \) of finite energy a lower bound on \( W(P) - W(Z) \) in terms of the two-point correlation functions of the stationary point process associated to \( P \).

**Theorem 1.** Let \( P \) be a stationary probability measure concentrated on \( A_1 \) such that \( \overline{W}(P) \) is finite, let \( P_\Lambda \) be the push-forward of \( P \) by the map \( (\bar{a}) \) and \( \rho_{2,P_\Lambda} \) be the two-point correlation function of \( P_\Lambda \). Then for any \( T > 1 \) and any function \( \varphi \in C^1([-T, T]^2) \) we have

\[
\left| \int (\rho_{2,P_\Lambda} - \rho_{2,P_\bar{a}}) \varphi \right| \leq C_\varphi (\overline{W}(P) + C) \frac{1}{2} \left( \overline{W}(P) - W(Z) \right)^{\frac{1}{2}}
\]

with \( C_\varphi \) depending only on \( ||\varphi||_\infty, ||\nabla \varphi||_\infty \) and \( T \), and \( C \) a universal constant.

The proof is given in Section 2.4. The constant \( C_\varphi \) appearing in Theorem 1 can be made explicit and is seen to be of the type:

\[
C_\varphi = C(||\varphi||_\infty + ||\nabla \varphi||_\infty) T^\alpha
\]
for some power \( \alpha \) which could be tracked down if necessary, and where \( C \) is a universal constant.

An easy consequence of Theorem 1 is the following uniqueness result:

**Corollary 1.10.** For \( m > 0 \), the only minimizer of \( \hat{W} \) on the set of stationary probability measures concentrated on \( \mathcal{A}_m \) is \( P_{1/m, Z} \).

Theorem 1 also allows to track down the crystallization of the statistical mechanics model via the convergence (in distributional sense) of the two-point correlation functions of to \( \rho_{2, Z} \) when the inverse temperature \( \beta \to +\infty \), as stated in [SS13, Corollary 1.14.]. This was one of the main motivations for this paper. More precisely, it is shown in [SS13, Corollary 1.14.] that any limit point of the canonical Gibbs measure (after averaging over translations) associated to the one-dimensional Log-gas Hamiltonian [1] has its two-point correlation function close to \( \rho_{2, Z} \) with a bound becoming sharp as \( \beta \to \infty \).

### 1.6 Connection with the Log-gas Hamiltonian

Let us now briefly give a motivation for studying the renormalized energy and its minimization (for a thorough study we refer again to [SS14], [SS13], [RS13] and to the survey [Ser14]).

Starting again from \( w_N \), when the potential \( V \) in the definition (1) is lower semi-continuous and satisfies the growth assumption \( V(x) - 2\log |x| \to +\infty \) (when \( |x| \to +\infty \)), it is known that for any sequence \( \{x_N\}_N \) of minimizers of \( w_N \), the empirical measures \( \mu_N := \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} \) converge weakly as \( N \to +\infty \) to some measure \( \mu_0 \) on \( \mathbb{R} \), called the “equilibrium measure”.

We assume that the equilibrium measure \( \mu_0 \) has a compact support \( \Sigma \) which is a finite union of compact intervals, and is absolutely continuous with respect to the Lebesgue measure with a density \( m_0 \in L^\infty(\mathbb{R}) \). The result is in fact much stronger, since the convergence of the empirical measures to \( \mu_0 \) holds not only for minimizers but almost surely under the Gibbs measure associated to \( w_N \) at any finite temperature (see [BAG97], [HP00]). The renormalized energy appears as the Hamiltonian \( w_N \) at second order: there is an exact splitting formula

\[
 w_N(x_1, \ldots, x_N) = N^2 F(\mu_0) - N \log N + NF_N(\nu)
\]

where \( F(\mu_0) \) is a “first-order” potential energy associated to the equilibrium measure, and \( F_N \) is a function of the finite point configuration \( \sum_{i=1}^{N} \delta_{x_i} \). To any such finite point configuration we associate a probability measure \( P_{\nu_N} \) on \( \Sigma \times \mathcal{A} \) obtained by averaging over \( x \in \Sigma \) the electric field \( E_N \) associated to the finite configuration \( \nu_N = \sum_{i=1}^{N} \delta_{\nu x_i} \) (for finite configurations such a field always exists), translated by \( N x \):

\[
 P_{\nu_N} := \int_{\Sigma} \delta_{(x, E_N(Nx + \cdot))}.
\]

Let us emphasize that in this setting the scaling \( x_i \to x_i' = Nx_i \) is necessary: since we know that the empirical measures \( \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} \) typically converge to a compactly supported measure \( \mu_0 \) on \( \mathbb{R} \) it is relevant to scale the distances by \( N \) so that the spacing between two consecutive points becomes of order 1. If \( \{\nu_N\}_N \) is a sequence of finite point configurations such that \( \{F_N(\nu_N)\}_N \) is bounded then it is proven in [SS13, Theorem 3.] that up to extraction the sequence \( \{P_{\nu_N}\}_N \) converges to some admissible probability measure \( P \) (the definition of “admissible” is given below) and \( \liminf_{N \to +\infty} F_N(\nu_N) \geq \hat{W}(P) \). More precisely, the sequence of functionals \( \{F_N\}_N \) (for each \( N \) we can see \( F_N \) as a function of probability measures \( P \in \mathbb{R} \))
\( \mathcal{P}(\Sigma \times \mathcal{A}) \) which is infinite outside the image of the map \( \nu_N \mapsto P_{\nu_N} \) has \( \hat{W} \) for \( \Gamma \)-limit (see [Bra02]), which implies that the minimizers of \( F_N \) (hence of \( w_N \)) converge to minimizers of \( W \). This reduces the second-order study of the Hamiltonian \( w_N \) in the limit \( N \to \infty \) to the study of \( \hat{W} \) on admissible probabilities.

**Definition 1.11 (Admissible probabilities).** We say \( P \in \mathcal{P}(\Sigma \times \mathcal{A}) \) is admissible if

- The first marginal of \( P \) is the normalized Lebesgue measure on \( \Sigma \).
- It holds for \( P \)-a.e. \((x, E)\) that \( E \in \mathcal{A}_{m_0(x)} \).
- \( P \) is invariant by the maps \((x, E) \mapsto (x, E(\lambda + \cdot)) \) for all \( \lambda \in \mathbb{R} \) (this is a weaker assumption than the "\( T_\lambda(x) \)-invariance" of [SS13] but it is sufficient for our purpose).

When \( P \) is admissible, we denote by \( \hat{W} \) the expectation of \( W \) under \( P \):

\[
\hat{W}(P) = \frac{|\Sigma|}{\pi} \int W(E) \, dP(x, E).
\]

For Log-gases, Theorem 1 implies the following uniqueness result:

**Corollary 1.12.** The equilibrium measure \( \mu_0 \) and its density \( m_0 \) being fixed, the only minimizer of \( \hat{W} \) on the set of admissible probability measures is given by

\[
P_0 = \frac{dx|\Sigma|}{|\Sigma|} \otimes P_{\frac{1}{m_0(x)}Z^d}.
\]

In (13) we make a slight abuse of notation, it is not strictly speaking a tensor product since there is a dependency on \( x \) in \( P_{\frac{1}{m_0(x)}Z^d} \). The probability measure \( P_0 \in \mathcal{P}(\Sigma \times \mathcal{A}) \) is rigorously defined by duality: if \( F \in C^0(\Sigma \times \mathcal{A}) \) is a test function we let

\[
\int FdP_0 := \int_{|\Sigma|} \int F(x, \cdot) dP_{\frac{1}{m_0(x)}Z^d}.
\]

Let us note that \( P_{\frac{1}{m}Z^d} \) is not well-defined for \( m = 0 \), however we may assume that the set \( \{x \in \Sigma, m_0(x) = 0\} \) has zero Lebesgue measure. Corollary 1.12 as well as Corollary 1.10 are proven in Section 2.5.

The minimization problem is of physical relevance, indeed minimizers of an Hamiltonian describe the behaviour of the physical system at zero temperature. It is believed (see e.g. [CK07, Conjecture 9.4.]) that for a wide class of interactions the minimizing infinite configurations are lattices. The one-dimensional crystallization is somewhat easier to prove (see e.g. [EL62] for positive results concerning the Coulomb interaction in 1d, [BL75], [BL02], [Kun74] for one-dimensional long-range order, [ALS10] for zeroes of orthogonal polynomials), but the higher-dimensional cases are largely open (see [The06] for a result in \( d = 2 \) and [FT14] for recent progress in \( d = 3 \)).

## 2 Proof of the results

### 2.1 Preliminary bounds on the density of points

Since we are dealing with two-point correlation functions, we will often need to bound the variance (for some point process) of the number of points that lie in some fixed interval.
For this purpose we use a deviation estimate of \([SS13]\) which gives a lower bound on the renormalized energy in terms of the local non-neutrality of a point configuration (together with the uniform background). We summarize the consequences for correlation functions in the following lemma:

**Lemma 2.1.** If \(E \in A_1\) is an electric field, we denote by \(\mathcal{N}(E,T)\) the number of points of \(\frac{1}{2\pi} \text{div } E + \delta_{\mathbb{R}}\) that lie in the interval \([-T,T]\). Let \(P\) be a stationary probability measure concentrated on \(A_1\).

- We have, for any \(T > 0\),
  \[
  E_P[\mathcal{N}(E,T)] = 2T.
  \]
  In particular, the one-point correlation function (the intensity) of the point process associated to \(P\) may be identified as (testing against) the function \(\rho_{1,P} \equiv 1\). This, together with the scaling relation \([5]\), proves the first claim of Remark 1.8.

- The following bound holds:
  \[
  \int \mathcal{N}(E,T)^2 dP(E) \leq C_T (C + W(P))
  \]
  where \(C_T\) depends only on \(T\) and \(C\) is universal.

The proof of such discrepancy estimates (especially the second point) involves technical details of \([SS13]\) that we will quote when needed. It might be interesting to note that when working with the alternative definition of a renormalized energy given in \([RS13, PS14]\), the proof of similar estimates is more natural.

**Proof.** In what follows \(C\) is a universal constant, which may vary from line to line. Let \(E\) be in \(A_1\) and \(T \geq 1\) and let \(\Lambda(E) := \frac{1}{2\pi} \text{div } E + \delta_{\mathbb{R}}\). Denoting by \(D(E,T)\) the quantity \(D(E,T) = \mathcal{N}(E,T) - 2T\) (\(D\) measures the “discrepancy” between the expected number of points and the actual one, hence is a measure of local non-neutrality), \([SS13, Proposition 4.6.]\) reads:

\[
\int_{[-2T,2T]} dg \geq -CT + cD(E,T)^2 \min\left(1, \frac{|D(E,T)|}{T}\right)
\]

where the density \(g\) is defined in \([SS13, Proposition 2.1.]\) (we quote below the results that we need) and \(c > 0\) is universal. From \([SS13, Proposition 2.1.i.]\), we know that \(g\) is bounded below by \(-C\), hence if \(\chi_T\) is a smooth cut-off function satisfying \(\chi_T \equiv 1\) on \([-2T,2T]\) and \(\chi_T \equiv 0\) outside \([-2(T+1), 2(T+1)]\) with \(\|
abla \chi_T\|_{\infty} \leq 1\), which we extend by \(\tilde{\chi}_T(x,y) = \chi_T(x)\) on \(\mathbb{R}^2\), we have:

\[
\int \tilde{\chi}_T dg \geq -CT + cD(E,T)^2 \min\left(1, \frac{|D(E,T)|}{T}\right).
\]

We also know from \([SS13, Proposition 2.1.iii.]\) that for such a function \(\chi_T\) the following bound holds:

\[
\left| W(E,\chi_T) - \int \tilde{\chi}_T dg \right| \leq Cn(\log n + 1)\|
abla \chi\|_{\infty},
\]
where \( n \) is a boundary term bounded by the number of points of the configuration \( \Lambda(E) \) in \([-3T, -2T] \cup [2T, 3T] \). Let \( \psi \) be the map \( \psi : x \mapsto x^2 \min(1, \frac{|x|}{T}) \). Combining (14) and (15) we easily get

\[
\psi(D(E, T)) \leq C(C + T + W(E, \chi_T) + n(\log n + 1)).
\]

Taking the expectation under \( P \) yields:

\[
\int \psi(D(E, T))dP(E) \leq C \left( C + T + \int (W(E, \chi_T) + n \log n + n) \, dP(E) \right)
\]

with \( n = n(E) \) bounded by the number of points of \( \Lambda(E) \) in \([-3T, -2T] \cup [2T, 3T] \). Since \( P \) is stationary the average number (under \( P \)) of points of \( \Lambda(E) \) in any interval of length \( T \) is the same. Hence if we write \( N_+(E) = \max(N(E, T), 2) \) we have by stationarity (and using the Cauchy-Schwarz inequality):

\[
\int n \log n \, dP \leq 4 \left( \int N_+^2 \, dP \right)^{\frac{1}{2}} \left( \int (\log N_+)^2 \, dP \right)^{\frac{1}{2}}.
\]

Obviously the right-hand side of (17) also bounds the term \( \int n(E) \, dP(E) \). For any \( 0 < \alpha \leq \frac{1}{2} \), we may find \( C_\alpha \) large enough such that

\[
\left( \int N_+^2 \, dP \right)^{\frac{1}{2}} \left( \int (\log N_+)^2 \, dP \right)^{\frac{1}{2}} \leq C_\alpha \left( \int N_+^2 \, dP \right)^{\frac{1}{2} + \alpha}.
\]

Together with (16) and (17) we thus obtain:

\[
\int \psi(D(E, T))dP(E) \leq C \left( C + T^2 + \int W(E, \chi_T) \, dP(E) + C_\alpha \left( \int N_+^2 \, dP \right)^{\frac{1}{2} + \alpha} \right).
\]

From Definition 1.2 it is easy to see that \( W(E, \cdot) \) is additive in the second variable i.e. \( W(E, \chi_1 + \chi_2) = W(E, \chi_1) + W(E, \chi_2) \). Using the stationarity of \( P \) we get for any \( R > 0 \):

\[
\int W(E, \chi_T) \, dP(E) = \frac{1}{2R} \int_{-R}^R \int W(E, \chi_T(x+)) \, dP(E) \, dx = \frac{1}{2R} \int W(E, 1_{[-R,R]} \ast \chi_T) \, dP(E).
\]

Let us observe that the family of functions \( \{\chi'_R\}_R \) defined as

\[
\chi'_R := \frac{1_{[-R,R]} \ast \chi_T}{\int \chi_T}
\]

satisfy the conditions of Definition 1.2 so that sending \( R \) to \( +\infty \) we get: \( \int W(E, \chi'_R) \, dP(E) = \overline{W}(P) \). This in turn implies that

\[
\int W(E, \chi_T) \, dP(E) = \overline{W}(P) \left( \int \chi_T \right) \leq CT(\overline{W}(P) + C).
\]

Moreover since \( D(E, T) = N(E, T) - 2T \) an elementary computation shows that for any \( 0 < \alpha \leq \frac{1}{2} \) we have:

\[
CC_\alpha \left( \int N_+^2 \, dP \right)^{\frac{1}{2} + \alpha} \leq \frac{1}{2} \int D^2(E, T) \, dP + C_\alpha T^{1+\alpha}
\]
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where $C, C_{\alpha}$ are the constants in (18) and $C'_{\alpha}$ depends only on $\alpha$. Combining (18), (19) and (20) we get for any $0 < \alpha \leq \frac{1}{2}$:

\[ \int \psi(D(E, T))dP(E) \leq CT(W(P) + C) + C'_{\alpha}T^{1+2\alpha} \]

with a constant $C'_{\alpha}$ depending only on $\alpha$ and $C$ universal. Equation (21) implies (by distinguishing the events $D \leq T$ and $D \geq T$) that

\[ \int D(E, T)dP(E) = o(T^2) \]

for all $T > 0$, which proves the first claim of the lemma.

- Since $\mathcal{N}(E, T)^2 \leq 4T^2 + 2 \int D(E, T)^2$ we also get a bound on the mean square number of points $\int \mathcal{N}(E, T)^2dP(E)$ as in the second claim of the lemma.

We now use Lemma 2.1 to show that two-point correlation functions exist as Radon measures for point processes of finite renormalized energy.

**Lemma 2.2.** Let $T \geq 1$, let $\varphi \in C^0([-T, T]^2)$ and let $P$ be a stationary probability measure on $\mathcal{A}_1$ such that $W(P)$ is finite. Let also $P_{\Lambda}$ be the push-forward of $P$ by the map $E \mapsto \frac{1}{2\pi}\text{div} E + \delta_{\mathbb{R}}$. The following bound holds:

\[ \left| \int \langle \varphi, C \rangle dP_{\Lambda}(C) \right| \leq C_{\varphi}(W(P) + C) \]

with $C_{\varphi}$ depending only on $||\varphi||_{\infty}$ and $T$, and $C$ a universal constant.

**Proof.** For $x \in \mathbb{R}$ and $E \in \mathcal{A}_1$, let us denote by $\mathcal{N}(E, T)$ the number of points of $\frac{1}{2\pi}\text{div} E + \delta_{\mathbb{R}}$ lying in $[-T, T]$. Since $\varphi$ is supported on $[-T, T]^2$ the following bound is obvious by definition

\[ |\langle \varphi, C \rangle| \leq \mathcal{N}(E, T)^2||\varphi||_{\infty}. \]

Integrating against $dP_{\Lambda}$, we get

\[ \left| \int \langle \varphi, C \rangle dP_{\Lambda}(C) \right| \leq ||\varphi||_{\infty} \int \mathcal{N}(E, T)^2dP(E). \]

By Lemma 2.1 we know that the right-hand side of (23) is bounded by $C_{\varphi}(C + W(P))$ which concludes the proof.

**Lemma 2.2** has the following implication: if $P$ is a stationary probability measure concentrated on $\mathcal{A}_1$ such that $W(P)$ is finite, then the push-forward of $P$ by $E \mapsto \frac{1}{2\pi}\text{div} E + \delta_{\mathbb{R}}$ admits a two-point correlation function in distributional sense. Indeed, the linear form $\varphi \mapsto \int \langle \varphi, E \rangle dP(E)$ is shown to be bounded by $O(||\varphi||_{\infty})$ uniformly for test functions in $C^0([-T, T]^2)$, for all $T$. This proves the second claim of Remark 1.8 (the case of probability measures concentrated on $\mathcal{A}_m$ reduces to the former case by scaling as in (5)).
2.2 Energy lower bound near the ground state for periodic configurations

We prove a quantitative version of the minimization of $W$ on periodic configurations, as stated in Lemma 1.9.

Proof. Let $u_{p,i} = a_{i+p} - a_i$, with the convention $a_{N+i} = a_i + N$, and let $b_{p,i} = u_{p,i} - p$. We know from (8) that

$$W(E_{\{a_i\}}) - W(Z) = \frac{2\pi}{N} \sum_{p=1}^{N/2} \left[ \log \left| 2 \sin \frac{p\pi}{N} \right| - \frac{1}{N} \sum_{i=1}^{N} \log \left| 2 \sin \frac{\pi u_{p,i}}{N} \right| \right].$$

Using a Taylor expansion of the function $F : x \mapsto \log |2 \sin x|$, we get for each $p, i$:

$$F\left( \frac{\pi u_{p,i}}{N} \right) = F\left( \frac{1}{N} \sum_{i=1}^{N} \frac{\pi u_{p,i}}{N} \right) + F'\left( \frac{1}{N} \sum_{i=1}^{N} \frac{\pi u_{p,i}}{N} \right) \left( \frac{\pi u_{p,i}}{N} - \frac{1}{N} \sum_{i=1}^{N} \frac{\pi u_{p,i}}{N} \right) + \frac{1}{2} F''(x_{p,i}) \left( \frac{\pi u_{p,i}}{N} - \frac{1}{N} \sum_{i=1}^{N} \frac{\pi u_{p,i}}{N} \right)^2$$

for a certain $x_{p,i}$ with

$$|x_{p,i}| \leq \max \left( \frac{|\pi u_{p,i}|}{N}, \frac{1}{N} \left| \sum_{i=1}^{N} \pi u_{p,i} \right| \right).$$

Observing that $\sum_{i=1}^{N} u_{p,i} = pN$, we have $|x_{p,i}| \leq \frac{p\pi}{N} + \frac{|b_{p,i}|\pi}{N}$ and

$$\frac{1}{x_{p,i}^2} \left( \frac{\pi u_{p,i}}{N} - \pi p \right)^2 \geq \frac{\pi^2 b_{p,i}^2}{N^2 x_{p,i}^2} \geq \frac{1}{2} \left( \frac{\pi^2}{2(p\pi)^2} + \frac{b_{p,i}^2}{p^2} \right) \geq \frac{1}{6} \min \left( \frac{b_{p,i}^2}{p^2}, 1 \right).$$

The last inequality in (26) is obtained by observing that $\frac{1}{2} x^2 + \frac{1}{2} x^2 \geq \frac{1}{6} \min \left( \frac{x^2}{p^2}, 1 \right)$ on $\mathbb{R}$. Summing the Taylor expansions (25) for $i = 1 \ldots N$ gives, for any $p \leq N/2$:

$$\log \left| 2 \sin \frac{p\pi}{N} \right| - \frac{1}{N} \sum_{i=1}^{N} \log \left| 2 \sin \frac{\pi u_{p,i}}{N} \right| = \sum_{i=1}^{N} \frac{1}{2} F''(x_{p,i}) \left( \frac{\pi u_{p,i}}{N} - \pi p \right)^2.$$

An explicit computation shows that, for any $x \in \mathbb{R}$, $F''(x) = \frac{1}{\sin^2 x} \geq \max (1, \frac{1}{x^2})$, so by combining (26) and (27) we get

$$\log \left| 2 \sin \frac{p\pi}{N} \right| - \frac{1}{N} \sum_{i=1}^{N} \log \left| 2 \sin \frac{\pi u_{p,i}}{N} \right| \geq \sum_{i=1}^{N} \frac{1}{2} \max \left( \frac{\pi^2 b_{p,i}^2}{N^2}, \frac{1}{6} \min \left( \frac{b_{p,i}^2}{p^2}, 1 \right) \right).$$

Finally, inserting the previous inequality for $1 \leq p \leq N/2$ into (24) gives

$$W(E_{\{a_i\}}) - W(Z) \geq \sum_{p=1}^{N/2} \frac{1}{2} \max \left( \frac{\pi^2 b_{p,i}^2}{N^2}, \frac{1}{6} \min \left( \frac{b_{p,i}^2}{p^2}, 1 \right) \right)$$

which yields the inequality

$$W(E_{\{a_i\}}) - W(Z) \geq C \sum_{p=1}^{N/2} \frac{1}{N} \sum_{i=1}^{N} \min \left( \frac{b_{p,i}^2}{p^2}, 1 \right)$$

for some universal constant $C$. \qed
2.3 Consequences for correlation functions

We now recast Lemma 1.9 in the context of stationary point processes associated to periodic point configurations. The following lemma proves in particular Theorem 1 for periodic stationary point processes.

Lemma 2.3. For any \( N \geq 1 \), let \( a_1 < \cdots < a_N \) be any points in \([0, N]\) and \( E_{\{a_i\}} \) be the corresponding periodic vector field. Let \( \Lambda \) be the corresponding infinite periodic configuration in \( \mathbb{R} \), and \( P_\Lambda \) be the stationary point process associated to \( \Lambda \), defined in (9) by averaging translated copies of \( \Lambda \) over \([0, N]\). Assume that \( W(E_{\{a_i\}}) \) is finite. The following bound holds:

\[
\left| \int (\rho_{2,L} - \rho_{2,i}) \varphi \right| \leq C_\varphi (C + W(E_{\{a_i\}}))^{\frac{1}{2}} (W(E_{\{a_i\}}) - W(\emptyset))^{\frac{1}{2}}
\]

for any \( \varphi \in C^1([-T, T]^2) \) with \( C_\varphi \) depending only on \( \|\varphi\|_\infty, \|\nabla \varphi\|_\infty \) and \( T \geq 1 \), and \( C \) universal.

Proof. Let \( \varphi \in C^1([-T, T]^2) \) (without loss of generality we assume \( T \geq 1 \)). Since \( W(E_{\{a_i\}}) \) is finite we know by Remark 1.8 that \( \rho_{2,L} \varphi \) exists as a Radon measure, we will abuse notation and write \( \int \rho_{2,L} \varphi \) for \( \rho_2(\varphi) \). By Definition 1.7 we have:

\[
\int \rho_{2,L} \varphi = E_{P_\Lambda} [\langle \varphi, \cdot \rangle].
\]

Let \( u_{p,i} = a_{i+p} - a_i \), with the convention \( a_{N+1} = a_1 + N \), and let us write the expectation \( E_{P_\Lambda} [\langle \varphi, \cdot \rangle] \) as:

\[
(29) \quad E_{P_\Lambda} [\langle \varphi, \cdot \rangle] = \int \left( \sum_{x \neq y, y \in \mathcal{C}} \varphi(x, y) \right) dP_\Lambda(C) = \frac{1}{N} \int_{a_1}^{a_1+N} \left( \sum_{x \neq y, y \in \mathcal{C}} \varphi(x, y) \right) dt
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \int_{a_i}^{a_i+1} \left( \sum_{k \in \mathbb{Z}} \sum_{p=1}^{+\infty} (\varphi(a_{i+k} - t, a_{i+k} - t + u_{p,i+k}) + \varphi(a_{i+k} - t + u_{p,i+k}, a_{i+k} - t)) \right) dt.
\]

The first equality in (29) is simply an explicitation of the measure \( P_\Lambda \) as an average of \( \Lambda \) on translations in any interval of length \( N \) as in (9), and the second equality amounts to writing the sum of \( \varphi \) over couples of distinct points by taking \( a_i \) as the “origin” of \( \Lambda \) on each interval \([a_i, a_{i+1}]:\)

\[
\sum_{x \neq y, x, y \in \mathcal{C}} \varphi(x, y) = \sum_{x < y, x, y \in \mathcal{C}} \varphi(x, y) + \varphi(y, x) = \sum_{x < y, x, y \in \Lambda} \varphi(x-t, y-t) + \varphi(y-t, x-t)
\]

\[
= \sum_{k \in \mathbb{Z}} \sum_{p=1}^{+\infty} (\varphi(a_k - t, a_{k+p} - t) + \varphi(a_{k+p} - t, a_k - t))
\]

\[
= \sum_{k \in \mathbb{Z}} \sum_{p=1}^{+\infty} (\varphi(a_i+k - t, a_{i+k}+p - t) + \varphi(a_{i+k}+p - t, a_i+k - t))
\]

and using the fact that, by definition, \( a_{i+k+p} = a_{i+k} + u_{p,i+k} \).
For \( i = 1 \ldots N \), let \( c_i = 1 \) when \( |u_{1,i} - 1| \leq 1 \) and \( c_i = |u_{1,i}| \) otherwise, so that \( |u_{1,i} - c_i| \leq \min (|b_{1,i}|, 1) \). Let us recall that the numbers \( b_{p,i} \) are defined as \( b_{p,i} = u_{p,i} - p \). The following bounds are easily seen

\[
\sum_{i=1}^{N} |u_{1,i} - c_i| \leq \sum_{i=1}^{N} \min (|b_{1,i}|, 1) \quad \text{and} \quad \left| N - \sum_{i=1}^{N} c_i \right| \leq \sum_{i=1}^{N} \min (|b_{1,i}|, 1),
\]

the second inequality following from the first one by observing that since \( \sum_{i=1}^{N} u_{1,i} = N \) we have \( N - \sum_{i=1}^{N} c_i = \sum_{i=1}^{N} (u_{1,i} - c_i) \). We may now write that, by 1-periodicity of \( \mathbb{Z} \), and the fact that \( c_i \ (i = 1 \ldots N) \) is an integer:

\[
\int_{0}^{1} \delta_{\theta, z} \, dt = \frac{1}{N} \sum_{i=1}^{N} \left( \sum_{k=0}^{\infty} \sum_{p=1}^{+\infty} \varphi(i + k - t, i + k - t + p) + \varphi(i + k - t + p, i + k - t) \right) dt
\]

however expressions (32) and (29) are not easy to compare. Using (31) when testing against \( \varphi \) yields, by making a change of variables \( t \mapsto t + a_i \) on each interval \([0, u_{1,i}]:\)

\[
\int \rho_{2, P_{2, \varphi}} = \frac{1}{N} \sum_{i=1}^{N} \int_{a_i}^{a_{i+1}} \left( \sum_{k \in \mathbb{Z}} \sum_{p=1}^{+\infty} \varphi(a_i + k - t, a_i + k - t + p) + \varphi(a_i + k - t + p, a_i + k - t) \right) dt
\]

\[
+ \frac{1}{N} \sum_{i=1}^{N} \int_{u_{1,i}}^{c_i} \langle \varphi, \theta_t \cdot Z \rangle \, dt + \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{c_i} \langle \varphi, \theta_t \cdot Z \rangle \, dt,
\]

Since \( \varphi \) is compactly supported on \([-T, T]^2\), the terms \( \langle \varphi, \theta_t \cdot Z \rangle \) are bounded uniformly on \( t \in \mathbb{R} \) by \((2T + 1)^2 \| \varphi \|_\infty\), because there is at most \((2T + 1)^2\) couples of distinct points of \( \mathbb{Z} \) in any interval of length \( 2T \). Since we may bound the lengths of the intervals \( |u_{1,i} - c_i| \ (i = 1 \ldots N) \) and \( |N - \sum_{i=1}^{N} c_i| \) according to (30), we get

\[
\int \rho_{2, P_{2, \varphi}} = \frac{1}{N} \sum_{i=1}^{N} \int_{a_i}^{a_{i+1}} \left( \sum_{k \in \mathbb{Z}} \sum_{p=1}^{+\infty} \varphi(a_i - t + k, a_i - t + k + p) + \varphi(a_i - t + k + p, a_i - t + k) \right) dt + \frac{1}{N} \sum_{i=1}^{N} \min (|b_i|, 1) O(\| \varphi \|_\infty)
\]

where the terms \( O(\| \varphi \|_\infty) \) are bounded by \((2T + 1)^2 \| \varphi \|_\infty\). In the rest of the proof, we denote by \( C_\varphi \) a constant, which may vary from line to line, depending only on \( \varphi \) via \( \| \varphi \|_\infty \) and \( \| \nabla \varphi \|_\infty \) and \( T \).
Let us recall that \( a_{i+k} = a_i + u_{k,i} \). A first order expansion of \( \varphi \) yields, for any \( t, i, k, p \) such that \( a_{i+k} \) and \( a_{i+k+p} \) lie in \([-T + t, T + t]\),

\[
(34) \quad |\varphi(a_{i+k} - t, a_{i+k} - t + u_{k,i+p}) - \varphi(a_i - t + k, a_i - t + k + p)| \\
\leq \min (\|\nabla \varphi\|_\infty |b_{k,i}|, 2\|\varphi\|_\infty) + \min (\|\nabla \varphi\|_\infty |b_{k+p,i}|, 2\|\varphi\|_\infty) \\
\leq C_\varphi (\min(|b_{k,i}|, 1) + \min(|b_{k+p,i}|, 1)).
\]

Let us emphasize that the constant \( C_\varphi \) appearing in (34) is of the type \( C \times (\|\varphi\|_\infty + \|\nabla \varphi\|_\infty) \).

We may now compare (29) and the main term of (33) by summing the expansions (34):

\[
(35) \quad \left| \frac{1}{N} \sum_{i=1}^{N} \int_{a_i}^{a_{i+1}} \left( \sum_{k \in \mathbb{Z}, p=1}^{+\infty} \varphi(a_{i+k} - t, a_{i+k} - t + u_{p,i+k}) + \varphi(a_{i+k} - t + u_{p,i+k}, a_{i+k} - t) \\
- \varphi(a_i - t + k, a_i - t + k + p) - \varphi(a_i - t + k + p, a_i - t + k) \right) dt \right| \\
\leq C_\varphi \frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{+\infty} m_{k,i} \min(|b_{k,i}|, 1)
\]

where the numbers \( m_{k,i} \) are given by

\[
m_{k,i} = \int_{a_i}^{a_{i+1}} 1_{a_i \in [-T + t, T + t]} 1_{a_{i+k} \in [-T + t, T + t]} dt.
\]

Indeed, the first-order expansions (34) allow us to bound every term in the left-hand side of (35) by a sum of four terms of the type \( \min(|b_{k,i}|, 1) \). For \( t \in [a_1, a_{N+1}] \) the term \( \min(|b_{k,i}|, 1) \) appears only if \( a_i - t \) and \( a_{i+k} - t \) lie in \([-T, T]\), which gives the expression for \( m_{k,i} \). Moreover since there is at most \( N \) points of \( \Lambda \) in any interval of length \( N \), if \( N \geq 2T \) we have \( m_{k,i} = 0 \) for all \( k > N \). The assumption \( N \geq 2T \) is not restrictive since we may always consider a \( N \)-periodic configuration as \( rN \)-periodic for any integer \( r \).

It is easy to see that \( m_{k,i} \leq 2T \) hence we may bound \( \sum_{i=1}^{N} \sum_{k=1}^{N} m_{k,i}^2 \) in the following way:

\[
\sum_{i=1}^{N} \sum_{k=1}^{N} m_{k,i}^2 \leq 2T \sum_{i=1}^{N} \sum_{k=1}^{N} m_{k,i} = 2T \int_{a_1}^{a_{N+1}} \left( \sum_{i=1}^{N} \sum_{k=1}^{N} 1_{a_i \in [-T + t, T + t]} 1_{a_{i+k} \in [-T + t, T + t]} \right) dt \\
\leq 2T \int_{a_1}^{a_{N+1}} \mathcal{N}^2(\theta_t \cdot \Lambda, T)
\]

where \( \mathcal{N}(\Lambda, T) \) denotes the number of points of \( \Lambda \) in \([-T, T]\). By definition of \( P_\Lambda \) we may re-write the last term as

\[
\int_{a_1}^{a_{N+1}} \mathcal{N}^2(\theta_t \cdot \Lambda, T) = N \int \mathcal{N}^2(C, T) dP_\Lambda(C).
\]

By Lemma 2.1 we know that

\[
\int \mathcal{N}^2(C, T) dP_\Lambda(C) \leq C_T (C + W(P_\Lambda)) = C_T (C + W(E_{\{\Lambda\}})),
\]
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so that we finally get:

\[(36) \quad \sum_{i=1}^{N} \sum_{k=1}^{N} m_{k,i}^2 \leq NCT(C + W(E_{(a_1)})).\]

Combining (33) and (35) we obtain:

\[(37) \quad \left| \int (\rho_{2,p_2} - \rho_{2,p_\lambda}) \varphi \right| \leq \frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{N} m_{k,i} \min(|b_{k,i}|,1) + \frac{1}{N} \sum_{i=1}^{N} \min(|b_{1,i}|,1) O(||\varphi||_\infty).\]

If \(m_{k,i}\) is nonzero it means that \(u_{k,i} \leq 2T\) (since \(a_i\) and \(a_{i+k}\) lie in some common interval of length \(2T\)) hence the spacing error \(|b_{k,i}|\) is larger than \(k - 2T\). Consequently, if \(m_{k,i}\) is nonzero for \(k \geq 3T\), we have \(b_{k,i}/k \geq \frac{1}{3}\) so that for any \(i, k\), since \(T \geq 1\):

\[(38) \quad m_{k,i} \min(|b_{k,i}|,1) \leq 3T m_{k,i} \min\left(\left|b_{k,i}\right|,1\right).\]

Combining (37) and (38) gives:

\[(39) \quad \left| \int (\rho_{2,p_2} - \rho_{2,p_\lambda}) \varphi \right| \leq \frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{N} 3T m_{k,i} \min\left(\left|b_{k,i}\right|,1\right) + \frac{1}{N} \sum_{i=1}^{N} \min(|b_{1,i}|,1) O(||\varphi||_\infty).\]

The second sum in (39) is controlled by Lemma 1.9 as follows:

\[\frac{1}{N} \sum_{i=1}^{N} \min(|b_{1,i}|,1) \leq \left(\frac{1}{N} \sum_{i=1}^{N} \min\left(|b_{1,i}^2|,1\right)\right)^{\frac{1}{2}} \leq C \left(W(E_{(a_1)}) - W(Z)\right)^{\frac{1}{2}}\]

hence we have

\[(40) \quad \left| \int \rho_{2,p_2} - \rho_{2,p_\lambda} \varphi \right| \leq C_\varphi \frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{N} m_{k,i} \min\left(\left|b_{k,i}\right|,1\right) + C \left(W(E_{(a_1)}) - W(Z)\right)^{\frac{1}{2}}.\]

Using the Cauchy-Schwarz inequality in (40), the bound (36) for the sum of the \(m_{k,i}^2\) and the bound (10) of Lemma 1.9 we get:

\[(41) \quad \left| \int (\rho_{2,p_2} - \rho_{2,p_\lambda}) \varphi \right| \leq C_\varphi \left(\frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{N} m_{k,i}^2\right)^{\frac{1}{2}} \left(\frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{N} \min\left(\left|b_{k,i}\right|^2,k^2\right),1\right)^{\frac{1}{2}} + C \left(W(E_{(a_1)}) - W(Z)\right)^{\frac{1}{2}} \leq C_\varphi \left(C + W(E_{(a_1)})\right)^{\frac{1}{2}} \left(W(E_{(a_1)}) - W(Z)\right)^{\frac{1}{2}}\]

which concludes the proof of the lemma. Let us note that although the bound of Lemma 1.9 only controls \(\sum_{i=1}^{N} \sum_{k=1}^{N/2} \min\left(\left|b_{k,i}\right|^2,k^2\right),1\) we may easily bound \(\sum_{i=1}^{N} \sum_{k=1}^{N/2} \min\left(\left|b_{k,i}\right|^2,k^2\right),1\) as well by periodicity.

An inspection of the proof shows that \(C_\varphi\) may be taken as \(C_\varphi = C \times (||\varphi||_\infty + ||\nabla \varphi||_\infty)T^\alpha\) for some \(\alpha > 0\) and \(C\) universal.
A reason for the “natural” role of two-point correlation function is that the renormalized energy itself derives from an Hamiltonian with two-body interaction. This is what allows the energy gap $W(E_{\alpha,1}) - W(Z)$ to be bounded below by quantities which are “pairwise” in nature as in Lemma 1.9. The arguments of Lemma 2.3 could be applied to higher correlation functions if we knew how to bound the higher moments of $N(C,T)$ uniformly for point processes which are close to the ground state. It could be expected that for $\varepsilon > 0$ small enough, the family of point processes whose renormalized energy is $\leq W(Z) + \varepsilon$ is such that a uniform bound on $E_P[N(C,T)^n]$ holds for any $n$ (one can think e.g. of harmonic deformations of the perfect lattice). It would imply a control of the crystallization for any higher correlation function, in the neighborhood of the ground state. Unfortunately we do not know if such a result is true.

2.4 Extension to the non-periodic case

Let us now turn to the proof of the main result, Theorem 1.

Proof. In the following we denote by $C_\varphi$ a constant, which may vary from line to line, depending only on $\varphi$ via $||\varphi||_\infty$ and $||\nabla \varphi||_\infty$ and $T$ and of the type $C \times (||\varphi||_\infty + ||\nabla \varphi||_\infty)T^\alpha$.

Since $\hat{W}(P)$ is finite, let us recall that by Remark 1.8 the two-point correlation function of $P_\Lambda$ exists at least in distributional sense.

- Step 1: Choosing a large set where the controls are uniform. A straightforward adaptation of [SS13, Lemma 3.6.] (the only modification is that we are dealing with probability measures on the electric fields only, with no dependence on $\Sigma$) ensures that for any $\varepsilon > 0$, we may find a subset $G_\varepsilon \subset A_1$ such that $G_\varepsilon$ has almost full $P$-measure, and on which we have a uniform control for the relevant quantities. Precisely, the lemma ensures that:

1. $P(G_\varepsilon^c) < \varepsilon$

2. The convergence (4) in the definition of the renormalized energy is uniform with respect to $E \in G_\varepsilon$.

3. Writing $\text{div} \ E = 2\pi(\nu_E - 1)$, both $W(E)$ and $\nu_E(I_R)/R$ are bounded uniformly with respect to $E \in G_\varepsilon$ and $R > 1$.

4. Uniformly with respect to $E \in G_\varepsilon$ we have

$$\lim_{y_0 \to +\infty} \lim_{R \to +\infty} \int_{I_R} \int_{|y| > y_0} |E|^2 = 0.$$ (42)

This is a technical assumption needed for the “screening” construction of Step 2.

Moreover, we may assume (this is Equation (5.3) in [SS13, Lemma 3.6.v]) that $G_\varepsilon$ is almost translation-invariant in that for any $E \in G_\varepsilon$, $E(\lambda + \cdot) \in G_\varepsilon$ for all $\lambda \in \mathbb{R}$ except for a set of bounded Lebesgue measure (the set depends on $E$ but its measure is bounded uniformly on $G_\varepsilon$). Note that, strictly speaking, it is not precised in [SS13, Lemma 3.6.] that one may choose $G_\varepsilon$ both of almost full $P$-measure and almost translation-invariant, however it is a consequence of Equation (3.6.) in [SS13, Lemma 3.6.v]), and is written as Equation (7.6) in [SS14, Lemma 7.6] (which handles the purely 2D case, but from which [SS13, Lemma 3.6.] is essentially deduced).

For $\varepsilon < 1$, let $P_\varepsilon$ be the probability measure induced by $P$ on $G_\varepsilon$, let $P_{\Lambda,\varepsilon}$ be the pushforward of $P_\varepsilon$ by the map $E \mapsto \frac{1}{2\pi} \text{div} \ E + \delta_R$ and let $\rho_{2,P_{\Lambda,\varepsilon}}$ be the two-point correlation...
function of $P_{\Lambda, \epsilon}$. In the rest of the proof we make the following abuse of notation: we denote by $1_{G_\epsilon}$ both the characteristic function of $G_\epsilon$ and its push-forward by the map $E \mapsto \frac{1}{2\pi} \text{div} E + \delta_\mathbb{R}$.

We claim that

$$
\left\| \hat{\rho}_{2,P_{\Lambda, \epsilon}} - \hat{\rho}_{2,P_{\Lambda, \epsilon}} \right\| = o(\epsilon \to 0). 
$$

Indeed, we know that $\int \rho_{2,P_{\Lambda, \epsilon}} |\varphi| = \mathbf{E}_{P_{\Lambda, \epsilon}} [||\varphi||, \cdot] \leq C$, and that $P(G_\epsilon^c) < \epsilon$.

By uniform continuity of the integral, if $\epsilon$ is small enough, then

$$
\left\| \mathbf{E}_{P_{\Lambda, \epsilon}} [\langle \varphi, \cdot \rangle] - \mathbf{E}_{P_{\Lambda, \epsilon}} [1_{G_\epsilon} \langle \varphi, \cdot \rangle] \right\| 
$$

is arbitrarily small. This proves the claim, because we also have, by definition of $P_{\Lambda, \epsilon}$:

$$
\hat{\rho}_{2,P_{\Lambda, \epsilon}} \varphi = \mathbf{E}_{P_{\Lambda, \epsilon}} [1_{G_\epsilon} \langle \varphi, \cdot \rangle] \frac{1}{P(G_\epsilon^c)}.
$$

**Step 2: Obtaining periodic fields by screening.** We now construct, for $R$ large enough and for each $E$ in $G_\epsilon$, a periodic field $\bar{E}_R$ of period $R$, which approximates $E$, and we use these fields to approximate $P_\epsilon$ by an average of stationary measures on $A_1$ associated to periodic electric fields.

To this aim, we apply [SS13, Proposition 3.1.]. This screening result allows us to truncate $E$ outside of a large interval, to approximate $E$ on this interval by some field which is “screened” so that we may paste identical copies of it in order to get a periodic electric field on $\mathbb{R}$, whilst letting $E$ unchanged in some large interval. For $R > 0$ we let $I_R = [-R/2, R/2]$.

Let $\alpha > 0$. We get from [SS13, Proposition 3.1.] that there exists $R_0 > 0$ (depending on $\epsilon$ and $\alpha$) such that for every integer $R \geq R_0$, for every $E \in G_\epsilon$, there exists a vector field $E_R \in L^q_{loc}(I_R \times \mathbb{R}, \mathbb{R}^2)$ (for $q < 2$) satisfying:

i) $E_R \cdot \bar{v} = 0$ on $\partial I_R \times \mathbb{R}$, where $\bar{v}$ denotes the outer unit normal.

ii) There is a discrete subset $\Lambda \subset I_R$ such that

$$
\text{div } E_R = 2\pi \left( \sum_{p \in \Lambda} \delta_p - \delta_\mathbb{R} \right) \quad \text{in } I_R \times \mathbb{R}.
$$

iii) $E_R(x) = E(x)$ for $x \in [-R/2 + \alpha R, R/2 - \alpha R]$.

iv) 

$$
\frac{W(E_R, 1_{I_R})}{R} \leq W(E) + \alpha.
$$

The “screened” property is expressed by i), the point iii) shows that $E$ is unchanged on a large interval and iv) gives an upper bound on the new energy.

For any integer $R \geq R_0$, we extend the electric fields $E_R$ periodically, and make them gradients. This amounts to first pasting together identical copies of $E_R$ to make it periodic of period $R$ (the point i) allows us to make such a construction), and then considering the $L^2$-projection of the constructed field onto the space of gradient vector fields, which, together with point ii) guarantees that we end up in the class $A_1$. It is proved that the projection can only decrease the energy, so that iv) is conserved. Moreover, projecting onto gradients leave the divergence of $E_R$ unchanged, so that iii) becomes:

$$
\text{div } \bar{E}_R(x) = \text{div } E(x) \text{ for } x \in [-R/2 + \alpha R, R/2 - \alpha R].
$$
Details are given in the proof of [SS13, Proposition 4.1.], and we only state the conclusions: we get, for each $E \in G_\epsilon$, and any $R \geq R_0$ (let us emphasize that $R_0$ depends on $\epsilon$ and $\alpha$) an electric field $\bar{E}_R$ which is $R$-periodic, which coincides with $E$ on $[-R/2+\alpha R, R/2-\alpha R]$, and such that

$$\frac{W(\bar{E}_R, 1_{I_R})}{R} \leq W(E) + \alpha.$$

- Step 3: Approximate stationary processes. For each $E \in G_\epsilon$, and any $R \geq R_0$, we now consider the stationary probability measure $\int_{-R/2}^{R/2} \delta_{\theta_t, \bar{E}_R} dt$ on $A_1$ associated to $\bar{E}_R$ by averaging $\bar{E}_R$ over translations in $[-R/2, R/2]$, and we define $P_\epsilon$ as the pushforward of the probability measure $P_\epsilon$ by the map

$$E \mapsto \int_{-R/2}^{R/2} \delta_{\theta_t, \bar{E}_R} dt$$

(let us note that this map is only defined on $G_\epsilon$, but $P_\epsilon$ itself is concentrated on $G_\epsilon$). The process $P_\epsilon$ is stationary as an average of stationary probability measures, we denote by $P_{\Lambda, \epsilon}$ its push-forward by the map $E \mapsto \frac{1}{2\pi} \text{div} E + \delta_R$ and we let $\rho_{2,P_{\Lambda, \epsilon}}^R$ be the two-point correlation function of $P_{\Lambda, \epsilon}$. We now claim that

$$\left| \int (\rho_{2,P_{\Lambda, \epsilon}}^R - \rho_{2,P_{\Lambda, \epsilon}}) \phi \right| \leq o_{R \to \infty}(1) + \alpha C_\phi(W(P) + C).$$

Indeed, by definition we have $E_{P_{\Lambda, \epsilon}}[\langle \phi, \cdot \rangle] = \int \rho_{2,P_{\Lambda, \epsilon}} \phi$, and

$$\int \rho_{2,P_{\Lambda, \epsilon}}^R \phi = \mathbb{E}_{P_{\Lambda, \epsilon}}^R \left[ \int_{-R/2}^{R/2} \langle \phi, \theta_t \cdot \rangle dt \right] = \frac{1}{R} \int_{-R/2}^{R/2} \mathbb{E}_{P_{\Lambda, \epsilon}}^R \left[ \langle \phi, \theta_t \cdot \rangle \right] dt + \frac{1}{R} \int_{-R/2}^{R/2} \mathbb{E}_{P_{\Lambda, \epsilon}}^R \left[ \langle \phi, \theta_t \cdot \rangle \right] dt.$$

Since $\phi$ is compactly supported and since $\text{div} \, \bar{E}_R$ coincides with $\text{div} \, E$ on the interval $[-R/2+\alpha R, R/2-\alpha R]$, if $R$ is large enough (depending on $\phi$) we have $P_{\Lambda, \epsilon}$-a.s. that div $\bar{E}_R(\cdot - t) = \text{div} \, E(\cdot - t)$ for $t \in [-R/2+2\alpha R, R/2-2\alpha R]$ (i.e. the screening and periodization have not affected the point configuration on a large interval). It means that for $R$ large enough, we may express the first integrand in the right-hand side of (46) as

$$\mathbb{E}_{P_{\Lambda, \epsilon}}^R [\langle \phi, \theta_t \cdot \rangle] = \mathbb{E}_{P_{\Lambda, \epsilon}} [\langle \phi, \theta_t \cdot \rangle] = \frac{1}{P(G_\epsilon)} \mathbb{E}_{P_{\Lambda}} [1_{G_\epsilon} \langle \phi, \theta_t \cdot \rangle].$$

The probability measure $P$ is, by assumption, translation-invariant hence so is $P_{\Lambda}$, so that for any $t \in \mathbb{R}$ we have

$$\mathbb{E}_{P_{\Lambda}} [1_{G_\epsilon} \langle \phi, \theta_t \cdot \rangle] = \mathbb{E}_{P_{\Lambda}} [1_{G_\epsilon} (\theta_{-t}) \langle \phi, \cdot \rangle],$$

which in turn gives

$$\mathbb{E}_{P_{\Lambda, \epsilon}} [\langle \phi, \theta_t \cdot \rangle] = \frac{1}{P(G_\epsilon)} \mathbb{E}_{P_{\Lambda}} [1_{G_\epsilon} \langle \phi, \theta_t \cdot \rangle] = \frac{1}{P(G_\epsilon)} \mathbb{E}_{P_{\Lambda}} [1_{G_\epsilon} (\theta_{-t}) \langle \phi, \cdot \rangle].$$
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We now claim to control the default of invariance of \( P_{\Lambda,\varepsilon} \) under translations in the following way:

\[
(47) \quad \left| \frac{1}{R} \int_{-R/2+2\alpha R}^{R/2-2\alpha R} dt \mathbf{E}_{P_{\Lambda,\varepsilon}} [\langle \varphi, \theta_t \rangle] - \frac{R - 4\alpha R}{R} \mathbf{E}_{P_{\Lambda,\varepsilon}} [\langle \varphi, \cdot \rangle] \right| = o_{R \to \infty}(1)
\]

with a \( o_{R \to \infty}(1) \) depending on \( \varphi, \varepsilon, P \).

Indeed, we have, for \( t \in [-R/2 + 2\alpha R, R/2 - 2\alpha R] \):

\[
(48) \quad \mathbf{E}_{P_{\Lambda,\varepsilon}} [\langle \varphi, \theta_t \rangle] - \mathbf{E}_{P_{\Lambda,\varepsilon}} [\langle \varphi, \cdot \rangle] = \frac{1}{P(G_{\varepsilon})} \int [\langle \varphi, C \rangle (1_{G_{\varepsilon}}(\theta_{-t} \cdot C) - 1_{G_{\varepsilon}}(C))] dP_{\Lambda}(C).
\]

Integrating (48) between \([-R/2 + 2\alpha R, R/2 - 2\alpha R]\) yields:

\[
(49) \quad \frac{1}{R} \int_{-R/2+2\alpha R}^{R/2-2\alpha R} dt \mathbf{E}_{P_{\Lambda,\varepsilon}} [\langle \varphi, \theta_t \rangle] - \frac{R - 4\alpha R}{R} \mathbf{E}_{P_{\Lambda,\varepsilon}} [\langle \varphi, \cdot \rangle] = \frac{1}{R P(G_{\varepsilon})} \int dP_{\Lambda}(C) \langle \varphi, C \rangle \int_{-R/2+2\alpha R}^{R/2-2\alpha R} dt (1_{G_{\varepsilon}}(\theta_{-t} \cdot C) - 1_{G_{\varepsilon}}(C)).
\]

We know that for \( E \in G_{\varepsilon} \), there is a set \( \Gamma(E) \) such that \( |\Gamma(E)| \leq C_{\varepsilon} \) (for some constant depending only on \( G_{\varepsilon} \)) and if \( \lambda \notin \Gamma(E) \) then \( E(\cdot - \lambda) \in G_{\varepsilon} \). This property is clearly pushed forward at the level of the point configurations. This yields the following bound

\[
\left| \int_{-R/2+2\alpha R}^{R/2-2\alpha R} dt (1_{G_{\varepsilon}}(\theta_{-t} \cdot C) - 1_{G_{\varepsilon}}(C)) \right| \leq C_{\varepsilon}
\]

and since \( \int dP_{\Lambda}(C) \langle \varphi, C \rangle \) is finite (again, by Lemma 2.2) we get

\[
(50) \quad \left| \frac{1}{R} \int_{-R/2+2\alpha R}^{R/2-2\alpha R} dt \mathbf{E}_{P_{\Lambda,\varepsilon}} [\langle \varphi, \theta_t \rangle] - \frac{R - 4\alpha R}{R} \mathbf{E}_{P_{\Lambda,\varepsilon}} [\langle \varphi, \cdot \rangle] \right| \leq \frac{C_{\varepsilon, \varphi, P}}{R}
\]

with a constant depending on \( \varepsilon, \varphi, P \), which proves (47).

We are now left to bound the two error terms in (46), for which we have, applying Lemma 2.2 in the last inequality:

\[
(51) \quad \left| 4\alpha \mathbf{E}_{P_{\Lambda,\varepsilon}}^{R/2} [\langle \varphi, \cdot \rangle] \right| = 4\alpha C_{\varepsilon} (\mathbf{W}(P) + C).
\]

The other term \( \frac{1}{R} \int_{R/2}^{R/2} \mathbf{E}_{P_{\Lambda,\varepsilon}}^{R/2} [\langle \varphi, \theta_t \rangle] dt \) is bounded the same way, moreover with the same application of Lemma 2.2 we get

\[
(52) \quad 4\alpha \mathbf{E}_{P_{\Lambda,\varepsilon}}^{R/2} [\langle \varphi, \cdot \rangle] \leq \alpha C_{\varepsilon} (\mathbf{W}(P) + C).
\]

Combining (46) with the estimates (50), (51), (52), we have

\[
(53) \quad \left| \int (\rho_{2,P_{\Lambda,\varepsilon}} - \rho_{2,P_{\Lambda,\varepsilon}}) \phi \right| \leq \frac{C_{\varepsilon, \varphi, P}}{R} + \alpha C_{\varepsilon} (\mathbf{W}(P) + C)
\]
which proves the claim (45).

- Step 4: Using the result of the periodic case. We may now come back to the proof of Theorem 1. Let us fix \( \eta > 0 \), and take \( \alpha = \frac{\eta}{C_{\phi}(W(P) + C)} \), where \( C_{\phi} \) and \( C \) are the constant in (53).

Then for \( R \) large enough (depending on \( \alpha \) and \( G_{\varepsilon} \)) we have

\[
\left| \int (\rho_{2,P_{\Lambda},x}^{R} - \rho_{2,P_{\Lambda},x}^{R}) \varphi \right| \leq \eta + \frac{C_{\phi,\varepsilon,P}}{R}. \tag{54}
\]

Let us now apply Lemma 2.3 for the periodic case. For each \( E \) (under \( P_{\varepsilon} \)), and for any \( R > 0 \), we consider the stationary measure of \( \frac{d\theta}{2} - \frac{R}{2} \delta_{\theta} \cdot \bar{E}_{R} \cdot d \theta \) whose energy is finite \( P_{\varepsilon} \)-a.s., and we denote by \( \rho_{2,E,R} \) the two-point correlation function of its push-forward by the map (6).

From Proposition 1 we get

\[
\left| \int (\rho_{2,E,R}^{R} - \rho_{2,P_{\varepsilon}}^{R}) \varphi \right| \leq C_{\phi}(C + W(\bar{E}_{R}))^{1/2} (W(\bar{E}_{R}) - W(Z))^{1/2}.
\]

and integrating this inequality against \( dP_{\varepsilon}(E) \) gives (using Jensen’s inequality in the last line)

\[
\left| \int (\rho_{2,E,R}^{R} - \rho_{2,P_{\varepsilon}}^{R}) \varphi \right| = \int dP_{\varepsilon}(E) \left| \int (\rho_{2,E,R}^{R} - \rho_{2,P_{\varepsilon}}^{R}) \varphi \right| \leq C_{\phi}(C + W(P_{\varepsilon}^{R}))^{1/2} (W(P_{\varepsilon}^{R}) - W(Z))^{1/2}. \tag{55}
\]

By construction we know that for \( R \) large enough (depending on \( G_{\varepsilon} \) and \( \alpha \)) we have \( P_{\varepsilon} \)-a.s.

\[
W(\bar{E}_{R}) \leq W(E) + \eta
\]

hence (55) gives, for \( R \) large enough

\[
\left| \int (\rho_{2,E,R}^{R} - \rho_{2,P_{\varepsilon}}^{R}) \varphi \right| \leq C_{\phi}(C + \bar{W}(P_{\varepsilon}) + \eta)^{1/2} (\bar{W}(P_{\varepsilon}) + \eta - W(Z))^{1/2}. \tag{56}
\]

Combining (54) and (56), we get

\[
\left| \int (\rho_{2,P_{\Lambda},x}^{R} - \rho_{2,P_{\Lambda},x}^{R}) \varphi \right| \leq \eta + \frac{C_{\phi,\varepsilon,P}}{R} + C_{\phi}(C + \bar{W}(P_{\varepsilon}) + \eta)^{1/2} (\bar{W}(P_{\varepsilon}) + \eta - W(Z))^{1/2}. \tag{57}
\]

Since \( \int |W(E)|dP(E) \) is finite (because \( \bar{W}(P) \) is finite and \( W \) is bounded below on \( A_{1} \)), and since \( P(G_{\varepsilon}^{c}) < \varepsilon \), by the uniform continuity of the integral we know that

\[
\bar{W}(P_{\varepsilon}) = \bar{W}(P) + o_{\varepsilon \to 0}(1). \tag{58}
\]

Combining (57), (58) and (43), taking \( \eta \) arbitrarily small, \( \varepsilon \) arbitrarily small and then \( R \) arbitrarily large, we conclude the proof.

2.5 Uniqueness results

We now turn to the proof of the uniqueness results for minimizers as stated in Corollary 1.10 and Corollary 1.12. First we observe that the invariance condition in the definition of admissible measures is equivalent to translation-invariance of the disintegration measures. Let us briefly recall (for a precise definition see [AGS08, Section 5.3.]) that in this context if
$P \in \mathcal{P}(\Sigma \times \mathcal{A})$, the disintegration measures (with respect to the normalized Lebesgue measure on $\Sigma$) form a family $\{P^x\}_{x \in \Sigma}$ of probability measures (concentrated) on $\mathcal{A}$ such that for any measurable function $f \in L^\infty(\Sigma \times \mathcal{A})$ we have

$$\int_{\Sigma \times \mathcal{A}} f(x, E) dP(x, E) = \int_{\Sigma} \int_{\mathcal{A}} f(x, E) dP^x(E).$$

**Remark 2.4.** Let $P$ be an admissible probability measure on $\Sigma \times \mathcal{A}$, and let $\{P^x\}_{x \in \Sigma}$ be the disintegration measures of $P$ on $\mathcal{A}$ with respect to $\Sigma$. Since the first marginal of $P$ is the normalized Lebesgue measure on $\Sigma$ we have, by definition of disintegration measures, for any continuous map $f \in L^1(dP)$:

$$E_P[f] = \int_{\Sigma} \int_{\mathcal{A}} f(x, E) dP^x(E).$$

For any smooth cut-off function $\chi$ on $\mathbb{R}$ and any $\lambda \in \mathbb{R}$ we have, by the invariance property of $P$:

$$\int_{\Sigma} \chi(x) dx \int_{\mathcal{A}} f(x, E) dP^x(E) = \int_{\Sigma} \chi(x) dx \int_{\mathcal{A}} f(x, E(\lambda + \cdot)) dP^x(E).$$

A standard approximation argument (by taking a sequence $\{\chi_n\}$ converging to a Dirac mass at $x_0$) shows that for any $x_0 \in \Sigma$, any $\lambda \in \mathbb{R}$ we have

$$\int_{\Sigma} f(x_0, E) dP^{x_0}(E) = \int f(x_0, E(\lambda + \cdot)) dP^{x_0}(E),$$

hence $P^{x_0}$ is translation-invariant for all $x_0 \in \Sigma$.

Conversely it is easy to see that if $\{P^x\}_{x \in \Sigma}$ is a measurable family of translation-invariant probability measures such that each $P^x$ is concentrated on $A_{m_0(x)}$, then $\frac{dx_{\Sigma}}{|\Sigma|} \otimes P^x$ is an admissible probability measure. In particular, $P_0$ as defined in (13) is admissible.

We now give the proof of Corollary 1.10 and Corollary 1.12.

**Proof.** It is clear, from the crystallization result of section 1.3, that $P_{1_{\mathbb{Z}}} \ (\text{resp.} \ P_0)$ is indeed a minimizer of $\overline{W}$ (resp. of $\tilde{W}$) on stationary measures $\mathcal{P}(A_m)$ (resp. on admissible probability measures). It remains to show the uniqueness. By the scaling relation (5), it is enough to show that $P_{1_{\mathbb{Z}}}$ is the unique minimizer of $\overline{W}$ on $\mathcal{P}(A_1)$ to prove the first claim. If $P \in \mathcal{P}(A_1)$ is another minimizer we have $\overline{W}(P) = W(\mathbb{Z})$ hence by Theorem 1 if $P_\Lambda$ denotes the push-forward of $P$ by the map (6), we have

$$\rho_{2, P_\Lambda} = \rho_{2, P_{1_{\mathbb{Z}}}},$$

where $\rho_{2, P_\Lambda}$ is the two-point correlation function of $P_\Lambda$ and $\rho_{2, P_{1_{\mathbb{Z}}}}$ is given in distributional sense by:

$$\rho_{2, P_{1_{\mathbb{Z}}}} = \int_0^1 \sum_{i \in \mathbb{Z}} \sum_{j \in \mathbb{Z}, j \neq i} \delta_{(i-t, j-t)} dt.$$
Let us note that, in general, two point processes sharing the same two-point correlation function may be distinct (for conditions under which two point processes sharing all their k-point correlation functions are equal, see [Len73]), but here the rigidity of the lattice structure ensures that \( P_\Lambda = P_Z \).

Let \( \{f_n\}_n \) be an increasing sequence of continuous functions converging pointwise to the characteristic function \( 1_{[0,1]} \) and let \( \varphi_{n,T}(x,y) := f_n(x - y)1_{[-T,T]}(x)1_{[-T,T]}(y) \) for some fixed \( T > 0 \). The sequence of continuous compactly supported functions \( \{\varphi_{n,T}\}_n \) converges pointwise to \( (x,y) \mapsto 1_{x-y\in [0,1]}1_{[-T,T]}(x)1_{[-T,T]}(y) \). We have for any integer \( n \):

\[
\int \varphi_{n,T} \rho_2, P_\Lambda = \int \varphi_{n,T} \rho_2, Z = 0
\]

and the Lebesgue dominated convergence theorem ensures that:

\[
\int 1_{x-y\in [0,1]}1_{[-T,T]}(x)1_{[-T,T]}(y) \rho_2, P_\Lambda = 0.
\]

Hence we get that \( P_\Lambda \)-a.s. there is no couple of points \( x, y \in C \cap [-T,T] \) such that \( x - y \in [0,1] \).

We may apply the same argument for any interval \( [k,k+1] \) (\( k \in \mathbb{Z} \)) and for any \( T \in \mathbb{N} \), and since a countable union of events with zero \( P_\Lambda \)-measure has zero \( P_\Lambda \)-measure it implies that there is \( P_\Lambda \)-a.s. no couple of points \( x, y \in C \) such that \( x - y \notin \mathbb{Z} \). Hence \( C \) is \( P_\Lambda \)-a.s. a subset of (a translated copy of) \( \mathbb{Z} \). Moreover we know from Lemma 2.1 that average number of points in \([-T,T]\) coincides with that of \( P_Z \) for all \( T \). Since \( P_\Lambda \) is stationary this ensures that in fact \( P_\Lambda = P_Z \) and proves the first claim of uniqueness.

To prove the second claim, let \( P \in \mathcal{P}(X) \) be a minimizer of \( \tilde{W} \) on the set of admissible probability measures, and let us write its disintegration \( P = \frac{dx}{|\Sigma|} \otimes P_x \) where \( x \)-a.e. in \( \Sigma \), \( P_x \) is a probability measure on \( \mathcal{A}_{m_0(x)} \), and since \( P \) is admissible we also know that \( P_x \) itself is translation-invariant, see remark 2.4. Since \( P \) minimizes \( \tilde{W} \), the stationary probability measure \( P_x \) minimizes \( \tilde{W} \) over \( \mathcal{P}(\mathcal{A}_{m_0(x)}) \) for almost every \( x \in \Sigma \). By the first claim, this means that \( P_x = P_{\frac{1}{m_0(x)} Z} \) for almost every \( x \in \Sigma \), which in turn ensures that

\[
P = \frac{dx}{|\Sigma|} \otimes P_{\frac{1}{m_0(x)} Z} = P_0.
\]
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