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Lower bounds via conductance

» Recall from last lecture:

> For a chain with transition kernel P and stationary
distribution 7 detine:
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| » The conductance (or bottleneck ratio) of a set Sis

and the conductance (Cheeger constant) of the chain is
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» THEOREM:
lEvery Markov chain satisfies £ (5) > —.
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Bottlenecks in Glauber for Ising

» Recall the definition of the dynamics:

> Update sites via iid Poisson(1) clocks

> Each update replaces a spinat u €V

by a new one ~ 1 conditioned
on V \{u} (heat-bath version).

» How fast does it converge to equilibrium?

> Can be exponentially slow in the size of the system:
At low temp. (large 3) there may be a bottleneck

between “plus” and “minus” states (see tutorial).
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General (believed) picture for
the Glauber dynamics

» Setting: Ising model on the lattice (Z/nZ)<.
Belief: For some critical inverse-temperature g3, :

CEXD)

» Low temperature:

gap™ and t_;, are exponential in the surface area.
» Critical temperature: =N

gap? and ¢t ;, are polynomial in the surface area.
» High temperature:

> Rapid mixing: gap ' = O(1) and ?_;, < log n

mix

» Mixing occurs abruptly, i.e. there is cutoff.
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Gap/mixing-time evolution for
Ising on the complete graph

(Scaling window established in [Ding, L., Peres "09])
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