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I. ABSTRACT

Hard-particle packings have provided a rich source of outstanding theoretical problems and served as useful starting points to model the structure of granular media, liquids, living cells, glasses, and random media. The nature of “jammed” hard-particle packings is a current subject of keen interest. Elsewhere, we introduced rigorous and efficient linear-programming algorithms to assess whether a hard-sphere packing is locally, collectively, or strictly jammed, as defined by Torquato and Stillinger [J. Phys. Chem. B, 105, 11849 (2001)]. One algorithm applies to ideal packings in which particles form perfect contacts. Another algorithm treats the case of jamming in packings with significant interparticle gaps. We have applied these algorithms to test jamming categories of ordered lattices as well as random packings of disks and spheres under periodic boundary conditions. The random packings were produced computationally with a variety of packing generation algorithms, all of which should, in principle, produce at least collectively jammed packings. Our results highlight the importance of jamming categories in characterizing particle packings. One important and interesting conclusion is that the amorphous monodisperse sphere packings with density $\varphi \approx 0.64$ were for practical purposes strictly jammed in three dimensions, but in two dimensions the monodisperse disk packings at previously reported “random close packed” densities of $\varphi \approx 0.83$ were not even collectively jammed. On the other hand, amorphous bidisperse disk packings with density of $\varphi \approx 0.84$ were virtually strictly jammed. This clearly demonstrates one cannot judge “stability” in packings based solely on local criteria. Numerous interactive visualization models are provided on the authors’ webpage.

II. INTRODUCTION

Packings of hard particles interacting only with infinite repulsive pairwise forces on contact are applicable as models of complex many-body systems because repulsive interactions are the primary factor in determining their structure. Hard-particle packings are therefore widely used as simple models for granular materials,9,15 glasses,29 liquids,11 and other random media,22 to mention a few examples. Furthermore, hard-particle packings, and especially hard-sphere packings, have inspired mathematicians and been the source of numerous challenging (many still open) theoretical problems.1
We focus our attention in this paper on the venerable idealized hard-sphere model, i.e.,
the only interparticle interaction is an infinite repulsion for overlapping particles, since this
enables us to be precise about the important concept of “jamming.” In particular, a hierar-
chical classification scheme for jammed packings into locally, collectively and strictly jammed
packings was proposed in Ref. 24. This classification is closely related to the concepts of
“rigid” and “stable” packings found in the mathematics literature.5,21 The idealized hard-
sphere model is in a sense the Ising model for modeling a variety of hard-particle physical
systems, and the importance of understanding it in detail cannot be overstated. The term
jamming is used in a different sense in the modeling of granular media, which includes ef-
fects such as friction, adhesion, particle deformability, etc., and, by definition, hard-sphere
systems do not include these effects. It is also important to note that we do not discuss
dynamical effects in hard-particle packings. In the present work, hard-sphere jamming is
presented from a rigorous perspective that focuses on the geometry of the final packed states.
We note that extensions of this work to packings of nonspherical particles (such as ellipses,
ellipsoids or spherocylinders) are possible and the subject of current and future research.

There are still many important and challenging questions open even for the simplest
type of hard-particle packings, i.e., monodisperse packings of smooth perfectly impenetrable
spheres. One important category of open problems pertains to the enumeration and clas-
sification of both ordered and disordered jammed disk and sphere packings for the various
jamming categories described below. Since one cannot enumerate all possible packings even
for a small number of particles, it is desirable to devise a small set of parameters that can
characterize packings well. Two important scalar properties of packings are the density
(packing fraction) $\phi$ and order metric $\psi$. For any two states $X$ and $Y$, $\psi_X > \psi_Y$ implies
that state $X$ is to be considered as more ordered than state $Y$. Candidates for such an order
metric include various translational and orientational order parameters,22 but the search for
better order metrics is still very active.

Figure 1 from Ref. 25 shows a conjectured region of feasible hard-sphere packings in the
$\phi - \psi$ plane. It is clear that only a small subset of this feasible region will be occupied
by jammed packings (for a given jamming category), as schematically indicated in Fig. 1.
Several limit points in this region are particularly interesting:

- Point A corresponds to the lowest-density jammed packing, and its location strongly
depends on the jamming category used. It can be shown that there are zero-density locally jammed disk packings (see references and discussion in Ref. 20), and it is likely that the same is true for sphere packings. However, for collectively and strictly jammed packings, it is not known what are the lowest possible densities.

- Point B corresponds to the most dense jammed packing. It has of course already been identified to be a triangular packing for disks and the FCC/HCP variant lattice for spheres. But much less is known about polydisperse packings,\textsuperscript{10,20} or packings of nonspherical particles.

- MRJ point represents the maximally random jammed (MRJ) state,\textsuperscript{25} which has recently supplanted the ill-defined “random close packed” (RCP) state. The RCP state was widely believed to have a packing fraction $\varphi \approx 0.63 – 0.64$ in three dimensions. The MRJ state is the most disordered jammed packing in a given jamming category (locally, collectively or strictly jammed). The MRJ state is well-defined for a given jamming category and choice of order metric.

Numerical algorithms have long been the primary tool for studying random packings quantitatively. In a separate paper,\textsuperscript{8} we introduced two algorithms to assess whether a hard-sphere packing is locally, collectively, or strictly jammed.\textsuperscript{24} The first algorithm targets packings with perfect interparticle contacts, while the second allows for significant interparticle gaps. Both algorithms are based on linear programming and are applicable to both ordered and disordered disk and sphere packings of arbitrary polydispersity. In Ref. 8 we give a complete description of the algorithms. Here we demonstrate their applicability, usefulness and efficiency in analyzing large disordered packings, as produced by various packing generation algorithms. Algorithms that generate large-scale hard-particle packings are very important, especially because experimental hard-particle configurations are difficult to obtain and are limited in applicability. Of particular interest are stochastic algorithms aimed at producing random (disordered) packings.

Through numerical investigations, we show here that several previously used packing algorithms generate collectively jammed packings under appropriate conditions. In particular, we study in detail monodisperse sphere as well as monodisperse and bidisperse disk packings produced by the Lubachevsky-Stillinger packing algorithm.\textsuperscript{13} We also tested a sample of monodisperse sphere and bidisperse disk packings produced by the algorithm described
in Ref. 16, as well as monodisperse sphere packings produced by the Zinchenko packing algorithm,\textsuperscript{30} and observed similar behavior as for the Lubachevsky-Stillinger packings.

Our testing of these packings enables us to arrive at several important conclusions. First, we find that the amorphous monodisperse sphere packings (with covering fraction, or density, $\varphi \approx 0.64$) and bidisperse disk packings ($\varphi \approx 0.84$) are practically strictly jammed (though not in the ideal sense). Second, we observe that large monodisperse disk packings are invariably highly crystalline ($\varphi \approx 0.88$) and are only collectively jammed. Previously reported\textsuperscript{2} low covering fractions for “random close packed” disks of $\varphi \approx 0.82 - 0.84$ were not even found to be collectively jammed. This conclusion clearly demonstrates that the distinctions between the different jamming categories are important and one cannot judge “stability” in packings based solely on local criteria, as has been done extensively in the literature.\textsuperscript{18,26,27} Preliminary investigations with an extension of the Lubachevsky-Stillinger algorithm indicate that it is possible to produce ideal strictly jammed packings, which is important in order to eliminate finite-size boundary effects, especially for monodisperse disk packings.

In Section III, we introduce important notation, definitions, and review basic concepts. In Section IV, we describe various algorithms that are used to generate random packings. We will analyze the resultant packings. In Section V we discuss the numerical implementation, and provide results for ordered periodic lattice packings and random packings. Finally, we conclude with a discussion of the results and future directions of investigation in Section VI.

III. BACKGROUND AND METHODOLOGY

Here we briefly summarize some of the essential notation, problem statements, and methods, as described in detail in Ref. 8. We consider a sphere packing in Euclidean $d$-dimensional space $\mathbb{R}^d$, characterized by the positions of the sphere centers $\mathbf{R} = (\mathbf{r}_1, \ldots, \mathbf{r}_N)$,

$$P(\mathbf{R}) = \left\{ \mathbf{r}_i \in \mathbb{R}^d, \ i = 1, \ldots, N : \|\mathbf{r}_i - \mathbf{r}_j\| \geq \frac{D_i + D_j}{2} \forall j \neq i \right\},$$

where the diameter of the $i^{th}$ sphere is $D_i$, and here we focus on monodisperse packings, i.e., packings where all the spheres are identical, $D_i = D$. Our perspective on jamming focuses on the set $\mathcal{J}_{\mathbf{R}}$ of configurations around a particular initial configuration $\mathbf{R}$ reachable via continuous displacements of the spheres $\Delta \mathbf{R}(t)$, subject to nonoverlapping constraints
and certain boundary conditions. Here $t$ is a time-like parameter, and we will often drop it for brevity, but it should be kept in mind that any change in configuration we consider must be reachable via a continuous deformation. If the extent of $\mathcal{J}_R$ is small, in the sense that only small continuous displacements of the particles from their initial configurations are possible for all $R \in \mathcal{J}_R$, the packing is considered jammed. The natural length scale defining the meaning of “small” is the typical size of the particles, or the size of the interparticle gaps, depending on the context and the type of packing under consideration. In a jammed ideal packing, which has perfect interparticle contacts, the particles cannot at all be displaced continuously from their current configuration (modulo trivial rigid-body motions). By changing the boundary conditions, we get several different categories of jamming, namely local, collective and strict jamming. We briefly review these definitions for the convenience of the reader below. We consider first ideal packings, and discuss interparticle gaps in more detail as an extension.

We specialize these jamming definitions for periodic sphere packings for concreteness, but packings in a concave hard-wall containers can also be considered. Periodic (repetitive) packings are characterized by a unit cell and a lattice $\Lambda = \{\lambda_1, \ldots, \lambda_d\}$, where $\lambda_i$ are linearly independent lattice vectors. We additionally allow the lattice to continuously change by $\Delta \Lambda(t)$ as the particles displace, where $\epsilon = \epsilon^T = (\Delta \Lambda)\Lambda^{-1}$ is the symmetric macroscopic strain tensor.

A finite system of spheres is:

**Locally jammed** Each particle in the system is locally trapped by its neighbors, i.e., it cannot be translated while fixing the positions of all other particles. Each sphere simply has to have at least $d+1$ contacts with neighboring spheres, not all in the same $d$-dimensional hemisphere.

**Collectively jammed** Any locally jammed configuration where all finite subsets of particles are trapped by their neighbors. For periodic boundary conditions, collective jamming implies that there is no non-vanishing continuous periodic displacement of the particles $\Delta R(t)$ that maintains impenetrability other than trivial uniform translations of the packing, while keeping the lattice fixed, $\Delta \Lambda(t) = 0$.

**Strictly jammed** Any collectively jammed configuration that disallows all globally uniform volume-non-increasing deformations of the system boundary. For periodic pack-
ings, the boundary is in fact the lattice, and strict jamming implies that there is no non-vanishing continuous periodic $\Delta \mathbf{R}(t)$ which maintains impenetrability other than trivial uniform translations or rotations of the packing, even if we allow a *volume-non-increasing continuous lattice deformation* $\Delta \mathbf{A}(t)$ (this translates to a strain tensor with a nonpositive trace).

Observe that these jamming categories are ordered hierarchically, with local being a prerequisite for collective and similarly collective being a prerequisite for strict jamming. It should be mentioned that jammed random particle packings produced experimentally or in simulations typically contain a small population of “rattlers”, i.e., particles trapped in a cage of jammed neighbors but free to move within the cage. For present purposes we shall assume that these have been removed before considering the (possibly) jammed remainder (subpacking).

In Ref. 8, we presented a randomized linear programming (LP) algorithm to test whether a given packing is jammed or not, for each of the jamming categories given above. The essential ingredient of this algorithm is to apply a randomly selected load (i.e., a force) on each particle (locally, or collectively) and then solve a linear program which takes into account a linearized version of the impenetrability constraints between neighboring particles to find whether (and how) the particles displace (and possible the lattice deforms) in order to support this applied load. If the particles do not displace then we apply the load of opposite sign and repeat the test. If the particles do not displace again, then the ideal packing under consideration is jammed.

Computer-generated packings, which we analyze, are never ideal and there are always small interparticle gaps between some particles, typically much less than a percent of the typical particle size $D$. One can safely consider such packings within the framework of ideal packings, with minor modifications to the algorithm, as described in detail in Ref. 8. However, the either-or character of the above jamming criteria is often too restrictive or specialized when analyzing large disordered packings with possibly larger interparticle gaps, where particle displacements may be comparable to the typical particle size. Therefore, we investigate ways to study jamming in this practical sense for such nonideal packings. We focus here on trying to judge the extent of $J_R$ by trying to displace the spheres away from their current position by as much as possible. In Ref. 8 we describe an algorithm based
on linear programming to do just this, and the basic idea is to repeatedly apply a random load on the particles, solve several linear programs and displace the particles by as much as possible while still avoiding overlap, until the particles rearrange and form contacts that actually support the applied load. This is repeated for several random loads, in the hope of exploring $\mathcal{J}_R$ along several directions. We can then actually quantitatively report the average/maximal displacement of the particles that was observed, and use this instead of a binary classification into packings which are jammed and not jammed. The numerous intricacies of the algorithm are discussed in detail in Ref. 8.

We have implemented these algorithms to test for jamming in sphere packings and here we apply them to monodisperse and bidisperse packings under periodic boundary conditions. We present some representative but non-exhaustive results for several periodic ordered lattice packings as well as random packings obtained via the Lubachevsky-Stillinger packing algorithm. We plot linear unjamming motions as suitably scaled "velocity" fields, showing the direction in which the particles can move (along a straight path within this linear algorithm) without violating impenetrability. Numerous more illustrative and interactive Virtual Reality Modeling Language (VRML) animations can be viewed on our webpage.  

IV. PACKING GENERATION ALGORITHMS

We produced most packings using the Lubachevsky-Stillinger compression algorithm with periodic boundary conditions. This algorithm is essentially a hard-sphere molecular dynamics in which the spheres grow in size during the course of the simulation at a certain expansion rate, until a final state with diverging collision rate is reached.

We also obtained sample monodisperse sphere and bidisperse disk packings from the authors of Ref. 16. These packings are not of perfectly hard spheres, but rather soft spheres interacting via repulsive potentials when there is overlap between the cores of diameter $D$. They use energy minimization for harmonic and Hertzian potentials, descending to an energy minimum using the conjugate gradient algorithm from a random initial configuration (i.e., a rapid quench from $T = \infty$ to $T = 0$). The packings we analyzed were just above the "jamming threshold" density $\phi_c$, meaning that there was only very small (less than $10^{-5}D$) overlap between the outer cores. We therefore simply scaled the sizes of the particles by a factor very close to unity to obtain overlap-free hard-sphere packings. Since the jamming
threshold densities found in Ref. 16 were very close to the final densities produced by the Lubachevsky-Stillinger algorithm (with reasonably large compression rates), we expected these packings to behave very similarly, and have confirmed this with computational tests. Therefore, here we focus on and present the results for the Lubachevsky-Stillinger packings.

We also had available disordered three-dimensional packings produced with the contact network building Zinchenko packing algorithm,30 and confirmed that they behaved like the packings produced by the other algorithms. Unfortunately, we do not know of a two-dimensional implementation of this algorithm, and it is important to develop one in the future and see whether it too produces near-triangular packings.

More detailed results will be given shortly, but we want to point out here that none of these algorithms produces truly strictly jammed packings a priori. Indeed, the packings that we tested were never truly strictly jammed. This is not surprising because none of them incorporates deformations of the periodic lattice, but rather, they all use a fixed (typically cubical) unit cell. It is not hard to incorporate boundary deformations into these algorithms, and we are presently working on such extensions. In particular, the Lubachevsky-Stillinger algorithm can easily incorporate a deforming lattice in the spirit of Parinello-Rahman molecular dynamics.17 We have in fact implemented such an extended Lubachevsky-Stillinger algorithm and used it to produce a priori strictly jammed packings. Details of this work in progress will be given in future papers, and here we will only analyze some of the final packings produced by the algorithm. In packing algorithms based on energy minimization, as in Ref. 16, one need only include the strain as part of the degrees of freedom in order to allow relaxation of the lattice and produce strictly jammed packings. The same is true of the Zinchenko packing algorithm.

On the other hand, all of these algorithms seem to produce collectively jammed packings in both two and three dimensions, excluding rattlers and allowing for appropriate numerical tolerances. This can be proved rigorously for the Zinchenko packing algorithm, and under certain additional assumptions also for the energy minimization algorithm. In principle, only locally jammed configurations are possible final states for the Lubachevsky-Stillinger algorithm since they give infinite collision rates, however, we believe that local configurations are unstable attractors for this algorithm and in fact under appropriate conditions all final states have a collectively jammed subpacking, excluding rattlers. We have recently devised a way to dynamically verify jamming during the packing process in the Lubachevsky-Stillinger
algorithm for both packings of spheres and ellipsoids, however, details will be given in future publications.

V. RESULTS

We have developed an efficient numerical implementation of the randomized LP algorithm using the primal-dual interior-point algorithm in the LOQO optimization library. Both Fortran 95 codes which directly invoke the LOQO library, and Algebraic Modeling Programming Language (AMPL) models have been developed, along with VRML visualization tools. Illustrations of results obtained using these implementations are given throughout this paper. We have applied the algorithms to test for the different jamming categories in practice and verified their utility and efficiency. Although reporting exhaustive results is not the primary aim of this work, in this section we present some relevant results for both ordered and disordered periodic packings. We have analyzed disordered packings produced by a variety of packing algorithms, namely the Lubachevsky-Stillinger packing algorithm, an energy minimization algorithm as presented in Ref. 16, as well as the Zinchenko packing algorithm.

A. Periodic Lattice Packings

Table 1 in Ref. 24 gives a classification of some common simple lattice packings into jamming categories for hard-wall boundary conditions. Table I modifies this for periodic boundary conditions. The results in principle will depend on the choice of unit cell, so the terminology “lattice XXX is YYY jammed” is used loosely here. We illustrate some unjamming motions for lattice disk packings in Figs. 2 and 3.

Here we just point out for the curious that the triangular lattice is not the only strictly jammed ordered disk packing; two other examples are shown in Fig. 4. It can be shown that one can remove at most one quarter of the disks from a triangular lattice packing and still maintain strict jamming. Using the Lubachevsky-Stillinger packing algorithm for small packings, we recently found a new family of strictly jamming packings obtained by reinforcing with triangular regions a particular tiling of the plane with three congruent pentagons. An example is shown in Fig. 4.
B. Periodic Random Packings

We also tested a sample of periodic random packings in two and three dimensions. Both monodisperse and bidisperse packings were studied. The main reason for including bidisperse packings in this preliminary study is that monodisperse disk packings crystallize easily, forming large ordered almost-triangular domains (grains) with high packing fraction $\varphi \approx 0.88$. This is because in two dimensions the locally densest configuration coincides with the globally densest triangular lattice, unlike in three dimensions, where the locally optimal (tetrahedral) configuration cannot tile three-dimensional space.\textsuperscript{22} It is only by introducing polydispersity that one can produce disk packings with no apparent (or little) short-range order (i.e., amorphous), as can be determined by, for example, bond-orientational order metrics,\textsuperscript{22} and in particular, the \textit{local} $Q_6$ order metric. We used an equimolar mixture of disks with diameter ratio of 1.4 as done in Ref. 16. For amorphous monodisperse three-dimensional packings the typical packing fraction is around $\varphi \approx 0.64$, and such a packing is shown in Fig. 6. For the aforementioned amorphous binary disk packings $\varphi \approx 0.84$, and such a packing is illustrated in Fig. 5.

In a truly disordered (generic) packing, it is expected that the average number of interparticle contacts per particle (coordination number) will be $Z = 2d$ (more precisely, twice the number of degrees of freedom per particle). Thus, it is expected that $Z = 4$ in two dimensions. However, collectively jammed monodisperse disks packings are rather dense ($\varphi \approx 0.86 - 0.88$) and crystalline and they have $Z \approx 5.5$ (This should be compared to $Z = 6$ for the triangular crystal). Disordered bidisperse disk packings do have $Z \approx 4$, and similarly in three dimensions monodisperse packings have $Z \approx 6$, consistent with an assumption of generic character. However, the exact number one gets depends rather sensitively on the criterion for assigning contacts and on whether rattling particles are excluded or not. Future work will give a more detailed and careful investigation of coordination number distribution in disordered packings. For this work, it is important to note that a large packing must have $Z \geq 2d$ in order to be collectively or strictly jammed, and $Z \geq d + 1$ to be locally jammed. We also point out that our algorithm to test for jamming does not depend sensitively on the criterion for selecting contacts.\textsuperscript{8}
Although most of the packings we analyzed had small interparticle gaps and can also be studied within the framework of ideal packings and classified as jammed or not jammed, we instead consider them nonideal and explicitly deal with the interparticle gaps. We wish to stress that the results below are not averages over many packings with the same number of spheres/disks, but rather they are results for particular packings produced by the Lubachevsky-Stillinger algorithm. These packings seemed to be typical of the types of packings produced by the algorithm under a relatively wide range of expansion rates and packing sizes. We therefore believe that the numbers presented here serve well as a semi-qualitative illustration of the behavior of random disk and sphere packings commonly used in many computational studies. The primary reason we do not give averaged results this is that detailed average results should be given only once it is determined what quantitative metric of jamming is physically appropriate (which is likely to be different for different types of packings and different applications), and results should also be correlated with more characteristics of the packings (i.e., not just the covering fraction) and to various relevant parameters of the algorithm used to generate the packing.\footnote{12}

As a quantitative measure of jamming in these packings, we report the average particle displacement $\langle |\Delta r_i| \rangle$ achieved during random loading. This choice is not ideal, and attaching a physical picture to the numbers is difficult. Furthermore, deciding when to terminate the Lubachevsky-Stillinger algorithm is nontrivial and we used the principle of allowing a certain number of binary collisions per particle and also limiting the total computational time, which results in larger packings not being as “well-packed” as smaller packings. Visualization of the resulting particle displacements is still the best way to analyze the results. For example, rattlers often contribute most to the average displacement for packings which might be “more jammed” if the rattlers are removed. Moreover, although an entry in Table IV below might say that the average displacement for a monodisperse disk packing was only 10\% of the particle size, the character of the particle motion might be such that very significant rearrangements happen in the packing because grain boundaries move (see Fig. 8), and this has to be seen to be appreciated. We will share our VRML visualizations with interested readers, and many examples are provided on our webpage.\footnote{6}

Another statistic we report is the time (in seconds) spent by the AMPL implementation
(with some Fortran) of the testing algorithm on a typical personal computer.\textsuperscript{1} Since most of the computational time is spent in LOQO, similar running times are typical of the Fortran codes as well. For each packing, we applied three different random loads (with opposite orientations), and for each load we successively solved three linear programs (so a total of 18 linear programs for each packing). The running times below should not be taken as a measure of the scaling of the LP solver computational effort with the number of spheres, but rather as typical runtimes for some representative packing sizes. This is because the computational effort depends nontrivially on many of the parameters in the algorithm, and on the exact implementation. We are currently developing more efficient and robust implementations of these algorithms, for both packings of disks/spheres and ellipses/ellipsoids.

2. **Summary of Results**

Qualitatively different results were observed for the amorphous monodisperse sphere packings and binary disk packings, and the polycrystalline monodisperse disk packings.

For the amorphous packings, we give results in Table III for monodisperse packings in three dimensions and in Table II for bidisperse packings in two dimensions, with similar trends. In general, these packings were collectively jammed, in the sense that only small (average) displacements of the particles are possible. The small feasible displacements are mostly due to rattlers and/or early termination of the packing algorithm and we believe that any true final Lubachevsky-Stillinger packing with infinite collision rate will in fact have an ideal collectively jammed subpacking (similarly for the other packing algorithms). The packings were not strictly jammed for small system sizes, however, the magnitude of the feasible displacements decreased as the packings became larger, and therefore large amorphous packings were virtually collectively and strictly jammed. This can be understood by thinking of the distinction between collective and strict jamming as a boundary effect: As the packings become larger the boundary effects diminish. Therefore, even though none of the packing algorithms is meant to produce strictly jammed packings \textit{a priori}, they do so for large amorphous packings.

Importantly, very different results were observed for monodisperse disk packings, which

\textsuperscript{1} More precisely, calculations were performed on an 1666MHz AMD Athlon PC running Linux.
are invariantly nearly triangular (i.e., crystalline). We wish to point out that crystallization into a triangular lattice poses a convergence obstacle for the Lubachevsky-Stillinger algorithm since near triangular regions have very high collision rates even when the disks diameters are not at their maximal value. Therefore it was only for monodisperse disk packings that some of the final packings were not collectively jammed (large particle rearrangements were possible near grain boundaries). Most packings were however collectively jammed just as for amorphous packings and we present results for these in Table IV. By using certain tricks in the Lubachevsky-Stillinger algorithm, such as collections of frozen particles or very large expansion rates, one can obtain apparently “jammed” amorphous monodisperse disk packings near a packing fraction \( \varphi \approx 0.83 \). However, due to numerical instabilities or the presence of an artificial boundary of fixed disks, these packings were not collectively jammed, as illustrated in Fig. 7. One of the important observations is that none of the large Lubachevsky-Stillinger monodisperse disk packings were strictly jammed. In fact, typical grain boundaries are very fragile under shear, and so even for the large packings significant rearrangements of the grain boundaries are feasible, as illustrated in Fig. 8.

It is also important to verify that any packing algorithm claimed to produce jammed packings can indeed produce jammed ideal packings, in the sense that all tolerances in the test for jamming can be tightened progressively as the numerical accuracy is increased and the convergence criteria in the packing algorithm are tightened. We demonstrate this for collective jamming in monodisperse sphere packings in Table V. The corresponding results for strict jamming, given in Table VI, illustrate that the (traditional) Lubachevsky-Stillinger packings do not have a strictly jammed ideal subpacking, but are practically strictly jammed for large system sizes. This is unlike monodisperse disk packings, which are far from being strictly jammed, as illustrated in Table VII.

Very recently, we have implemented an extension of the Lubachevsky-Stillinger packing algorithm in which the lattice deforms during the molecular dynamics run, as dictated by the collisional (contact) stress induced by the particle collective. Details of the algorithm and the packings it produces will be given elsewhere. For relatively small numbers of particles, this algorithm typically produces truly strictly jammed packings, and for these packings \( \| \Delta \mathbf{r}_i \| \) is similar for both collective and strict jamming. The algorithm produces similar amorphous packings (in packing fraction and disorder) to the original Lubachevsky-Stillinger algorithm, however, for monodisperse disks it frequently terminates with completely crystal
packings, and also produces complete triangular lattices with special types of defects, such as monovacancies and peculiar “dislocation cores”. One such strictly jammed disk packing is shown in Fig. 9. Investigation of these strictly jammed disk packings as well as extensions of other packing algorithms to allow for deforming boundaries are being carried at present. We note in passing that we also used the extended Lubachevsky-Stillinger algorithm to try the shrink-and-bump heuristic to test for strict jamming by also allowing the lattice to deform while the particles bump around. This seemed to detect disordered packings which are not strictly jammed, however, the test is significantly slower than the linear programming algorithm and is also very heuristic and much less reliable.

VI. DISCUSSION, FUTURE WORK, AND CONCLUSIONS

Our results have important implications for the classification of random disk and sphere packings and suggest a number of interesting avenues of inquiry for future investigations. Random disk packings are less well-understood than sphere packings. The tendency of disk packings to “crystallize” (to form ordered, locally dense domains) at sufficiently high densities is well established. For example, Quickenden and Tan experimentally estimated the packing fraction of the “random close packed” (RCP) state to be $\varphi \approx 0.83$ and found that the packing fraction could be further increased until the maximum value of $\varphi = 0.906$ is achieved for the triangular lattice packing. By contrast, random sphere packings at $\varphi$ in the range $0.63 - 0.66$ cannot be further densified.

Our recent understanding of the ill-defined nature of random close packing and of jamming categories raises serious questions about previous two-dimensional studies, particularly the stability of such packings. Our present study suggests that disordered random disk packings are not collectively jammed at $\varphi \approx 0.83$; at best they may be locally jammed. This brings into question the previous widespread belief that the two-dimensional analog of the RCP sphere-packing state has density about $\varphi \approx 0.82 - 0.83$. Collectively jammed disk packings seem to have significantly higher densities $\varphi \approx 0.88$ and consist of large triangular grains, but even at such high densities they are not strictly jammed. An interesting question is whether the grain size becomes small compared to the system size for large collectively jammed disk packings, or whether the appearance of grain boundaries is in fact a finite-size boundary effect. It may be that the preponderance of collectively and strictly jammed
large disk packings are very crystalline, with a distribution of the local bond-orientational parameter $Q_6$ (see Ref. 22) highly peaked around some relatively large value. Furthermore, it is important to ascertain if the strong distinction between only collectively and strictly jammed disk packings persists in the limit of very large packings. Careful investigations of very large collectively and strictly jammed disk packings produced with a variety of packing algorithms are still required to answer these questions.

The old concept of the RCP state incorrectly did not account for the jamming category of the packing. Previous attempts to estimate the packing fraction of the “random loose” state are even more problematic, given that this term is even less well-defined than the RCP state. Furthermore, as our investigations of disk packings show, the “stability” of packings cannot be judged based solely on local criteria, as suggested in Ref. 18 for sphere packings, and using such local criteria in estimating mean coordination numbers or densities of packings is at best an exercise in modeling locally jammed packings. The best way to categorize random disk packings is to determine the maximally random jammed (MRJ) state for each of the three jamming categories (local, collective and strict). Such investigations will be carried out in the future, and we have some preliminary results and promising avenues of approach.

The identification of the MRJ state for strictly jammed disk packings is an intriguing open problem. On the one hand, we have shown that random packings exist with densities in the vicinity of the maximum possible value ($\frac{\pi}{\sqrt{3}} \approx 0.63$) that are not strictly jammed, and on the other hand, there is a conjectured achievable lower bound $\frac{\sqrt{3}\pi}{8}$ corresponding to the “reinforced” Kagomé lattice (see Fig. 4). It may therefore be that the search for the MRJ state for strictly jammed disk packings should focus on randomly diluted triangular packings. For random sphere packings, an initial study undertaken in Ref. 12, using the LP algorithm described in this work, found that maximally disordered random packings around $\varphi \approx 0.63$ were strictly jammed, suggesting a close relation between the conventionally accepted RCP state and the MRJ state for strictly jammed packings. Much less obvious is what the MRJ state for collectively jammed sphere packings is. Finally, a completely unexplored question concerns the identification of the MRJ state for locally jammed disk and sphere packings.

The jamming concepts and algorithms presented here can be extended to packings of nonspherical particles with certain nontrivial modifications, however, mathematical developments in this area are lacking. We are investigating such extensions and will report our findings in future work. Other important tasks include extending various packing genera-
tion algorithms to generate strictly jammed packings, as well as designing algorithms with guarantees of producing jammed packings. An even more challenging task is designing packing algorithms that can produce jammed packings with certain target properties, such as a certain density and degree of order. The algorithms to test for jamming, and more generally to explore the set of reachable configurations $J_R$ for hard-particle packings can be further improved. In particular, a carefully tuned implementation of linear solvers for three-dimensional packings is needed as a building block in implementations of various nonlinear programming algorithms related to packings. Development of such implementations and extensions is also underway. Finally, there are many open questions related to the enumeration and classification of random hard-particle packings that might be answered with the application of these tools.

In Ref. 8 and this work we have proposed, implemented, and tested a practical algorithm for verifying jamming categories in finite sphere packings based on linear programming. We demonstrated its simplicity and utility, and presented some representative results for ordered lattices and random packings. Interestingly, the large computer-generated monodisperse random packings that we tested were virtually strictly jammed in three dimensions, but not in two dimensions. Future extensions and applications of the proposed algorithms are awaiting exploration. Work is already under way to provide highly efficient implementations of various optimization algorithms for linear and nonlinear programming on large-scale (contact) networks.
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6 A. Donev. [http://atom.princeton.edu/donev/Packing](http://atom.princeton.edu/donev/Packing), homepage for the sphere packing project, with useful supplementary materials.


WWW. The general purpose interior-point LOQO optimization library is not public-domain, but can be tried at http://orfe.princeton.edu/~loqo/. The public-domain PCx library implements interior point linear programming algorithms and can be found at http://www-fp.mcs.anl.gov/otc/Tools/PCx/.


Table I: **Classification of some simple lattices into jamming categories for periodic boundary conditions.** We give the packing (i.e., covering) fraction $\varphi$ (to three decimal places), the coordination number $Z$, and the number of disks/spheres $N_s$ per unit cell, as well as an assessment of whether the lattice is locally (L), collectively (C) or strictly (S) jammed ($Y$ is jammed, $N$ is not jammed). We chose the smallest unit cells for which an unjamming motion exists (illustrated on our webpage\textsuperscript{6}), if there is one.

<table>
<thead>
<tr>
<th>Lattice</th>
<th>$\varphi$</th>
<th>$Z$</th>
<th>$N_s$</th>
<th>L</th>
<th>C</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Honeycomb</td>
<td>0.605</td>
<td>3</td>
<td>4</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Kagomé</td>
<td>0.680</td>
<td>6</td>
<td>3</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Square</td>
<td>0.785</td>
<td>4</td>
<td>2</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Triangular</td>
<td>0.907</td>
<td>6</td>
<td>1</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Diamond</td>
<td>0.340</td>
<td>4</td>
<td>4</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>SC</td>
<td>0.524</td>
<td>6</td>
<td>2</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>BCC</td>
<td>0.680</td>
<td>8</td>
<td>2</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>FCC</td>
<td>0.741</td>
<td>12</td>
<td>1</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>HCP</td>
<td>0.741</td>
<td>12</td>
<td>2</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
</tbody>
</table>
Table II: Results of the nonideal randomized LP algorithm for equimolar binary disk packings of diameter ratio 1.4. The first column shows the total number of particles \( N \), the second the packing fraction, the third the running time for the AMPL model that tests for collective jamming, and the last two columns show the average particle displacement during collective (i.e., with a fixed lattice) and strict jamming (i.e., with a deforming lattice) testing. Notice that the displacements are significantly larger for the strict jamming test, especially for small packings.

<table>
<thead>
<tr>
<th>( N )</th>
<th>( \phi )</th>
<th>( t ) (s) coll.</th>
<th>( |\Delta \mathbf{r}_i|/D_i ) coll.</th>
<th>( |\Delta \mathbf{r}_i|/D_i ) strict</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.845</td>
<td>2.1</td>
<td>0.010</td>
<td>0.060</td>
</tr>
<tr>
<td>100</td>
<td>0.842</td>
<td>6.4</td>
<td>0.0034</td>
<td>0.011</td>
</tr>
<tr>
<td>250</td>
<td>0.846</td>
<td>21</td>
<td>0.0037</td>
<td>0.0053</td>
</tr>
<tr>
<td>500</td>
<td>0.847</td>
<td>72</td>
<td>0.0016</td>
<td>0.0067</td>
</tr>
<tr>
<td>750</td>
<td>0.849</td>
<td>88</td>
<td>0.0022</td>
<td>0.012</td>
</tr>
<tr>
<td>1000</td>
<td>0.849</td>
<td>130</td>
<td>0.0016</td>
<td>0.018</td>
</tr>
<tr>
<td>1500</td>
<td>0.848</td>
<td>247</td>
<td>0.0016</td>
<td>0.020</td>
</tr>
<tr>
<td>2500</td>
<td>0.849</td>
<td>248</td>
<td>0.0039</td>
<td>0.010</td>
</tr>
</tbody>
</table>

Table III: Results for monodisperse sphere packings. The columns are as in Table II, and here we show the running times for both the testing for collective and strict jamming.

<table>
<thead>
<tr>
<th>( N )</th>
<th>( \phi )</th>
<th>( t ) (s) coll.</th>
<th>( t ) (s) strict</th>
<th>( |\Delta \mathbf{r}_i|/D_i ) coll.</th>
<th>( |\Delta \mathbf{r}_i|/D_i ) strict</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.628</td>
<td>23</td>
<td>29</td>
<td>0.0012</td>
<td>0.12</td>
</tr>
<tr>
<td>100</td>
<td>0.644</td>
<td>53</td>
<td>76</td>
<td>0.0043</td>
<td>0.15</td>
</tr>
<tr>
<td>250</td>
<td>0.636</td>
<td>164</td>
<td>210</td>
<td>0.0021</td>
<td>0.031</td>
</tr>
<tr>
<td>500</td>
<td>0.641</td>
<td>480</td>
<td>597</td>
<td>0.0037</td>
<td>0.014</td>
</tr>
<tr>
<td>750</td>
<td>0.641</td>
<td>900</td>
<td>1017</td>
<td>0.0015</td>
<td>0.0035</td>
</tr>
<tr>
<td>1000</td>
<td>0.642</td>
<td>1822</td>
<td>1866</td>
<td>0.011</td>
<td>0.013</td>
</tr>
</tbody>
</table>
Table IV: Results for monodisperse disk packings. The columns are as in Table II. Notice the very large displacements during the test for collective jamming, even for large packings, as well as the high packing densities for larger packings.

Table V: The average particle displacement $\|\Delta r_i\|/D$ during the test for collective jamming is shown for a series of sphere packings produced by the (original) Lubachevsky-Stillinger algorithm. From top to bottom the packing size $N$ increases, and from left to right the number of collisions per particle $N_{\text{coll}}$ (in thousands) increases (and thus the density also slowly increases). No special handling of rattlers was employed. It is easily observed that the packings uniformly become “more jammed” as the packing algorithm is run longer (though rattlers may continue to give a finite contribution to the observed displacements). Similar behavior is expected of any algorithm which in the limit of infinite numerical precision produces packings with a collectively jammed subpacking.
Table VI: This table is the analog of Table V but for strict jamming. In this case it is seen that the average displacements do not converge uniformly toward zero, an indication that the packings do not have a strictly jammed ideal subpacking (similar results are observed for amorphous binary disk packings). However, the average displacements are quite small for large packings (this is even more pronounced for the binary disk packings).

Table VII: Just as an illustration, this short table shows results for a two dimensional disk packing with 250 disks, corresponding to the results presented for amorphous sphere packings in Tables V and VI. It is seen that although the packing has an ideal collectively jammed subpacking, it is clearly far from being strictly jammed, as typical for monodisperse disk packings produced by the Lubachevsky-Stillinger packing algorithm with a fixed lattice.
VIII. FIGURE CAPTIONS

Figure 1: A highly schematic plot of the jammed subspace in the density-disorder plane.

Figure 2: Simple collective mechanisms in the Kagomé and honeycomb lattices, respectively. These lattices are not collectively jammed with periodic boundary conditions, as the sample unjamming motions for the Kagomé (left) and for the honeycomb (right) packings shown here illustrate. The shaded disks represent periodic images.

Figure 3: Shearing the honeycomb lattice. The honeycomb lattice is not strictly (or collectively) jammed, and an example of a lattice deformation, replicated on several unit cells to illustrate the shear character of the strain $\varepsilon = (\Delta \Lambda) \Lambda^{-1}$. Note that only three (original) spheres are involved in the actual calculation of this unjamming motion, the rest are image spheres.

Figure 4: Examples of strictly jammed lattices in two dimensions (from Ref. 8). The $6/7$th lattice (packing number 2 in Ref. 4 and the last packing in Ref. 20), top, is obtained by removing every 7th disk from the triangular lattice. The reinforced Kagomé lattice, middle, is obtained by adding an extra “row” and “column” of disks to the Kagomé lattice and thus has the same density in the thermodynamic limit, namely, it has every 4th disk removed from the triangular packing (see also Ref. 20). It can be proven that this is the lowest density strictly jammed subpacking of the triangular lattice. The pentagonal packing shown at the bottom is obtained from a particular tiling of the plane with three rotated congruent pentagons, and is just one member of a whole family of strictly jammed packings.

Figure 5: Collectively jammed bidisperse disk packing. The algorithm to test for collective jamming in ideal packings was applied to this equimolar bidisperse disk packing of 250 disks ($\varphi = 0.846$) in order to identify a jammed subpacking 232 disks, leaving 18 rattlers (colored black), which are not essential for jamming. The dotted disks represent periodic images. Note that the density would be significantly lowered if the rattling particles were removed.
Figure 6: *Virtually strictly jammed sphere packing.* This random packing of 500 spheres with density $\varphi = 0.64$ was produced using the (original) Lubachevsky-Stillinger algorithm and it is collectively jammed and practically strictly jammed. The (cubical) unit cell is also shown.

Figure 7: *Locally jammed disk packing.* A random packing ($\varphi = 0.82$) of 1000 disks that is *not collectively jammed*, and a representative periodic unjamming motion. More insightful animations can be found on our webpage.$^6$

Figure 8: *Collectively jammed disk packing.* A dense ($\varphi = 0.89$) random packing of 1000 disks that is *collectively jammed but not strictly jammed*, and a representative unjamming motion. One can see the grains gliding over each grain boundary due to the shear, bringing this packing closer to a triangular lattice.

Figure 9: *Strictly jammed disk packing.* We show here $2 \times 2$ unit cells of a dense ($\varphi = 0.88$) random packing of 250 disks that is *strictly jammed*, modulo four rattling particles, shown in black. This packing was produced with the extended Lubachevsky-Stillinger algorithm which allows for deformations of the lattice during the compression. We also display the contact network of the packing. The striking feature of this and similar strictly jammed disk packings we have produced is the appearance of peculiar “dislocation cores” and the appearance of large perfectly triangular regions.
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