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Abstract

The main focus of this work is the study of various parameters of high powers of a
given graph, under different definitions of the product operator. The problems we
study and the methods used have applications in Extremal Combinatorics, Ramsey
Theory, and Coding Theory. This thesis consists of four parts:

In Part I, we study strong graph powers, the Shannon capacity and problems
related to it. This challenging parameter, introduced by Shannon (1956), measures
the effective alphabet size in a zero-error transmission over a noisy channel. In
Chapter 1 we address the problem of approximating this parameter, and give a
probabilistic construction of graphs, whose powers exhibit an arbitrarily compli-
cated behavior in terms of their independence numbers. In particular, this shows
that there are graphs, whose capacity cannot be approximated (up to a small
power of their number of vertices) by any fixed graph power. Chapter 2 discusses
the capacity of a disjoint union of graphs, corresponding to a case where several
senders combine their channels. Alon (1998) showed that this capacity may exceed
the sum of the individual capacities, and we extend this result as follows. For any
family of “privileged” subsets of t senders, we construct a graph for every sender,
so that the capacity of the disjoint union of every subset I of these graphs is
“large” if I contains a privileged subset, and “small” otherwise. This corresponds
to a case where only privileged subsets of senders are allowed to transmit in a high
rate. In the process, we obtain an explicit Ramsey construction of t-edge-colorings
of the complete graph, where every induced “large” subgraph contains all t colors.
Chapter 3 deals with index-coding, a source-coding problem suggested by Birk and
Kol (1998). In this problem, a sender wishes to broadcast codewords of minimal
length to a set of receivers; each receiver is interested in a specific block of the in-
put data, and has some prior side-information on other blocks. Bar-Yossef, Birk,
Jayram and Kol (2006) characterized the length of an optimal linear index-code
in terms of the graph modeling the side-information. They proved that in various
cases it attains the overall optimum of the problem, and their main conjecture
was that linear index-coding is in fact always optimal. Using an explicit construc-
tion of a Ramsey graph and algebraic upper bounds on its Shannon capacity, we
disprove this conjecture in the following strong sense: there are settings where a
linear index-code requires n1−o(1) bits, barely improving the n bits required by
the näıve protocol, and yet a given non-linear index-code utilizes only no(1) bits.
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Chapter 4 discusses multiple-round index-coding, and relates it to Witsenhausen’s
rate and colorings of OR graph powers. This provides an alternative proof that
linear index-codes are suboptimal (this time, by a multiplicative constant).

Part II is devoted to certain graph powers, which yield dense random-looking
graphs, and have applications in Coding Theory and Ramsey Theory. In Chap-
ter 5, we introduce parameters describing the independence numbers and clique
numbers in Xor powers of a graph, and relate them to problems in Coding The-
ory. We study the value of these parameters for various families of graphs, and
provide general lower and upper bounds for them using tools from Algebra and
Spectral Analysis. En route, we prove that large Xor powers of a fixed graph have
certain pseudo-random properties, and a natural generalization of the Xor power
has useful properties in Ramsey Theory. This generalized graph power is studied
in Chapter 6, where we give some tighter bounds on the above coding problems
using Delsarte’s LP bound, among other ideas. We show that large powers of any
nontrivial graph G contain large Ramsey subgraphs; if G is the complete graph,
then some power of G matches the bounds of the famous Ramsey construction of
Frankl and Wilson (1981), and is in fact a subgraph of a variant of that graph. The
mentioned Frankl and Wilson construction is based on set systems with prescribed
intersections, motivating our next results.

In Part III, we examine set systems with restricted pairwise intersections. This
well studied area is indeed closely related to Ramsey Theory, Coding Theory and
Communication Complexity. Two families of subsets of an n-element set, A and
B, are called `-cross-intersecting if the intersection of every set in A with every set
in B contains precisely ` elements. The problem of determining the maximal value
of |A||B| over all `-cross-intersecting pairs of families has attracted a considerable
amount of attention, joining a long line of well known problems in Combinatorial
Set Theory, with applications in Coding Theory and in Theoretical Computer
Science. The best known upper bound on the above was Θ(2n), given by Frankl
and Rödl (1987), and Ahlswede, Cai and Zhang (1989) provided a construction for
an `-cross-intersecting pair of size Θ(2n/

√
`), and conjectured that it is optimal.

However, their conjecture was verified only for the values 0,1,2 of ` (the case ` = 2,
proved by Keevash and Sudakov (2006), being the latest progress in the study of
this problem). In Chapter 7, we settle the conjecture of Ahlswede et al. for every
sufficiently large value of `. Furthermore, we obtain the precise structure of all
optimal pairs (giving a family of constructions richer than that of Ahlswede et al.).

In Part IV, we consider tensor graph powers and related graph isoperimetric
inequalities. Chapter 8 discusses the limit of the independence numbers in tensor
graph powers, and a related isoperimetric-constant of independent sets in the orig-
inal graph. We show several connections between these two parameters, and relate
them to other long standing open problems involving tensor graph products. One
such interesting connection is the relation between these parameters in random
graphs, along the random graph process. In Chapter 9 we explore the behavior of
the isoperimetric-constant in random graphs, and characterize it in every step of
the random graph process in terms of the minimal degree of the graph.
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Introduction

The study of graph powers is the analysis of asymptotic properties of a se-

quence of graphs, generated by repeatedly applying some operator on a fixed

graph input. One of the most fundamental and well-known problems in this

area is determining the Shannon capacity of a graph, a notoriously challeng-

ing graph parameter, introduced by Shannon [97] in 1956. The incentive for

this study is zero-error communication over a noisy channel. Shannon intro-

duced a model for a noisy channel, characterized by a graph, and defined the

capacity of this graph as an asymptotic quantity which measures the effective

alphabet of the channel in zero-error transmission. After establishing some

initial properties on the behavior of this parameter, Shannon was able to de-

termine the capacity of all graphs on up to 5 vertices excluding the pentagon,

the cycle on 5 vertices. The pentagon was the smallest example where there

was a gap between the lower and upper bounds given by Shannon for the

capacity, motivating Berge to study such graphs in the 1960’s (cf., e.g., [26]).

Berge defined a class of graphs called perfect graphs, where in particular,

the Shannon capacity is well understood, and made a conjecture on the

structure of these graphs. A weaker form of this conjecture, due to Fulkerson

[58], was solved by Lovász [79] in 1972, and the strong perfect graph theorem

was proved by Chudnovsky, Robertson, Seymour and Thomas [39], giving a

characterization of all perfect graphs. Despite much effort (cf., e.g., [3], [8],

[28], [30], [63], [64], [81], [94], [76]), determining the capacity of non-perfect

graphs proved to be a difficult task, and the seemingly simple problem of

determining the capacity of the pentagon was solved only in 1979 by Lovász

[81], via the celebrated Lovász ϑ-function. Till this day, little is known on

the behavior of the Shannon capacity of non-perfect graphs, and the capacity
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of the cycle on 7 vertices remains unknown.

While many long-standing problems regarding the Shannon capacity are

still open, the methods developed over the years in order to deduce bounds

on this parameter are interesting on their own account, and proved useful in

many other settings. Most notably, the Lovász ϑ-function has many applica-

tions in Theoretical and Applied Computer Science, as it can be computed

efficiently (in polynomial time, up to arbitrary precision, using Semi-definite

Programming), while it is sandwiched between graph parameters which are

highly difficult to compute (and are even NP -hard to approximate up to a

small power of the number of vertices). See [72] for on excellent survey on

this subject. Other useful methods for bounding the Shannon capacity in-

clude the algebraic bounds given by Haemers [63],[64] and by Alon [8], which

have many applications in Coding Theory and Extremal Combinatorics.

In this thesis we study various capacities of graph powers under different

definitions of graph operators, and derive results on problems in Information

Theory, Coding Theory, and Ramsey Theory. We concentrate on classical

and well-studied graph-power operators, in addition to a newly introduced

natural generalization of one of these powers (see [4] for a concise survey on

the background and definitions of these different types of graph powers). Our

work sheds additional light on the behavior of large powers of a fixed graph,

and while there are still many questions in this field awaiting answers, the

methods we developed were already useful in settling several open problems

in related areas.

The thesis comprises four parts, and in what follows we describe the

contents of each of these parts.

Part I: The Shannon capacity of a graph and

related problems in Information Theory

In the first part of this thesis, we study problems related to the strong graph

product and the Shannon capacity of a graph. We begin by stating their

formal definitions, as given by C.E. Shannon [97] in his seminal paper from

1956.
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Define a channel C with an input alphabet V and an output alphabet

U , as a mapping V → P (U): each input symbol is associated with a subset

of output symbols, where sending the symbol x through the channel may

result in each of the symbols C(x) on the receiver’s end. The “noise” of C
is reflected by the fact that sending certain input symbols may result in the

same output. It is convenient to model this relationship via characteristic

graph of the channel, whose vertex set is V , and two vertices are adjacent

iff the corresponding input symbols are confusable over C (that is, xy is an

edge iff the output-letter subsets C(x) and C(y) intersect).

Shannon was interested in zero-error transmission over C, that is - the

sender and receiver agree upon a prescribed set of input letters, enabling

the receiver to always recover the sent symbol, without danger of confusion.

By the above definitions, such a set of input symbols corresponds to an

independent set of the characteristic graph G - a set of vertices of G with no

edges between them. We denote the cardinality of a maximum independent

set by α(G), the independence number of G.

As is often the case in Information Theory, one can benefit from trans-

mitting longer words in the above scheme. To this end, Shannon defined Gk,

the k-th strong power of G, as the graph whose vertex set is the cartesian

k-fold power of G, V k, where two distinct k-tuples are adjacent iff they are

either equal or adjacent in G in each coordinate. According to this definition,

each vertex of the k-th power of G corresponds to a k-letter word, and two

vertices are adjacent iff the corresponding words are confusable over C (one

coordinate which is distinct and disconnected in G suffices to distinguish

between the two words). Hence, a maximum set of k-letter words, which

can be transmitted over C without danger of confusion, corresponds to a

maximum independent set of Gk, and has cardinality α(Gk). The Shannon

capacity of G, c(G), is defined as the limit of the independence numbers of

Gk, normalized appropriately: c(G) = limk→∞ α(Gk)1/k. The Shannon ca-

pacity essentially measures the effective alphabet of the channel in zero-error

transmission. For instance, if c(G) = 7, then for a sufficiently large word

length k, one can send roughly 7k distinct k-letter words without danger of

confusion, and that is optimal; this is analogous to a setting where the input

alphabet comprises 7 letters, and there is no confusion whatsoever.
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The first two chapters in this part exhibit some of the surprising and

nonintuitive properties of the Shannon capacity. In Chapter 1 we discuss

the problem of approximating the capacity given a fixed number of graph

powers, and demonstrate that graphs can exhibit an arbitrarily complicated

behavior in terms of their independence numbers. Chapter 2 focuses on the

scenario where several senders combine their individual channels together,

and shows that one can manipulate the combined capacities of the different

combinations of the senders to be “large” or “small” at will.

In the last two chapters in this part, we use the methods developed in the

study of strong graph powers in order to deduce results on index-coding, a

source-coding problem with motivation in several areas of Information The-

ory. In Chapter 3 we disprove the main conjecture of Bar-Yossef, Birk,

Jayram and Kol [23], which stated that linear index coding is always opti-

mal. Using an explicit construction of a Ramsey graph (a graph without large

homogenous subgraphs), and algebraic bounds on its Shannon capacity, we

show that the gap between the overall optimum and the linear optimum can

be essentially the largest possible. In Chapter 4 we relate this problem to col-

orings of strong graph powers and to Witsenhausen’s rate [106], yielding that

multiple-round index-coding is strictly better, and encouraging the study of

the average “rate” of an index-code in sufficiently long transmissions.

The independence numbers of strong graph powers (§1)

The first chapter in this part focuses on the problem of approximating the

Shannon capacity of a graph.

Shannon [97] demonstrated graphs where the capacity is attained in the

first power, e.g., all perfect graphs (for further results along this line, see

the work of Rosenfeld [93] and Ore [90] on “universal graphs”). This corre-

sponds to channels where an optimal zero-error transmission is achieved by

repeatedly sending 1-letter messages through the channel. The remarkable

Lovász ϑ-function, introduced in [81], provided families of graphs, where the

capacity is attained in the second power, e.g., transitive self-complementary

graphs, such as the pentagon. In this case, the optimal zero-error trans-

mission is attained by block-coding 2-letter messages repeatedly over the
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channel. Curiously, there is no known graph whose capacity is attained in

any finite power other than the first or second, and one may conjecture that

the first few powers of G suffice in order to approximate its capacity.

In this work, we provide a probabilistic construction of graphs, whose

capacity cannot be approximated (up to a small power of the number of

vertices) by any arbitrarily large, yet fixed, sequence of graph powers. The

graphs constructed exhibit an arbitrarily complicated behavior in terms of

their independence numbers: one can design graphs such that the series of

independence numbers of their strong powers repeatedly increases and then

stabilizes at arbitrarily chosen positions. The key element in the construction

is a random perturbation of an initial graph, whose structure ensures an

increase in the series of independence numbers at a desired location. The

general result is derived after carefully combining several graphs constructed

as above.

We conclude that the Shannon capacity of a graph cannot be approxi-

mated by a constant prefix of the series of independence numbers, even if this

series demonstrates a sudden increase and thereafter stabilizes. This settles

a question raised by Bohman [29].

References: The results of this chapter appear in:

• N. Alon and E. Lubetzky, The Shannon capacity of a graph and the

independence numbers of its powers,

IEEE Transactions on Information Theory 52 (2006), 2172-2176.

Privileged users in zero-error transmission (§2)

The previous chapter demonstrated how the performance of zero-error pro-

tocols utilizing word-lengths over a given channel can be quite unpredictable.

In the second chapter in this part, we study sums of channels, and show that

there are scenarios where seemingly unrelated and independent channels may

affect one another. We focus on scenarios where there are multiple senders,

and various combinations of these senders wish to cooperate and combine

their individual channels together.

A sum of channels, C =
∑

i Ci, describes a setting where there are t ≥ 2

senders, each with his own channel Ci, and words can comprise letters from
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any of the channels. There is no danger of confusion between symbols trans-

mitted over distinct channels, hence this setting corresponds to a disjoint

union of the characteristic graphs, G =
∑

i Gi. Shannon [97] showed that ca-

pacity of the sum of channels is always at least the sum of the capacities (i.e.,

c(G) ≥ ∑
i c(Gi)), presented families of graphs where these two quantities are

equal, and conjectured that in fact equality holds for all graphs. Intuitively,

as the capacity is the effective alphabet size in zero-error transmission, one

would indeed expect the combination of the channels to have a zero-error

alphabet size which is the sum of the individual alphabets. Surprisingly,

this conjecture of Shannon was disproved in 1998 by Alon [8], where it was

shown that the capacity of a disjoint union can in fact be larger than any

fixed power of the individual capacities.

In this work, we extend the ideas of [8] and prove a stronger result,

showing that one may further manipulate the relations between seemingly

unrelated channels. Suppose that F is a family of subsets of {1, . . . , t},
thinking of F as a collection of “privileged” subsets of a group of t senders.

Given any such F , we assign a channel Ci to each sender, such that the

combined capacity of a group of senders X ⊂ [t] is “large” if this group

contains some privileged subset (X contains some F ∈ F) and is “small”

otherwise. That is, only privileged subsets of senders are allowed to transmit

in a high rate.

For instance, as an analogue to secret sharing, it is possible to ensure

that whenever at least k senders combine their channels, they obtain a high

capacity, however every group of k− 1 senders has a low capacity (and yet is

not totally denied of service). The case k = t = 2 corresponds to the original

conjecture of Shannon.

In the process, we obtain an explicit Ramsey construction of an edge-

coloring of the complete graph by t colors, where every “large” induced sub-

graph contains all t colors.

References: The results of this chapter appear in:

• N. Alon and E. Lubetzky, Privileged users in zero-error transmission

over a noisy channel,

Combinatorica, to appear.
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Non-linear index coding outperforming the linear

optimum (§3)

In the previous chapter, we constructed Ramsey graphs in order to design

individual channels to a group of senders, whose combinations satisfy certain

properties. In this chapter, we show that a variant of these Ramsey construc-

tions, combined with some additional ideas, has some surprising consequences

on index-coding. This source-coding problem was introduced by Birk and Kol

[27] in 1998, and has applications in Distributed Communication, as well as

in other area in Information Theory. The setting of the problem is as follows:

A sender holds a word x ∈ {0, 1}n, and wishes to broadcast a codeword

to n receivers, R1, . . . , Rn. The receiver Ri is interested in xi, and has prior

side information comprising some subset of the n bits. The server wishes to

broadcast a code of minimal word-length, which would always (i.e., for any

input word x) allow every receiver to recover the bit he is interested in.

The problem can be reformulated as a graph parameter as follows: the

side-information relations are conveniently modeled by a directed graph G

on n vertices, where ij is an edge iff Ri knows the bit xj. An index code

for G is an encoding scheme which enables each Ri to always reconstruct

xi, given his side information. The minimal word length of an index code

was studied by Bar-Yossef, Birk, Jayram and Kol [23]. They introduced a

graph parameter, minrk2(G), which completely characterizes the length of an

optimal linear index code for G. The authors of [23] showed that in various

cases linear codes attain the optimal word length, and conjectured that linear

index coding is in fact always optimal.

In this chapter, we disprove the main conjecture of [23] in the following

strong sense: for any ε > 0 and sufficiently large n, there is an n-vertex graph

G so that every linear index code for G requires codewords of length at least

n1−ε (barely improving the n bits required by the näıve protocol), and yet a

given non-linear index code for G has a word length of nε. This is achieved

by an explicit construction, which extends Alon’s variant of the celebrated

Ramsey construction of Frankl and Wilson.

References: The results of this chapter appear in:

• E. Lubetzky and U. Stav, Non-linear index coding outperforming the



8 Introduction

linear optimum,

Proc. of the 48th IEEE FOCS (2007), 161-167.

Index coding and Witsenhausen-type coloring problems

(§4)
In this chapter, the final chapter in the first part of this thesis, we relate index-

codes for a disjoint union of graphs to the OR product (the complement of

a strong graph product) of certain graphs. Using this connection, and based

on some classical results in the study of Witsenhausen’s rate and colorings of

OR graph powers, we obtain that an index-code for k ·G, a disjoint union of

k copies of the graph G, can be strictly shorter than k times the length of an

optimal index-code for G. While this result may appear similar to the results

of Chapter 2 on the capacity of a sum of channels, this surprising statement

is quite different in nature: assuming that every copy of G requires at-least,

say, 10 different codewords in an index-code, and that there are k disjoint

copies of G each with an independently chosen input word, it is difficult to

imagine how fewer than 10k distinct codewords can suffice for this task...

The above result has two immediate consequences. First, we obtain an

alternative proof that linear index coding is suboptimal (this time, by a

multiplicative constant). Second, we show that multiple transmissions with

the same side-information configuration can be strictly better than the result

of repeatedly using the optimal protocol for a single-round index-code. This

motivates the study of the “rate” of an index-code of a graph, as the average

length of an index-code when performing multiple transmissions with a given

side-information graph.

References: The results of this chapter appear in:

• N. Alon, E. Lubetzky and U. Stav, The broadcast rate of a graph.

Part II: Codes and explicit Ramsey graphs

While the previous part of the thesis focused on the classical and well-studied

strong graph products, and the related Shannon capacity of a graph, the
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second part is devoted to a different graph product, which has fascinating

random-looking properties, and is connected to problems in Coding Theory

and in Ramsey Theory.

Recall that in the k-th strong power of a graph, two distinct k-tuples are

adjacent iff each of their coordinates is either equal or adjacent in the original

graph. This implies that high powers of some fixed graph are quite sparse, as

the edge density decreases exponentially in the graph power. While the sizes

of maximum independent sets in such graph powers are difficult to analyze,

and little is known on their asymptotic behavior, the Shannon capacity, for

general graphs, the behavior of other graph parameters becomes trivial due

to the graph sparseness. For instance, it is easy and well-known to deduce

the structure of all maximum cliques (sets of pairwise adjacent vertices) in

strong powers of a graph.

A slightly different definition of the graph power results in much denser

graphs, with certain random-looking properties. The adjacency criteria in the

k-th power is modified as follows: instead of requiring two distinct k-tuples

to be equal or adjacent in every coordinate, they are required to be adjacent

in an odd number of coordinates. Indeed, a quick look at this definition of

this graph power, known as the Xor graph power, already reveals some of its

unique properties: the edge-density of the k-th Xor power of any nonempty

regular graph tends to 1
2

as k → ∞. However, one can show that despite

their large density, these graphs do not contain large cliques, and in this

sense they are random-looking.

The interesting properties of the Xor graph power were used by Thomason

[102] in 1997 to disprove a conjecture of Erdős from 1962, by constructing

edge-colorings of the complete-graph with two colors, containing a smaller

number of monochromatic copies of K4 (a complete graph on 4 vertices)

than the expected number of such copies in a random coloring. For further

information on this problem, see [47],[52],[103].

While the Xor powers of any nontrivial graph are both dense and do not

contain large cliques, they do contain large independent sets. Motivated by

the search for explicit constructions of Ramsey graphs, we attempt to correct

this behavior by inspecting a natural generalization of the Xor powers to

other moduli. That is, two k-tuples are adjacent iff the number of their
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adjacent coordinates is non-zero modulo some integer p. One can show that

indeed, choosing large values of p reduces the size of maximum independent

sets in high powers of an arbitrary graph, at the cost of larger cliques, and

provides a method of producing explicit Ramsey construction.

The two chapters in this part are Chapter 5, which is devoted to the

Xor powers and their applications in Coding Theory, and Chapter 6, which

studies the generalized p-powers and their applications in Ramsey Theory.

Codes and Xor graph products (§5)
The motivation behind this chapter lies in problems in Coding Theory, as

demonstrated by the following two questions:

• What is the maximum possible number, f3(n), of vectors of length n

over {0, 1, 2} such that the Hamming distance between every two is

even?

• What is the maximum possible number, g3(n), of vectors in {0, 1, 2}n

such that the Hamming distance between every two is odd?

We investigate these questions, and more general ones, by studying Xor

powers of graphs, focusing on their independence number and clique number,

and by introducing two new parameters of a graph G. Both parameters

denote limits of series of either clique numbers or independence numbers of

the Xor powers of G (normalized appropriately), and while both limits exist,

one of the series grows exponentially as the power tends to infinity, while the

other grows linearly. As a special case, it follows that f3(n) = Θ(2n) whereas

g3(n) = Θ(n).

Unlike the Shannon capacity of a graph, the above mentioned parameters

of Xor powers are non-monotone with respect to the addition of edges, mak-

ing the task of determining their values challenging even for complete graphs.

In order to obtain general bounds on these parameters, we resort to various

tools from Algebra and Spectral Analysis, some of which were developed in

the course of the study of the Shannon capacity.

References: The results of this chapter appear in:
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• N. Alon and E. Lubetzky, Codes and Xor graph products,

Combinatorica 27 (2007), 13-33.

Graph p-powers, Delsarte, Hoffman, Ramsey and

Shannon (§6)

In this chapter, we attempt to construct explicit Ramsey graphs using graph

p-powers, a natural generalization of the Xor power, where the (mod 2) is

replaced by (mod p) for some integer p. The bounds we derive in this chapter

on the p-powers of a graph improve some of the upper bounds on the Xor

capacities, given in the previous chapter, and in particular, settle a conjecture

regarding the Xor-powers of cliques up to a factor of 2. For precise bounds

on some graphs, we apply Delsarte’s remarkable linear programming bound,

as well as Hoffman’s eigenvalue bound.

While the Xor powers of an arbitrary graph have a logarithmic clique

number and a large independence number, we prove that selecting a larger

modulo p in the definition of the product operator indeed corrects this be-

havior: the independence number is reduced at the cost of a poly-logarithmic

clique number. We deduce that for any nontrivial graph G, one can point out

specific induced subgraphs of large p-powers of G which are “Ramsey”, i.e.,

contain neither a large clique nor a large independent set. This is once again

related to the Shannon capacity: we show that the larger the capacity of G

(the complement of G) is, the larger these subgraphs are. In the special case

where G is the complete graph, some p-power of G matches the bounds of the

famous Ramsey construction of Frankl and Wilson, and is in fact a subgraph

of a variant of that construction. This Ramsey construction of Frankl and

Wilson is based on set systems with prescribed pairwise intersections; in the

next part, we proceed to investigate this area.

References: The results of this chapter appear in:

• N. Alon and E. Lubetzky, Graph powers, Delsarte, Hoffman, Ramsey

and Shannon, SIAM J. Discrete Math 21 (2007), 329-348.
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Part III: An extremal problem in Finite Set

Theory

Our study in the previous part began with problems in Coding Theory, which

suggested the study of large Xor powers of a graph, and continued in the

natural generalization of these powers to (mod p) powers for some integer

p. Seeking explicit Ramsey constructions, we proved that large p-powers of

certain graphs do not contain large homogenous subgraphs. Optimizing the

parameters for this purpose - the initial graph, the power we raise it to and

the modulo p in the definition of the graph power - led to a family of graphs

which is closely related to the famous Ramsey construction by Frankl and

Wilson.

The Frankl and Wilson [56] graph is defined as follows: the vertex set

of the graph corresponds to all s-element subsets of a r-element ground set,

where s = p2 − 1 and r = p3 for some large prime p; two distinct vertices

are adjacent iff their corresponding sets have an intersection congruent to

−1 (mod p). The Ramsey properties of this graph follow from the following

key fact: there cannot be “too many” sets with a cardinality of k (mod p),

whose pairwise intersections all have cardinalities which are non-congruent

to k (mod p). Namely, there can be at most
(

r
p−1

)
such sets.

This above statement is a stronger version of a result by Ray-Chaudhuri

and Wilson [91], who considered the actual cardinalities of the intersections,

without the prime moduli. They show that if F is a set-system over the

ground set {1, . . . , r}, and the pairwise intersections of elements of F have

s possible cardinalities, then F contains at most
(

r
s

)
sets. A well-studied

and much more complicated scenario is the one where there are two families

of sets with prescribed cross intersections. Understanding the structure of

the extremal families of subsets in this case is difficult even when there is

precisely one permitted cardinality for the cross intersection. This problem

was introduced by Frankl and Rödl [52] in 1987, and the main result in this

part gives the precise structure of these extremal families, thus proving a

conjecture of Ahlswede, Cai and Zhang [2] from 1989.
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Uniformly cross intersecting families (§7)
Let A and B denote two families of subsets of an n-element set. The pair

(A,B) is said to be `-cross-intersecting iff |A ∩ B| = ` for all A ∈ A and

B ∈ B. When examining the extremal families in this setting, it is clearly

possible to extend the size of one family at the expense of the other, hence the

interesting quantity to study is the product of the sizes of the two families,

|A||B|, which is also the number of constraints we have. Therefore, let P`(n)

denote the maximum value of this quantity over all such pairs:

P`(n) = max {|A||B| : A and B are `-cross-intersecting over {1, . . . , n}} .

Frankl and Rödl [52] introduced this problem in 1989, and provided the

best known upper bound on P`(n), which is Θ(2n). For a lower bound,

Ahlswede, Cai and Zhang [2] gave in 1989 the following simple construction:

take n ≥ 2`, let the familyA consist of the single set A1 = {1, . . . , 2`}, and let

B comprise all sets whose intersection with A1 contains precisely ` elements.

This `-cross-intersecting pair satisfies |A||B| =
(
2`
`

)
2n−2` = Θ(2n/

√
`), and

Ahlswede et al. conjectured that this is best possible. That is, they conjec-

tured that P`(n) =
(
2`
`

)
2n−2`, and observed that the upper bounds of Frankl

and Rödl match this hypothesis for the special cases ` = 0 and ` = 1.

With the upper bound on P`(n) being independent of ` as opposed to

the lower bound, Sgall [95] asked in 1999 whether or not P`(n) decreases

as ` grows. The latest progress in the study of this problem was made by

Keevash and Sudakov [71] in 2006, where the authors verified the conjecture

of Ahlswede, Cai and Zhang for the special case ` = 2.

In this chapter, we confirm the above conjecture of Ahlswede et al. for any

sufficiently large `, implying a positive answer to the above question of Sgall

as well. By analyzing the linear spaces of the characteristic vectors of A,B
over R, we show that there exists some `0 > 0, such that P`(n) ≤ (

2`
`

)
2n−2`

for all ` ≥ `0. Furthermore, we determine the precise structure of all the pairs

of families which attain this maximum (obtaining a family of constructions

far more complicated than that of Ahlswede et al.).

References: The results of this chapter appear in:

• N. Alon and E. Lubetzky, Uniformly cross intersecting families.
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Part IV: Tensor graph powers and graph

isoperimetric inequalities

In the final part of this thesis, we return to the analysis of independence num-

bers in graph powers, and this time examine the tensor graph power, a graph

operator which seems to be much better understood than the strong graph

power, and yet raises some extremely difficult and challenging problems.

The tensor product of two graphs, G and H, is the graph whose vertex set

is, as usual, the cartesian product of the vertex sets, and two vertices (u, v)

and (u′, v′) are adjacent iff both uu′ are adjacent in G and vv′ are adjacent

in H. Thus, the k-th tensor power of G has an edge between two k-tuples if

there is an edge in each of their coordinates (as opposed to either an edge or

equality in each of the coordinates in the definition of the strong power).

This graph product has attracted a considerable amount of attention

due to a long standing and seemingly näıve conjecture on vertex-colorings

of the tensor product of two graphs. The chromatic number of a graph G,

denoted by χ(G), is the minimal number of colors required to legally color its

vertices (a legal coloring is one where no two adjacent vertices are assigned

the same color). The well known conjecture of Hedetniemi [66] from 1966

states that the chromatic number of the tensor product of G and H is equal

to min{χ(G), χ(H)}. See [109] for an extensive survey of this open problem.

For further work on colorings of tensor products of graphs, see [9], [61], [74],

[100], [101], [108], [110].

While Hedetniemi’s conjecture on the chromatic number of a tensor prod-

uct of two general graphs remains unsolved, the behavior of this parameter

in tensor powers of the same graph G is rather simple. In that case, it is not

difficult to show that the chromatic number of the k-th power of a graph G

is always equal to the chromatic number of G. Similarly, one can verify that

the clique number of any tensor power of G is equal to the clique number of

G. However, the independence numbers of tensor graph powers exhibit a far

more interesting behavior. In addition, the methods used to study the inde-

pendence numbers of tensor powers are interesting on their own account. For

instance, in [9] the authors used Fourier Analysis to this end, and in [45] they

applied the machinery of noise-stability of functions [88] for this purpose.
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In the first chapter in this part, we study the limit of independence num-

bers (normalized appropriately) in tensor graph powers, that is, the tensor-

power analog of the Shannon capacity. This parameter is related to a certain

vertex isoperimetric-constant of the initial graph, and we investigate this

connection for various families of graphs. In the second chapter in this part

we expand our study of graph isoperimetric-constants to the random-graph

setting: we obtain a complete characterization of the edge isoperimetric-

constant in terms of the minimal degree, along every step of the random

graph process.

Independent sets in tensor graph powers (§8)

The independence ratio of a graph is the ratio of its independence number

and number of vertices. The parameter A(G), which was introduced in [37],

is the limit of the independence ratios of tensor powers of G. This puzzling

parameter takes values only in the range (0, 1
2
] ∪ {1}, and is lower bounded

by a vertex isoperimetric ratio of independent sets of G.

In this chapter, we study the relation between these two parameters fur-

ther, and ask whether they are essentially equal. We present several families

of graphs where equality holds, and discuss the effect the above question

has on various open problems related to fractional colorings of tensor graph

products.

It is interesting to compare the behavior of the parameter A(G) and the

above isoperimetric constant in random graphs and along the random graph

process. This is discussed in this chapter, and is related to the topic of

the next chapter, where we analyze the (edge) isoperimetric constant of the

random graph process.

References: The results of this chapter appear in:

• N. Alon and E. Lubetzky, Independent sets in tensor graph powers,

J. Graph Theory 54 (2007), 73-87.
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The isoperimetric constant of the random graph process

(§9)
The isoperimetric constant of a graph G on n vertices (sometimes referred

to as the conductance of G), i(G), is the minimum of |∂S|
|S| , taken over all

nonempty subsets S ⊂ V (G) of size at most n/2, where ∂S denotes the set

of edges with precisely one end in S.

A random graph process on n vertices, G̃(t), is a sequence of
(

n
2

)
graphs,

where G̃(0) is the edgeless graph on n vertices, and G̃(t) is the result of

adding an edge to G̃(t− 1), uniformly distributed over all the missing edges.

There has been much study of the isoperimetric constants of various

graphs, such as grid graphs, torus graphs, the n-cube, and more generally,

cartesian products of graphs. See, for instance, [35],[36],[42],[68], [87]. In

1988, Bollobás [33] studied the isoperimetric constant of random d-regular

graphs, and showed that for infinitely many d-regular graphs, its value is

at least d
2
− O(

√
d). Alon [5] proved in 1997 that this inequality is in fact

tight, by showing that any d-regular graph G on a sufficiently large number

of vertices satisfies i(G) ≤ d
2
− c
√

d (where c > 0 is some absolute constant).

In this chapter, we study the isoperimetric constant of general random

graphs G(n, p), G(n,M), and the random graph process, and show that in

these graphs, the ratio between the isoperimetric constant and the minimal

degree exhibits an interesting behavior. We prove that, in almost every graph

process, i(G̃(t)) equals the minimal degree of G̃(t) in every step, as long as

the minimal degree is o(log n). Furthermore, we show that this result is

essentially best possible, by demonstrating that along the period in which

the minimum degree is typically Θ(log n), the ratio between the isoperimetric

constant and the minimum degree falls from 1 to 1
2
, its final value.

References: The results of this chapter appear in:

• I. Benjamini, S. Haber, M. Krivelevich and E. Lubetzky, The isoperi-

metric constant of the random graph process,

Random Structures and Algorithms 32 (2008), 101-114.



Part I
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graph and related problems in

Information Theory





Chapter 1

The independence numbers of

strong graph powers

The results of this chapter appear in [14]

The independence numbers of powers of graphs have been long studied,

under several definitions of graph products, and in particular, under the

strong graph product. We show that the series of independence numbers

in strong powers of a fixed graph can exhibit a complex structure, imply-

ing that the Shannon Capacity of a graph cannot be approximated (up to

a sub-polynomial factor of the number of vertices) by any arbitrarily large,

yet fixed, prefix of the series. This is true even if this prefix shows a signif-

icant increase of the independence number at a given power, after which it

stabilizes for a while.

1.1 Introduction

Given two graphs, G1 and G2, their strong graph product G1 ·G2 has a vertex

set V (G1) × V (G2), and two distinct vertices (v1, v2) and (u1, u2) are con-

nected iff they are adjacent or equal in each coordinate (i.e., for i ∈ {1, 2},
either vi = ui or viui ∈ E(Gi)). This product is associative and commutative,

and we can thus define Gk as the product of k copies of G. In [97], Shan-

non introduced the parameter c(G), the Shannon Capacity of a graph G,



20 The independence numbers of strong graph powers

which is the limit limk→∞ k
√

α(Gk), where α(Gk) is the independence num-

ber of Gk (it is easy to see that this limit exists by super-multiplicativity).

The considerable amount of interest that c(G) has received (see, e.g., [3],

[8], [28], [30], [63], [64], [81], [94], [76]) is motivated by Information Theory

concerns: this parameter represents the effective size of an alphabet, in a

communication model where the graph G represents the channel. In other

words, we consider a transmission scheme where the input is a set of single

letters V = {1, . . . , n}, and our graph G has V as its set of vertices, and an

edge between each pair of letters, iff they are confusable in transmission (i.e.,

(1, 2) ∈ E(G) indicates that sending an input of 1 or an input of 2 might

result in the same output). Clearly α(G) is the maximum size of a set of sin-

gle letters which can be predefined, then sent with zero-error. By definition,

α(Gk) represents such a set of words of length k (since two distinct words are

distinguishable iff at least one of their coordinates is distinguishable), leading

to the intuitive interpretation of c(G) as the effective size of the alphabet of

the channel (extending the word length to infinity, while normalizing it in

each step).

Consider the series ak = ak(G) = k
√

α(Gk), which we call “the indepen-

dence series of G”. As observed in [97], the limit c(G) = limk→∞ ak exists

and equals its supremum, and amk ≥ ak for all integers m, k. Our motivation

for the study of the series ak is the computational problem of approximating

c(G). So far, all graphs whose Shannon capacity is known, attain the capac-

ity either at a1 (the independence number, e.g., perfect graphs), a2 (e.g., self

complementary vertex-transitive graphs) or do not attain it at any ak (e.g.,

the cycle C5 with the addition of an isolated vertex). One might suspect

that once the ak series remains roughly a constant for several consecutive

values of k, its value becomes a good approximation to its limit, c(G). This,

however, is false. Moreover, it remains false even when restricting ourselves

to cases where ak increases significantly before it stabilizes for a few steps.

We thus address the following questions:

1. Is it true that for every arbitrarily large integer k, there is a δ = δ(k) >

0 and a graph G on n vertices such that the values {ai}i<k are all at

least nδ- far from c(G)?
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2. Can the series ak increase significantly (in terms of n = |V (G)|) in an

arbitrary number of places?

In this chapter we show that the answer to both questions above is positive.

The first question is settled by Theorem 1.1.1, proved in section 1.2.

Theorem 1.1.1. For every fixed ν ∈ N and ε > 0 there exists a graph G on

N vertices such that for all k < ν, ak ≤ ck log2(N) (where ck = ck,ν), and

yet aν ≥ N
1
ν .

Indeed, for any fixed k, there exists a graph G on N vertices, whose

Shannon Capacity satisfies c(G) > N δ maxi<k{ai}, where δ = 1−o(1)
k

.

Theorem 1.1.2, proved in section 1.3, settles the second question, and

implies the existence of a graph G whose independence series ak contains an

arbitrary number of “jumps” at arbitrarily chosen locations; hence, noticing

a significant increase in this series, or noticing that it stabilizes for a while,

does not ensure any proximity to c(G).

Theorem 1.1.2. For every fixed ν1 < . . . < νs ∈ N and ε > 0 there exists a

graph G such that for all k < νi, ak < aε
νi

(i ∈ {1, . . . , s}).

For a visualization of Theorem 1.1.2, see Figure 1.1 (notice that this figure

is an illustration of the behavior of the independence series, rather than a

numerical computation of a specific instance of our construction).

The above theorems imply that the näıve approach of computing the ak

values for some k does not provide even a PSPACE algorithm for approximat-

ing c(G). Additional remarks on the complexity of the problem of estimating

c(G), as well as several open problems, appear in the final section 1.4.

1.2 The capacity and the initial ak-s

In this section we prove Theorem 1.1.1, using a probabilistic approach, which

is based on the method of [18], but requires some additional ideas.

Let 2 ≤ ν ∈ N; define N = nν (n will be a sufficiently large integer) , and

let V (G) = {0, . . . , N − 1}. Let R denote the equivalence relation on the set

of unordered pairs of distinct vertices, in which (x, y) is identical to (y, x)
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Figure 1.1: An illustration of the independence numbers of powers of the

graph constructed in Theorem 1.1.2.

and is equivalent to (x + kn, y + kn) for all 0 ≤ k ≤ ν − 1, where addition

is reduced modulo N . Let {R1, . . . ,RM} denote the different equivalence

classes of R. For every x 6= y, let R(x, y) denote the equivalence class of

(x, y) under R; then either |R(x, y)| is precisely ν, or the following equality

holds for some l < ν:

(x, y) ≡ (y + ln, x + ln) (mod N)

This implies that N | 2ln, hence 2l = ν. We deduce that if ν is odd, |Ri| = ν

for all 1 ≤ i ≤ M , and M = 1
ν

(
N
2

)
. If ν is even:

|R(x, y)| =
{

1
2
ν If y ≡ x + 1

2
νn,

ν Otherwise.

and M = 1
ν

(
N
2

)
+ 1

2ν
N , i.e., in case of an even ν there are N/2 pairs which

belong to n smaller classes, each of which is of size 1
2
ν, while the remaining

edges belong to ordinary edge classes of size ν.



1.2 The capacity and the initial ak-s 23

The edges of G are chosen randomly, by starting with the complete graph

and excluding a single edge from each equivalence class, uniformly and inde-

pendently, thus |E(G)| = (
N
2

)−M =
(

N
2

) (
ν−1

ν
+ o(1)

)
.

A standard first moment consideration (c.f., e.g., [19]) shows that a1 =

α(G) < d2 logν(N)e almost surely. To see this, set s = d2 logν(N)e, and

take an arbitrary set S ⊂ V (G) of size s. If S contains more than one

member of some edge class Ri, it cannot be independent. Otherwise, its edge

probabilities are independent, and all that is left is examining the lengths of

the corresponding edge classes. Assume S contains r pairs which belong

to short edge classes: (x1, y1), . . . , (xr, yr). If ν is odd, r = 0, otherwise

yi = xi + 1
2
νn for all i, and xi 6= xj (mod 1

2
νn) for all i 6= j (distinct pairs in

S belong to distinct edge classes). It follows that r ≤ s
2
, and we deduce that

for each such set S:

Pr[S is independent] ≤
(

1

ν

)(s
2)−r (

2

ν

)r

≤
(

1

ν

)(s
2)

2s/2

Applying a union bound and using the fact that (2ν)s/2

s!
tends to 0 as N , and

hence s, tend to infinity, we obtain:

Pr[α(G) ≥ s] ≤
(

N

s

)
ν−(s

2)2s/2 ≤ 2s/2

s!

(
Nν−

s−1
2

)s

=
(2ν)s/2

s!

(
Nν−

s
2

)s ≤ (2ν)s/2

s!
= o(1),

where the o(1) term here, and in what follows, tends to 0 as N tends to

infinity.

We next deal with Gk for 2 ≤ k < ν. Fix a set S ⊂ V (Gk) of size

s = dck logk
2(N)e, where ck will be determined later. Define S ′, a subset of S,

in the following manner: start with S ′ = φ, order the vertices of S arbitrarily,

and then process them one by one according to that order. When processing

a vertex v = (v1, . . . , vk) ∈ S, we add it to S ′, and remove from S all of the

following vertices which contain vi + tn (mod N) in any of their coordinates,

for any i ∈ [k] and t ∈ {0, . . . , ν − 1}. In other words, once we add v to

S ′, we make sure that its coordinates modulo n will not appear anywhere

else in S ′. If S is independent, it has at most α(Gk−1) vertices with a fixed
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coordinate, thus s′ = |S ′| ≥ s/
(
k2 · ν · α(Gk−1)

)
. Notice that each two

distinct vertices u, v ∈ S ′ have distinct vertices of G in every coordinate, thus

R(ui, vi) is defined for all i; furthermore, for any other pair of distinct vertices

u′, v′ ∈ S ′, the sets {R(u1, v1), . . . ,R(uk, vk)} and {R(u′1, v
′
1), . . . ,R(u′k, v

′
k)}

are disjoint.

We next bound the probability of an edge between a pair of vertices

u 6= v ∈ S ′. Let k′ denote the number of distinct pairs of corresponding

coordinates of u, v, and let tl, 1 ≤ l ≤ M , be the number of all such distinct

pairs whose edge class is Rl (obviously
∑M

l=1 tl = k′). For example, when all

the corresponding pairs are distinct, we get k′ = k and tl = |{1 ≤ i ≤ k :

R(ui, vi) = Rl}|. Notice that, by definition of S ′, for every i, vi 6= ui + 1
2
νn,

and thus R(ui, vi) is an ordinary edge class. It follows that:

Pr[uv ∈ E(Gk)] =
M∏

l=1

ν − tl
ν

(1.1)

This expression is minimal when tl = k′ for some l, since replacing tl1 , tl2 > 0

with t′l1 = tl1 + tl2 , t
′
l2

= 0 strictly decreases its value. Therefore Pr[uv /∈
E(Gk)] ≤ k′

ν
≤ k

ν
. Notice that, crucially, by the structure of S ′, as each edge

class appears in at most one pair of vertices of S ′, the events uv /∈ E(Gk)

are independent for different pairs u, v. Let AS′ denote the event that there

is an independent set S ′ of the above form of size s′ = dc′ log2(N)e, where

c′ = 2k2. Applying the same consideration used on S and G to S ′ and Gk,

gives (assuming N is sufficiently large):

Pr[AS′ ] ≤
(

Nk

s′

)(
k

ν

)(s′
2)
≤ Nks′2−

1
2
s′2 log2( ν

k
) ≤

≤ 2(kc′− 1
2

log2( ν
k
)c′2) log2

2(N) .

Now, our choice of c′ should satisfy c′ > 2k
log2( ν

k
)

for this probability to tend to

zero. Whenever 2 ≤ k ≤ ν
2

we get k log2(
ν
k
) ≥ k > 1, thus c′ = 2k2 > 2k

log2( ν
k
)
.

For ν
2

< k < ν we have 1 < ν
k

< 2 and thus log2(
ν
k
) > ν

k
− 1. Taking any

c′ ≥ 2k2

ν−k
would be sufficient in this case, hence c′ = 2k2 will do. Overall, we

get that Pr[AS′ ] tends to 0 as N tends to infinity.
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Altogether, we have shown that for every 2 ≤ k < ν:

α(Gk) ≤ k2να(Gk−1)2k2 log2(N) =

= 2k4ν log2(N)α(Gk−1) .

Hence, plugging in the facts that α(G) ≤ 2 logν(N) < 2 log2(N) and 2
m
2 m! ≤

mm for m ≥ 2, we obtain the following bound for all k ∈ {1, . . . , ν − 1}:

α(Gk) ≤ 2k(k!)4νk−1 logk
2(N) ≤ 2−kk4kνk−1 logk

2(N) ,

ak ≤ 1

2
k4ν log2(N) ≤ 1

2
ν5 log2(N) .

It remains to show that aν is large. Consider the following set of vertices in

Gν (with addition modulo N):

I = { x = (x, x + n, . . . , x + (ν − 1)n) | 0 ≤ x < N } (1.2)

Clearly I is independent, since for any 0 ≤ x < y < N , the corresponding

coordinates of x, y form one complete edge class, thus exactly one of these

coordinates is disconnected in G. This implies that aν ≥ N
1
ν .

Hence, we have shown that for every value of ν, there exists a graph G

on N vertices such that:
{

ai ≤ ci log2(N) (i = 1, . . . , ν − 1)

aν ≥ N
1
ν

, (1.3)

as required. ¥
We note that a simpler construction could have been used, had we wanted

slightly weaker results, which are still asymptotically sufficient for proving

the theorem. To see this, take N = nν and start with the complete graph

KN . Now order the N vertices arbitrarily in n rows (each of length ν), as (vij)

(1 ≤ i ≤ n, 1 ≤ j ≤ ν). For each pair of rows i, i′, choose (independently)

a single column 1 ≤ j ≤ ν, and remove the edge vijvi′j from the graph.

This gives a graph G with
(

N
2

) − (
n
2

)
edges. A calculation similar to the

one above shows that with high probability ak ≤ ck log2(N) for k < ν,

and yet α(Gν) ≥ n (as opposed to N in the original construction), hence

aν ≥
(

N
ν

) 1
ν ≥ 1

2
N

1
ν .
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1.3 Graphs with an irregular independence

series

Theorem 1.1.2 states that there exists a graph G whose independence series

exhibits an arbitrary (finite) number of jumps. Our first step towards proving

this theorem is to examine the behavior of fixed powers of the form k ≥ ν

for the graphs described in the previous section. We show that these graphs,

with high probability, satisfy ak = (1 + O(log N)) N b k
ν
c 1

k , for every fixed

k ≥ ν. The notation ak = (1 + O(log N)) Nα, here and in what follows,

denotes that Nα ≤ ak ≤ cNα log N for a fixed c > 0. The lower bound of

N b k
ν
c 1

k for ak can be derived from the cartesian product of the set I, defined

in (1.2), with itself, bk
ν
c times; the upper bound is more interesting. Fix an

arbitrary set S, as before, however, this time, prior to generating S ′, we first

remove from S all vertices which contain among their coordinates a set of the

form {x, x + n, . . . , x + (ν − 1)n}. This amounts to at most
(

k
ν

)
ν!nα(Gk−ν)

vertices. This step ensures that S will not contain vertices that share a

relation, such as the one appearing in the set I defined in (1.2). However, an

edge class may still be completely contained in the coordinates of u, v ∈ S, in

an interlaced form, for instance: u = (x, y+n, x+2n, . . . , x+(ν−1)n, . . .) and

v = (y, x+n, y+2n, . . . , y+(ν−1)n, . . .). This will be automatically handled

in generating S ′, since all vectors v with x+tn in any of their coordinates are

removed from S ′ after processing the vector u. Equation (1.1) remains valid,

with ti < ν for all i, however now me must be more careful in minimizing

its right hand side. We note that for every 0 < ti, tj < ν − 1, setting

t′i = ν−1, t′j = ti + tj− t′i reduces the product of
(ν−ti)(ν−tj)

ν2 . Therefore, again

denoting by k′ the number of distinct pairs of corresponding coordinates, we

obtain the following bound on the probability of the edge uv:

Pr[uv ∈ E(Gk)] ≥
(

1

ν

)b k′
ν−1

c
ν − (k′ mod (ν − 1))

ν
≥

≥
(

1

ν

) k′
ν−1

≥
(

1

ν

) k
ν−1

. (1.4)

Thus:

Pr[uv /∈ E(Gk)] ≤ e−( 1
ν )

k
ν−1
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Now, the same consideration that showed α(G) ≤ 2 logν(N) implies that any

set S ′ generated from S in this manner, which is of size s′ ≥ 2kν
k

ν−1 log(N),

is almost surely not independent (for the sake of convenience, we set p =

e−( 1
ν )

k
ν−1

). Indeed, the probability that there is such an independent set S ′

is at most:
(

Nk

s′

)
p(s′

2) ≤ p−s′/2

s′!

(
Nkp

s′
2

)s′

=

=
p−s′/2

s′!
exp

(
k log(N)− s′

2
ν−

k
ν−1

)s′

≤

≤ p−s′/2

s′!
= o(1) .

Thus, almost surely, |S ′| ≤ 2kν
k

ν−1 log(N). Altogether, we have:

α(Gk) ≤
(

k

ν

)
ν!nα(Gk−ν) + k2να(Gk−1) · 2kν

k
ν−1 log(N) =

=

(
k

ν

)
(ν − 1)!Nα(Gk−ν) + 2k3ν1+ k

ν−1 log(N)α(Gk−1) (1.5)

For k = ν and a sufficiently large N , we get

N ≤ α(Gν) ≤ N(ν − 1)! + 2ν5+ 1
ν−1 log(N) (cν−1 log2(N))ν−1 ≤

≤ N log2(N) . (1.6)

Set d1 = . . . = dν−1 = 0, dν = 1 and dk = 4k3ν1+ k
ν−1 dk−1 for k > ν. It is easy

to verify that 1
2
dk ≥

(
k
ν

)
(ν − 1)!dk−ν , and 1

2
dk ≥ 2k3ν1+ k

ν−1 dk−1. Hence, by

induction, equations (1.5) and (1.6) imply that for all k ≥ ν:

α(Gk) ≤ dkN
b k

ν
c logk

2(N)

By definition of the dk series,

dk ≤ 4k−ν

(
k!

ν!

)3

ν(k−ν)(1+ k
ν−1) ≤

≤ 4k(k!)3νk(1+ k−ν
ν−1 ) = 4k(k!)3νk k−1

ν−1 .
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Hence,

1 ≤ ak

N b k
ν
c 1

k

≤
√

2k3ν
k−1
ν−1 log2(N) ,

as required.

Let us construct a graph whose independence series exhibits two jumps

(an easy generalization will provide any finite number of jumps). Take a

random graph, G1, as described above, for some index ν1 and a sufficiently

large number of vertices N1, and another (independent) random graph, G2

for some other index ν2 > ν1, on N2 = N
α

ν2
ν1

1 vertices (when α > 1). Let

G = G1 · G2 be the strong product of the two graphs; note that G has

N = N1N2 vertices. It is crucial that we do not take G1 and G2 with jumps

at indices ν1, ν2 respectively separately, but instead consider the product

G of two random graphs constructed as above. We claim that with high

probability, G satisfies:

ak(G) =





O(log N) k < ν1

(1 + O(log N)) N
b k

ν1
c 1

k

1 ν1 ≤ k < ν2

(1 + O(log N)) N
b k

ν2
c 1

k

2 k ≥ ν2

i.e., for ν1 ≤ k < ν2 which is a multiple of ν1, we have

ak = (1 + O(log N)) N
1

ν1+αν2 ;

for k ≥ ν2 which is a multiple of ν2 we have

ak = (1 + O(log N)) N
α

ν1+αν2 .

Therefore, we get an exponential increase of order α at the index ν2, and

obtain two jumps, as required.

To prove the claim, argue as follows: following the formerly described

methods, we filter an arbitrary set S ⊂ V (Gk) to a subset S ′, in which

every two vertices have a positive probability of being connected, and all

such events are independent. This filtering is done as before - only now, we

consider the criteria of both G1 and G2 when we discard vertices. In other

words, if we denote by u1, u2 the k-tuples corresponding to Gk
1 and Gk

2 of a

vertex u ∈ V (Gk), then a vertex u ∈ S filters out the vertex v from S iff u1
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would filter out v1 in Gk
1 or u2 would filter out v2 in Gk

2 (or both). Recall

that, by the method S ′ is generated from S, no two vertices in S ′ share an

identical k-tuple of Gk
1 or of Gk

2. Hence, two vertices u, v ∈ S ′ are adjacent

in Gk iff they are adjacent both in Gk
1 and in Gk

2. These are two independent

events, thus, by (1.1) and (1.4), we get the following fixed lower bound on

the probability of u and v being adjacent:

Pr[uv ∈ E(Gk)] = Pr[u1v1 ∈ E(Gk
1)] Pr[u2v2 ∈ E(Gk

2)] ≥ Ω(1)

This provides a bound of O(log N) for the size of S ′. Combining this with

the increase in the values of {ak} at indices ν1 and ν2 (aνi
≥ N

1
νi
i for i = 1, 2)

proves our claim.

In order to obtain any finite number of jumps, at indices ν1, . . . , νs, simply

take a sufficiently large N1 and set Ni = N
α

νi
νi−1

i−1 for 1 < i ≤ s, where α > 1.

By the same considerations used above, with high probability the graph

G = G1 · . . . · Gs (where Gi is a random graph designed to have a jump at

index νi almost surely) satisfies aνi
≥ aα

k for all k < νi. Hence for every

ε > 0 we can choose α > 1
ε

and a sufficiently large N1 so that ak < aε
νi

for all

k < νi. This completes the proof. ¥

1.4 Concluding remarks and open problems

We have shown that even when the independence series stabilizes for an

arbitrary (fixed) number of elements, or jumps and then stabilizes, it still

does not necessarily approximate the Shannon capacity up to any power of

ε > 0. However, our constructions require the number of vertices to be

exponentially large in the values of the jump indices νi. We believe that this

is not a coincidence, namely a prefix of linear (in the number of vertices)

length of the independence series can provide a good approximation of the

Shannon capacity. The following two specific conjectures seem plausible:

Conjecture 1.4.1. For every graph G on n vertices, max{ak}k≤n ≥ 1
2
c(G),

that is, the largest of the first n elements of the independence series gives a

2-approximation for c(G).
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Conjecture 1.4.2. For every ε > 0 there exists an r = r(ε) such that for a

sufficiently large n and for every graph G on n vertices, the following is true:

max{ak}k≤nr ≥ (1− ε)c(G).

Our proof of Theorem 1.1.1 shows the existence of a graph whose indepen-

dence series increases by a factor of N δ at the k-th power, where δ = 1−o(1)
k

.

It would be interesting to decide if there is a graph satisfying this property

for a constant δ > 0 (independent of k). This relates to a question on chan-

nel discrepancy raised in [18], where the authors show that the ratio between

the independence number and the Shannon capacity of a graph on n vertices

can be at least n
1
2
−o(1), and ask whether this is the largest ratio possible.

Proving Theorem 1.1.1 for a constant δ > 0 will give a negative answer for

the following question, which generalizes the channel discrepancy question

mentioned above:

Question 1.4.3. Does max{ai}i≤k, for any fixed k ≥ 2, approximate c(G)

up to a factor of n
1
k
+o(1) (where n = |V (G)|)?

Although our results exhibit the difficulty in approximating the Shannon

capacity of a given graph G, this problem is not even known to be NP-hard

(although it seems plausible that it is in fact much harder). We conclude

with a question concerning the complexity of determining the value of c(G)

accurately for a given graph G:

Question 1.4.4. Is the problem of deciding whether the Shannon Capacity

of a given graph exceeds a given value decidable?



Chapter 2

Privileged users in zero-error

transmission

The results of this chapter appear in [13]

The k-th power of a graph G is the graph whose vertex set is V (G)k, where

two distinct k-tuples are adjacent iff they are equal or adjacent in G in each

coordinate. The Shannon capacity of G, c(G), is limk→∞ α(Gk)
1
k , where α(G)

denotes the independence number of G. When G is the characteristic graph

of a channel C, c(G) measures the effective alphabet size of C in a zero-error

protocol. A sum of channels, C =
∑

i Ci, describes a setting when there are

t ≥ 2 senders, each with his own channel Ci, and each letter in a word can be

selected from any of the channels. This corresponds to a disjoint union of the

characteristic graphs, G =
∑

i Gi. It is well known that c(G) ≥ ∑
i c(Gi),

and in [8] it is shown that in fact c(G) can be larger than any fixed power of

the above sum.

We extend the ideas of [8] and show that for every F , a family of subsets

of [t], it is possible to assign a channel Ci to each sender i ∈ [t], such that

the capacity of a group of senders X ⊂ [t] is high iff X contains some F ∈
F . This corresponds to a case where only privileged subsets of senders are

allowed to transmit in a high rate. For instance, as an analogue to secret

sharing, it is possible to ensure that whenever at least k senders combine

their channels, they obtain a high capacity, however every group of k − 1

senders has a low capacity (and yet is not totally denied of service). In the
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process, we obtain an explicit Ramsey construction of an edge-coloring of the

complete graph on n vertices by t colors, where every induced subgraph on

exp
(
Ω(
√

log n log log n)
)

vertices contains all t colors.

2.1 Introduction

A channel C on an input alphabet V and an output alphabet U maps each

x ∈ V to some S(x) ⊂ U , such that transmitting x results in one of the

letters of S(x). The characteristic graph of the channel C, G = G(C), has a

vertex set V , and two vertices x 6= y ∈ V are adjacent iff S(x) ∩ S(y) 6= ∅,
i.e., the corresponding input letters are confusable in the channel. Clearly,

a maximum set of predefined letters which can be transmitted in C without

possibility of error corresponds to a maximum independent set in the graph

G, whose size is α(G) (the independence number of G).

The strong product of two graphs, G1 = (V1, E1) and G2 = (V2, E2) is the

graph, G1 ·G2, on the vertex set V1×V2, where two vertices (u1, u2) 6= (v1, v2)

are adjacent iff for all i = 1, 2, either ui = vi or uivi ∈ Ei. In other words,

the pairs of vertices in both coordinates are either equal or adjacent. This

product is associative and commutative, hence we can define Gk to be the

k-th power of G, where two vertices (u1, . . . , uk) 6= (v1, . . . , vk) are adjacent

iff for all i = 1, . . . , k, either ui = vi or uivi ∈ E(G).

Note that if I, J are independent sets of two graphs, G,H, then I × J

is an independent set of G · H. Therefore, α(Gn+m) ≥ α(Gn)α(Gm) for

every m,n ≥ 1, and by Fekete’s lemma (cf., e.g., [76], p. 85), the limit

limn→∞ α(Gn)
1
n exists and equals supn α(Gn)

1
n . This parameter, introduced

by Shannon in [97], is the Shannon capacity of G, denoted by c(G).

When sending k-letter words in the channel C, two words are confusable

iff the pairs of letters in each of their k-coordinates are confusable. Thus, the

maximal number of k-letter words which can be sent in C without possibility

of error is precisely α(Gk), where G = G(C). It follows that for sufficiently

large values of k, the maximal number of k-letter words which can be sent

without possibility of error is roughly c(G)k. Hence, c(G) represents the

effective alphabet size of the channel in zero-error transmission.

The sum of two channels, C1 + C2, describes the setting where each letter
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can be sent from either of the two channels, and letters from C1 cannot be

confused with letters from C2. The characteristic graph in this case is the

disjoint union G1 + G2, where Gi is the characteristic graph of Ci. Shannon

showed in [97] that c(G1 + G2) ≥ c(G1) + c(G2) for every two graphs G1

and G2, and conjectured that in fact c(G1 + G2) = c(G1) + c(G2) for all G1

and G2. This was disproved by Alon [8] using an explicit construction of two

graphs G1, G2 with a capacity c(Gi) ≤ k, satisfying c(G1 + G2) ≥ kΩ( log k
log log k

).

We extend the ideas of [8] and show that it is possible to construct t

graphs, Gi (i ∈ [t] = {1, 2, . . . , t}), such that for every subset X ⊆ [t],

the Shannon capacity of
∑

i∈X Gi is high iff X contains some subset of a

predefined family F of subsets of [t]. This corresponds to assigning t channels

to t senders, such that designated groups of senders F ∈ F can obtain a

high capacity by combining their channels (
∑

i∈F Ci), and yet every group of

senders X ⊆ [t] not containing any F ∈ F has a low capacity. In particular,

a choice of F = {F ⊂ [t] : |F | = k} implies that every set X of senders has

a high Shannon capacity of
∑

i∈X Ci if |X| ≥ k, and a low capacity otherwise.

The following theorem, proved in Section 2.2, formalizes the claims above:

Theorem 2.1.1. Let T = {1, . . . , t} for some fixed t ≥ 2, and let F be a

family of subsets of T . For every (large) n it is possible to construct graphs

Gi, i ∈ T , each on n vertices, such that the following two statements hold for

all X ⊆ T :

1. If X contains some F ∈ F , then c(
∑

i∈X Gi) ≥ n1/|F | ≥ n1/t.

2. If X does not contain any F ∈ F , then

c(
∑
i∈X

Gi) ≤ e(1+o(1))
√

2 log n log log n ,

where the o(1)-term tends to 0 as n →∞.

As a by-product, we obtain the following Ramsey construction, where

instead of forbidding monochromatic subgraphs, we require “rainbow” sub-

graphs (containing all the colors used for the edge-coloring). This is stated

by the next proposition, which is proved in Section 2.3:
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Proposition 2.1.2. For every (large) n and t ≤
√

2 log n
(log log n)3

there is an

explicit t-edge-coloring of the complete graph on n vertices, such that every

induced subgraph on

e(1+o(1))
√

8 log n log log n

vertices contains all t colors.

This extends the construction of Frankl and Wilson [56] that deals with

the case t = 2 (using a slightly different construction).

2.2 Graphs with high capacities for unions of

predefined subsets

The upper bound on the capacities of subsets not containing any F ∈ F
relies on the algebraic bound for the Shannon capacity using representations

by polynomials, proved in [8]. See also Haemers [63] for a related approach.

Definition 2.1. Let K be a field, and let H be a linear subspace of polyno-

mials in r variables over K. A representation of a graph G = (V, E) over

H is an assignment of a polynomial fv ∈ H and a value cv ∈ Kr to every

v ∈ V , such that the following holds: for every v ∈ V , fv(cv) 6= 0, and for

every u 6= v ∈ V such that uv 6∈ E, fu(cv) = 0.

Theorem 2.2.1 ([8]). Let G = (V,E) be a graph and let H be a space of

polynomials in r variables over a field K. If G has a representation over H
then c(G) ≤ dim(H).

We need the following simple lemma:

Lemma 2.2.2. Let T = [t] for t ≥ 1, and let F be a family of subsets of T .

There exist sets A1, A2, . . . , At such that for every X ⊆ T :

X does not contain any F ∈ F ⇐⇒
⋂
i∈X

Ai 6= ∅ .

Furthermore, |⋃t
i=1 Ai| ≤

(
t

bt/2c
)
.



2.2 Graphs with high capacities for unions of predefined subsets 35

Proof of lemma. Let Y denote the family of all maximal sets Y such that Y

does not contain any F ∈ F . Assign a unique element pY to every Y ∈ Y ,

and define:

Ai = {pY : i ∈ Y , Y ∈ Y} . (2.1)

Let X ⊆ T , and note that (2.1) implies that
⋂

i∈X Ai = {pY : X ⊆ Y }.
Thus, if X does not contain any F ∈ F , then X ⊆ Y for some Y ∈ Y , and

hence pY ∈
⋂

i∈X Ai. Otherwise, X contains some F ∈ F and hence is not a

subset of any Y ∈ Y , implying that
⋂

i∈X Ai = ∅.
Finally, observe that Y is an anti-chain and that |⋃t

i=1 Ai| ≤ |Y|, hence

the bound on |⋃t
i=1 Ai| follows from Sperner’s Theorem [98]. ¥

Proof of Theorem 2.1.1. Let p be a large prime, and let {pY : Y ∈ Y}
be the first |Y| primes succeeding p. Define s = p2 and r = p3, and note that,

as t and hence |Y| are fixed, by well-known results about the distribution of

prime numbers, pY = (1 + o(1))p < s for all Y , where the o(1)-term tends to

0 as p →∞.

The graph Gi = (Vi, Ei) is defined as follows: its vertex set Vi consists of

all
(

r
s

)
possible s-element subsets of [r], and for every A 6= B ∈ Vi:

(A,B) ∈ Ei ⇐⇒ |A ∩B| ≡ s (mod pY ) for some pY ∈ Ai . (2.2)

Let X ⊆ T . If X does not contain any F ∈ F , then, by Lemma 2.2.2,⋂
i∈X Ai 6= ∅, hence there exists some q such that q ∈ Ai for every i ∈ X.

Therefore, for every i ∈ X, if A,B are disconnected in Gi, then |A ∩ B| 6≡ s

(mod q). It follows that the graph
∑

i∈X Gi has a representation over a

subspace of the multi-linear polynomials in |X|r variables over Zq with a

degree smaller than q. To see this, take the variables x
(i)
j , i = 1, . . . , |X|,

j = 1, . . . , r, and assign the following polynomial to each vertex A ∈ Vi:

fA(x) =
∏

u6≡s

(u−
∑
j∈A

x
(i)
j ) .

The assignment cA is defined as follows: x
(i′)
j = 1 if i′ = i and j ∈ A,

otherwise x
(i′)
j = 0. As every assignment cA′ gives values in {0, 1} to all x

(i)
j ,

it is possible to reduce every fA modulo the polynomials (x
(i)
j )2−x

(i)
j for all i
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and j, and obtain multi-linear polynomials, equivalent on all the assignments

cA′ .

The following holds for all A ∈ Vi:

fA(cA) =
∏

u6≡s

(u− s) 6≡ 0 (mod q) ,

and for every B 6= A:

B ∈ Vi , (A,B) 6∈ Ei =⇒ fA(cB) =
∏

u6≡s

(u− |A ∩B|) ≡ 0 (mod q) ,

B 6∈ Vi =⇒ fA(cB) =
∏

u6≡s

u ≡ 0 (mod q) ,

where the last equality is by the fact that s 6≡ 0 (mod q), as s = p2 and

p < q. As the polynomials fA lie in the direct sum of |X| copies of the space

of multi-linear polynomials in r variables of degree less than q, it follows from

Theorem 2.2.1 that the Shannon capacity of
∑

i∈X Gi is at most:

|X|
q−1∑
i=0

(
r

i

)
≤ t

q−1∑
i=0

(
r

i

)
< t

(
r

q

)
.

Recalling that q = (1 + o(1))p and writing t
(

r
q

)
in terms of n =

(
r
s

)
gives the

required upper bound on c(
∑

i∈X Gi).

Assume now that X contains some F ∈ F , F = {i1, . . . , i|F |}. We claim

that the following set is an independent set in
(∑

i∈X Gi

)|F |
:

{(A(i1), A(i2), . . . , A(i|F |)) : A ⊆ [r] , |A| = s} ,

where A(ij) is the vertex corresponding to A in Vij . Indeed, if (A,A, . . . , A)

and (B,B, . . . , B) are adjacent, then for every i ∈ F , |A ∩B| ≡ s (mod pY )

for some pY ∈ Ai. However,
⋂

i∈F Ai = ∅, hence there exist pY 6= p′Y such that

|A∩B| is equivalent both to s (mod pY ) and to s (mod p′Y ). By the Chinese

Remainder Lemma, it follows that |A ∩ B| = s (as |A ∩ B| < pY p′Y ), thus

A = B. Therefore, the Shannon capacity of
∑

i∈X Gi is at least
(

r
s

)1/|F |
=

n1/|F |. ¥
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2.3 Explicit construction for rainbow Ram-

sey graphs

Proof of Proposition 2.1.2. Let p be a large prime, and let p1 < . . . < pt

denote the first t primes succeeding p. We define r, s as in the proof of

Theorem 2.1.1: s = p2, r = p3, and consider the complete graph on n

vertices, Kn, where n =
(

r
s

)
, and each vertex corresponds to an s-element

subset of [r]. The fact that t ≤
√

2 log n
(log log n)3

implies that t ≤ (1
2

+ o(1)) p
log p

,

and hence, by the distribution of prime numbers, pt < 2p (with room to

spare) for a sufficiently large value of p.

We define an edge-coloring γ of Kn by t colors in the following manner:

for every A,B ∈ V , γ(A,B) = i if |A ∩ B| ≡ s (mod pi) for some i ∈ [t],

and is arbitrary otherwise. Note that for every i 6= j ∈ {1, . . . , t}, s < pipj.

Hence, if |A ∩ B| ≡ s (mod pi) and |A ∩ B| ≡ s (mod pj) for such i and

j, then by the Chinese Remainder Lemma, |A ∩ B| = s, and in particular,

A = B. Therefore, the coloring γ is well-defined.

It remains to show that every large induced subgraph of Kn has all t colors

according to γ. Indeed, this follows from the same consideration used in the

proof of Theorem 2.1.1. To see this, let Gi denote the spanning subgraph

of Kn whose edge set consists of all (A,B) such that γ(A,B) = i. Each

pair A 6= B, which is disconnected in Gi, satisfies |A ∩ B| 6≡ s (mod pi).

Therefore, Gi has a representation over the multi-linear polynomials in r

variables over Zpi
with a degree smaller than pi (define fA(x1, . . . , xr) as is

in the proof of Theorem 2.1.1, and take cA to be the characteristic vector of

A). Thus, c(Gi) <
(

r
pi

)
, and in particular, α(Gi) <

(
r
pi

)
. This ensures that

every induced subgraph on at least
(

r
pi

) ≤ (
r
2p

)
vertices contains an i-colored

edge, and the result follows. ¥
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Chapter 3

Non-linear index coding

outperforming the linear

optimum

The results of this chapter appear in [83]

The following source coding problem was introduced by Birk and Kol: a

sender holds a word x ∈ {0, 1}n, and wishes to broadcast a codeword to n

receivers, R1, . . . , Rn. The receiver Ri is interested in xi, and has prior side

information comprising some subset of the n bits. This corresponds to a

directed graph G on n vertices, where ij is an edge iff Ri knows the bit xj.

An index code for G is an encoding scheme which enables each Ri to always

reconstruct xi, given his side information. The minimal word length of an

index code was studied by Bar-Yossef, Birk, Jayram and Kol [23]. They in-

troduced a graph parameter, minrk2(G), which completely characterizes the

length of an optimal linear index code for G. The authors of [23] showed that

in various cases linear codes attain the optimal word length, and conjectured

that linear index coding is in fact always optimal.

In this work, we disprove the main conjecture of [23] in the following

strong sense: for any ε > 0 and sufficiently large n, there is an n-vertex

graph G so that every linear index code for G requires codewords of length

at least n1−ε, and yet a non-linear index code for G has a word length of nε.
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This is achieved by an explicit construction, which extends Alon’s variant of

the celebrated Ramsey construction of Frankl and Wilson.

In addition, we study optimal index codes in various, less restricted, nat-

ural models, and prove several related properties of the graph parameter

minrk(G).

3.1 Introduction

Source coding deals with a scenario in which a sender has some data string

x he wishes to transmit through a broadcast channel to receivers. The first

and classical result in this area is Shannon’s Source Coding Theorem. This

has been followed by various scenarios which differ in the nature of the data

to be transmitted, the broadcast channel and some assumptions on the com-

putational abilities of the users. Another family of source coding problems,

which attracted a considerable amount of attention over the years, deals with

the assumption that the receivers possess some prior knowledge on the data

string x. It was shown that in some cases even some restricted assumptions

on this knowledge may drastically affect the nature of the coding problem.

In this chapter we consider a variant of source coding which was first pro-

posed by Birk and Kol [27]. In this variant, called Informed Source Coding

On Demand (ISCOD), each receiver has some prior side information, com-

prising some subset of the input word x. The sender is aware of the portion

of x known to each receiver. Moreover, each receiver is interested in just

part of the data. Following [23], we restrict ourselves to the problem which

is formalized as follows.

Definition 3.1 (index code). A sender wishes to send a word x ∈ {0, 1}n to

n receivers R1, . . . , Rn. Each Ri knows some of the bits of x and is interested

solely in the bit xi. An index code of length ` for this setting is a binary code

of word-length `, which enables Ri to recover xi for any x and i.

Using a graph model for the side-information, this problem can be restated as

a graph parameter. For a directed graph G and a vertex v, let N+
G (v) be the

set of out-neighbors of v in G, and for x ∈ {0, 1}n and S ⊂ [n] = {1, . . . , n},
let x|S be the restriction of x to the coordinates of S.
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Definition 3.2 (`(G)). The setting of Definition 3.1 is characterized by the

directed side information graph G on the vertex set [n], where (i, j) is an edge

iff Ri knows the value of xj. An index code of length ` for G is a function

E : {0, 1}n → {0, 1}` and functions D1, . . . , Dn, so that for all i ∈ [n] and

x ∈ {0, 1}n, Di(E(x), x|N+
G (i)) = xi. Denote the minimal length of an index

code for G by `(G).

Example: Suppose that every receiver Ri knows in advance the whole word

x, except for the single bit xi he wishes to recover. The corresponding side

information graph G is the complete graph Kn (that is, (i, j) is an edge for

all i 6= j). By broadcasting the XOR of all the bits of x, each receiver can

easily compute its missing bit:

E(x) =
n⊕

i=1

xi ,

Di(E(x), x|{j:j 6=i}) = E(x)⊕ (
⊕
j 6=i

xj) = xi .

In this case the code has length ` = 1 and E is a linear function of x over

GF (2).

The problem of Informed Source Coding On Demand (ISCOD) was pre-

sented by Birk and Kol [27]. They were motivated by various applications

of distributed communication such as satellite communication networks with

caching clients. In such applications, the clients have limited storage and

maintain part of the transmitted information. Subsequently, the clients re-

ceive requests for arbitrary information blocks, and may use a slow backward

channel to advise the server of their status. The server, playing the role of the

sender in Definition 3.1, then broadcasts a single transmission to all clients

(the receivers). As observed by Birk and Kol [27], when the sender has

only partial knowledge of the side information (e.g., the number of missing

blocks for each user), an erasure correcting code such as Reed-Solomon Code

performs well. This is also the case if every user is expected to be able to

decode the whole information. The authors of [27] present some bounds and

heuristics for obtaining efficient encoding schemes, as well as protocols for

implementing the above scenario. See [27] and [23] for more details on the

relation between the source coding problem, as formulated above, and the



42 Non-linear index coding outperforming the linear optimum

ISCOD problem, as well as the communication complexity of the indexing

function, random access codes and network coding.

Bar-Yossef, Birk, Jayram and Kol [23] further investigated index coding.

They showed that this problem is different in nature from the well-known

source coding problems previously studied by Witsenhausen in [106]. Their

main contribution is an upper bound on `(G), the optimal length of an index

code (Definition 3.2). The upper bound is a graph parameter denoted by

minrk2(G), which is also shown to be the length of the optimal linear index

code. It is shown in [23] that in several cases linear codes are in fact optimal,

e.g., for directed acyclic graphs, perfect graphs, odd cycles and odd anti-holes.

An information theoretic lower bound on `(G) is obtained: it is at least the

size of a maximal acyclic induced subgraph of G. This lower bound holds

even for the relaxed problem of randomized index codes, where the sender

is allowed to use (public) random coins during encoding, and the receivers

are expected to decode their information correctly with high probability over

these coin flips. Nevertheless, they show that in some cases the lower bound

is not tight.

Having proved that the upper bound `(G) ≤ minrk2(G) is tight for sev-

eral natural graph families and under some relaxed restrictions on the code

(“semi-linearly-decodable”), the authors of [23] conjectured that the length

of the optimal index code is in fact equal to minrk2(G). That is, they con-

jectured that linear index coding is always optimal, and concluded that this

was the main open problem to be investigated.

Before stating the main results of this chapter, we review the definition

of minrk2(G) and other related graph theoretic parameters.

3.1.1 Definitions, notations and background

Let G = (V,E) be a directed graph on the vertex set V = [n]. The adjacency

matrix of G, denoted by AG = (aij), is the n×n binary matrix where aij = 1

iff (i, j) ∈ E. An independent set of G is a set of vertices which have no edges

between them, and the independence number of G, α(G), is the cardinality

of a maximum independent set. The chromatic number of G, χ(G), is the

minimum number of independent sets whose union is all of V . Let G denote
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the graph complement of G. A clique of G is an independent set of G (i.e., a

set of vertices such that all edges between them belong to G), and the clique

number of G, ω(G), is the cardinality of a maximum clique. Without being

formal, a graph G is called “Ramsey” if both α(G) and ω(G) are “small”.

In [23], a binary n × n matrix A = (aij) was said to “fit” G if A has

1-s on its diagonal, and 0 in all the indices i, j where i 6= j and (i, j) /∈ E.

The parameter minrk2(G) was defined to be the minimal possible rank over

GF (2) of a matrix which fits G.

To extend this definition to a general field, let A = (aij) be an n × n

matrix over some field F. We say that A represents the graph G over F if

aii 6= 0 for all i, and aij = 0 whenever i 6= j and (i, j) /∈ E. The minrank of

a directed graph G with respect to the field F is defined by

minrkF(G) = min{rankF(A) : A represents G over F} . (3.1)

For the common case where F is a finite field, we abbreviate:

minrkpk(G) = minrkGF (pk)(G) .

The notion of minrk(G) for an undirected graph G was first considered in the

context of graph capacities by Haemers [63],[64]. The Shannon capacity of

the graph G, denoted by c(G), is a notoriously challenging parameter, which

was defined by Shannon in [97], and remains unknown even for simple graphs,

such as C7, the cycle on 7 vertices. Lower bounds for c(G) are given in terms

of independence numbers of certain graphs, and in particular, α(G) ≤ c(G).

Haemers showed that for all F, minrkF(G) is sandwiched between c(G) and

χ(G), the chromatic number of the complement of G, altogether giving

α(G) ≤ c(G) ≤ minrkF(G) ≤ χ(G) . (3.2)

While minrkF(G) can prove to be difficult to compute, the most useful upper

bound for c(G) is ϑ(G), the Lovász ϑ-function, which was introduced in

the seminal paper [81] to compute c(C5). The matrix-rank argument was

thereafter introduced by Haemers to answer some questions of [81], and has

since been used (under some variants) in additional settings to obtain better

bounds than those provided by the ϑ-function (cf., e.g., [8]).
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3.1.2 New results

The main result of this chapter is an improved upper bound on the length of

index codes, which is shown to strictly improve upon the minrk2(G) bound.

This disproves the main conjecture of [23] regarding the optimality of linear

index coding, as stated by the following theorem.

Theorem 3.1.1. For any ε > 0 and any sufficiently large n, there is an

n-vertex graph G so that:

1. Any linear index code for G requires n1−ε bits, that is,

minrk2(G) ≥ n1−ε .

2. There exists a non-linear index code for G using nε bits, that is,

`(G) ≤ nε .

Moreover, the graph G is undirected and can be constructed explicitly.

Note that this in fact disproves the conjecture of Bar-Yossef et al. in the

following strong sense: the ratio between an optimal code and an optimal

linear code over GF (2) can be n1−o(1). The essence of the new upper bound

lies in the fact that, in some cases, linear codes over other fields1 may yield

significantly better coding schemes. This notion is incorporated in the fol-

lowing upper bound on `(G), which is a simple extension of a result of [23]

(the special case F = GF (2)).

Theorem 3.1.2. Let G be a graph, and let A be a matrix which represents

G over some field F (not necessarily finite). Then:

`(G) ≤ d log2 |{Ax : x ∈ {0, 1}n}| e .

In particular, the following holds:

`(G) ≤ min
F : |F|<∞

d minrkF(G) log2 |F| e . (3.3)

1The term “linear codes over GF(p)” is used to describe a coding scheme, in which the
input word is encoded into a sequence of linear functionals of its symbols over GF (p), which
are subsequently used for the decoding. The protocol for transmitting these functionals
need not be linear.
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Indeed, for some graphs the minimum of (3.3) is attained when F 6= GF (2),

in which case the linear code over GF (2) is suboptimal. Proposition 3.2.2

(Section 3.2) provides a construction of such graphs, and is the main in-

gredient in the proof of Theorem 3.1.1. This proposition, which may be of

independent interest, states that for any pair of finite fields with distinct

characteristics, F and K, the gap between minrkF and minrkK can be n1−o(1).

Theorem 3.1.1 is then obtained as a corollary of Theorem 3.1.2 and a special

case of Proposition 3.2.2.

As a corollary, Proposition 3.2.2 yields that minrkF(G)/ϑ(G) (where ϑ is

the Lovász ϑ-function and |V (G)| = n) is in some cases (roughly) at least√
n, whereas in other cases it is (roughly) at most 1/

√
n. This addresses

another question of [23] on the relation between these two parameters.

An additional corollary of Proposition 3.2.2 states that `(G) may be much

smaller than the upper bounds of Theorem 3.1.2. That is, there are graphs

for which all linear codes are suboptimal.

Corollary 3.1.3. For any ε > 0 and a sufficiently large n, there is a graph

G on n vertices so that `(G) ≤ nε, and yet c(G) ≥ √
n. In particular, for

any field F, minrkF(G) ≥ c(G) ≥ √
n.

We also extend the main construction of Proposition 3.2.2 and give, for

any prescribed set of finite fields {Fi} and an additional finite field K of a

distinct characteristic, a construction of a graph G so that minrkFi
(G) is

“large” for all i, whereas minrkK(G) is “small”. Thus, one cannot hope for

a tight upper bound of the type of Theorem 3.1.2 in which only a finite set

of fields is considered.

Proposition 3.1.4. For any fixed t, let F1, . . . ,Ft denote finite fields, and

let K denote a finite field of a distinct characteristic. For any ε > 0 and

a sufficiently large n, there is an explicit construction of a graph G on n

vertices, so that minrkK(G) ≤ nε, whereas for all i ∈ [t], minrkFi
(G) ≥

n(1−ε)/t.

In the second part of this chapter, we revisit the problem definition. It

is shown that the restricted problem given in Definition 3.1 captures many

other cases arising from the original distributed applications, which moti-

vated the study of Informed Source Coding On Demand. In particular, we
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suggest appropriate models and reductions for cases in which multiple users

are interested in the same bit, there are multiple rounds of transmission and

the transmitted words are over a large alphabet. These models are obtained

as natural extensions of the original problem, and exhibit interesting relations

to the original parameters `(G) and minrk(G).

3.1.3 Techniques

A key element in the proof of the main result is an extended version of the

Ramsey graph constructed by Alon [8], which is a variant of the well-known

Ramsey construction of Frankl and Wilson [56]. This graph, Gp,q for some

large primes p, q, was used by Alon in order to disprove an old conjecture of

Shannon [97] on the Shannon capacity of a union of graphs.

Using some properties of the minrk parameter, one can show that the

graph Gp,q has a “small” minrkp and a “large” minrkq, implying that the

optimal linear index code over GF (p) may be significantly better than the

one over GF (q). However, it is imperative in the above construction that

both p and q will be large, whereas we are interested in the case q = 2,

corresponding to minrk2. To this end, we extend the above construction

of [8] to prime-powers, using some well known results on congruencies of

binomial coefficients.

In order to generalize the main result and obtain a graph which has a

“short” linear index code over some field K, yet “long” linear index codes

over a given set of fields F1, . . . ,Ft, we follow the approach of [1] and [89],

and consider a graph product of previously constructed graphs. En route,

we derive several properties of the minrank parameter, which may be of

independent interest.

The proofs of the results throughout the chapter combine arguments from

Linear Algebra and Number Theory along with some additional ideas, in-

spired by the theory of graph capacities under various definitions of graph

products.
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3.1.4 Organization

The rest of the chapter is organized as follows. Section 3.2 contains a de-

scription of the basic construction, and the proof of the main result (Theorem

3.1.1). In Section 3.3, we study the various extensions of the original problem.

Section 3.5 contains some concluding remarks and open problems.

3.2 Non-linear index coding schemes

We begin with the proof of Theorem 3.1.2, which is a simple extension of a

result in [23].

Proof of Theorem 3.1.2. Let V = [n] denote the vertex set of G, A =

(aij) denote a matrix which represents G over some field F (not necessarily

finite), and S = {Ax : x ∈ {0, 1}n} ⊂ Fn. For some arbitrary ordering of

the elements of S, the encoding of x ∈ {0, 1}n is the label of Ax, requiring

a word-length of dlog2 |S|e bits. For decoding, the i-th receiver Ri examines

(Ax)i, and since the diagonal of A does not contain zero entries by definition,

we have:

a−1
ii (Ax)i = a−1

ii

∑
j

aijxj = xi + a−1
ii

∑

j∈N+
G (i)

aijxj , (3.4)

where the last equality is by the fact that A represents G. As Ri knows {xj :

j ∈ N+
G (i)}, this allows Ri to recover xi. Therefore, indeed `(G) ≤ dlog2 |S|e.

To conclude the proof, note that in case F is finite, we have |S| ≤
|F|rankF(A), implying (3.3). Furthermore, in this case it is possible to use

a linear code utilizing the same word-length. The sender transmits a binary-

encoding of the inner-products (u1 · x, . . . , ur · x) ∈ Fr, where {u1, . . . , ur} is

a basis for the rows of A over F. ¥

Remark 3.2.1: As proved for the case F = GF (2) in [23], it is possible

to show that the above bound is tight for the case of linear codes over F.

That is, the length of an optimal linear index code over a finite field F is

dminrkF log2 |F|e.
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We now turn to the main ingredient in the proof of Theorem 3.1.1. Here

and in what follows, all logarithms are in the natural base unless stated

otherwise.

Proposition 3.2.2. Let F and K denote two finite fields with distinct char-

acteristics. There is an explicit construction of a family of graphs G = G(n)

on n vertices, so that

minrkF(G) ≤ exp
(√

(2 + o(1)) log n log log n
)

= no(1) , (3.5)

and yet:

minrkK(G) ≥ n/ exp
(√

(2 + o(1)) log n log log n
)

= n1−o(1) , (3.6)

where the o(1)-terms tend to 0 as n →∞.

Proof. We first consider the case F = GF (p) and K = GF (q) for distinct

primes p and q. Let ε > 0, and let k denote a (large) integer satisfying2

ql < pk < (1 + ε)ql , where l = bk logq pc . (3.7)

Define:

s = pkql − 1 and r = p3k . (3.8)

The graph G on n =
(

r
s

)
vertices3 is defined as follows. Its vertices are all

s-element subsets of [r], and two vertices are adjacent iff their corresponding

sets have an intersection whose cardinality is congruent to −1 modulo pk:

V (G) =
(
[r]
s

)
, E(G) =

{
(X, Y ) ∈ V 2 : X 6= Y , |X∩Y | ≡ −1 (mod pk)

}
.

(3.9)

For some integer d to be determined later, define the inclusion matrix Md

to be the
(

r
s

) × (
r
d

)
binary matrix, indexed by all s-element and d-element

subsets of [r], where (Md)A,B = 1 iff B ⊂ A, for all A ∈ (
[r]
s

)
and B ∈ (

[r]
d

)
.

2It is easy to verify that there are infinitely many such integers k, as p, q are distinct
primes, and hence the set {k logq p (mod 1)}k∈N is dense in [0, 1].

3By well known properties of the density of prime numbers, and standard graph the-
oretic arguments, proving the assertion of the proposition for these values of n in fact
implies the result for any n.
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Notice that the n×n matrix Md(Md)
T satisfies the following for all A,B ∈ V

(not necessarily distinct):

(Md(Md)
T )A,B =

∣∣∣∣
{

X ∈
(

[r]

d

)
: X ⊂ (A ∩B)

}∣∣∣∣ =

(|A ∩B|
d

)
. (3.10)

Define P = Mpk−1(Mpk−1)
T and Q = Mql−1(Mql−1)

T . We claim that P

represents G over GF (p) whereas Q represents G over GF (q). To see this,

we need the following simple observation, which is a special case of Lucas’s

Theorem (cf., e.g., [31]) on congruencies of binomial coefficients. It was

used, for instance, in [22] for constructing low-degree representations of OR

functions modulo composite numbers, as well as in [56].

Observation 3.2.3. For every prime p and integers i, j, e with i < pe,(
j + pe

i

)
≡

(
j

i

)
(mod p) .

Consider some A ∈ V ; since s satisfies both s ≡ (pk − 1) (mod pk) and

s ≡ (ql − 1) (mod ql), combining (3.10) with Observation 3.2.3 gives

PA,A =

(
s

pk − 1

)
≡ 1 (mod p) , and QA,A =

(
s

ql − 1

)
≡ 1 (mod q) .

Thus, indeed the diagonal entries of P and Q are non-zero; it remains to

show that their (A,B)-entries are 0 wherever A, B are distinct non-adjacent

vertices. To this end, take A, B ∈ V so that A 6= B and AB /∈ E(G); by

(3.9), |A ∩B| 6≡ −1 (mod pk), hence

PA,B =

(|A ∩B|
pk − 1

)
≡ 0 (mod p) ,

the last equivalence again following from Observation 3.2.3, as
(

x
pk−1

)
= 0

for all x ∈ {0, . . . , pk − 2}. Finally, suppose that A, B ∈ V satisfy A 6= B

and AB /∈ E(G). That is, AB ∈ E(G), hence |A ∩ B| ≡ −1 (mod pk). The

Chinese Remainder Theorem now implies |A∩B| 6≡ −1 (mod ql), otherwise

we would get |A∩B| = s and A = B. Since
(

x
ql−1

)
= 0 for all x ∈ {0, . . . , ql−

2}, we get

QA,B =

(|A ∩B|
ql − 1

)
≡ 0 (mod q) .
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Altogether, P represents G over GF (p), and Q represents G over GF (q).

Therefore, minrkp(G) is at most rankp(P ) ≤ rankp(Mpk−1), and similarly,

minrkq(G) is at most rankq(Q) ≤ rankq(Mql−1). As Md has
(

r
d

)
columns,

n =
(

p3k

pkql

)
and ql < pk < (1 + ε)ql, a straightforward calculation now gives:

minrkp(G) ≤
(

r

pk − 1

)
< exp

(√
(1 + ε + o(1))2 log n log log n

)
,

minrkq(G) ≤
(

r

ql − 1

)
< exp

(√
(1 + ε + o(1))2 log n log log n

)
.

The next simple claim relates minrkq(G) and minrkq(G):

Claim 3.2.4. For any graph G on n vertices and any field F, minrkF(G) ·
minrkF(G) ≥ n.

Proof. We use the following definition of graph product due to Shannon [97]:

G1×G2, the strong graph product of G1 and G2, is the graph whose vertex set

is V (G1)×V (G2), where two distinct vertices (u1, u2) 6= (v1, v2) are adjacent

iff for all i ∈ {1, 2}, either ui = vi or (ui, vi) ∈ E(Gi).

As observed by Haemers [63], if A1 and A2 represent G1 and G2 respec-

tively over F, then the tensor product A1⊗A2 represents G1×G2 over F. To

see this, notice that the diagonal of A1 ⊗ A2 does not contain zero entries,

and that if (u1, u2) 6= (v1, v2) are disconnected vertices in G1 × G2, then by

definition (A1)(u1,v1)(A2)(u2,v2) = 0, since in this case for some i ∈ {1, 2} we

have ui 6= vi and uivi /∈ E(Gi). Letting A1 and A2 denote matrices which

attain minrkF(G) and minrkF(G) respectively, the above discussion implies

that:

minrkF(G×G) ≤ rank(A1 ⊗ A2) = minrkF(G) ·minrkF(G) .

However, the set {(u, u) : u ∈ V (G)} is an independent-set of G × G, since

for u 6= v, either uv ∈ E(G) and uv /∈ E(G) or vice versa. Therefore, (3.2)

gives minrkF(G×G) ≥ α(G×G) ≥ n, completing the proof of the claim. ¥

This concludes the proof of the proposition for the case F = GF (p),

K = GF (q), where p, q are two distinct primes. The generalization to the

case of prime-powers is an immediate consequence of the next claim, whose

proof is given in Section 3.4.
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Claim 3.2.5. Let G be a graph, p be a prime and k be an integer. The

following holds:

1

k
minrkp(G) ≤ minrkpk(G) ≤ minrkp(G) . (3.11)

This concludes the proof of Proposition 3.2.2. ¥

Remark 3.2.6: Alon’s Ramsey construction [8] is the graph on the vertex

set V =
(
[r]
s

)
, where r = p3 and s = pq − 1 for some large primes p ∼ q,

and two distinct vertices A,B are adjacent iff |A ∩ B| ≡ −1 (mod p). Our

construction allows p and q to be large prime-powers pk ∼ ql. Note that the

original construction by Frankl and Wilson [56] had the parameters r = q3

and s = q2 − 1 for some prime-power q, and two distinct vertices A and B

are adjacent iff |A ∩B| ≡ −1 (mod q).

Proof of Theorem 3.1.1. In order to derive Theorem 3.1.1 from Theorem

3.1.2 and Proposition 3.2.2, apply Proposition 3.2.2, setting F = GF (p) and

K = GF (2), where p > 2 is any fixed (odd) prime. Let ε > 0; for any

sufficiently large n, the graph obtained above satisfies

minrk2(G) ≥ n/ exp(O(
√

log n log log n)) ≥ n1−ε , and yet

`(G) ≤ dminrkp(G) log2(p)e ≤ exp(O(
√

log n log log n)) ≤ nε . ¥

3.3 The problem definition revisited

Call the problem of finding the optimal index code, as defined in Definition

3.1, Problem 3.1. At first glance, Problem 3.1. seems to capture only

very restricted instances of the source coding problem for ISCOD, and its

motivating applications in communication. Namely, the main restrictions

are:

(1) Each receiver requests exactly one data block.

(2) Each data block is requested only once.

(3) Every data block consists of a single bit.
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In [27], where Definition 3.1 was stated, it is proved that the source coding

problem for ISCOD can be reduced to a similar one which satisfies restriction

(1). This is achieved by replacing a user that requests k > 1 blocks by k users,

all having the same side information, and each requesting a different block.

On the other hand, restriction (2) appeared in [27] to simplify the prob-

lem and to enable the side-information to be modeled by a directed graph.4

Restriction (3) is stated assuming a larger block size does not dramatically

effect the nature of the problem. In what follows, we aim to reconsider the

last two restrictions.

3.3.1 Shared requests

Problem 3.2: The generalization of Problem 3.1 to m ≥ n receivers, each

interested in a single bit (i.e., we allow several users to ask for the same bit).

In this case, the one-to-one correspondence between message bits and

receivers no longer holds, thus the directed side information graph seems

unsuitable. However, it is still possible to obtain bounds on the optimal

linear and non-linear codes using slightly different models.

Let P2 denote an instance of Problem 3.2, and let `(P2) denote the length

of an optimal index code in this setting. It is convenient to model the side-

information of P2 using a binary m×n matrix, where the ij entry is 1 iff the

i-th user knows the j-th bit (if m = n, this matrix is the adjacency matrix

of the side information graph). With this in mind, we extend the notion

of representing the side-information graph as follows: an m × n matrix B

represents P2 over F iff for all i and j:

• If the i-th receiver is interested in the bit xj, then Bij 6= 0.

• If the i-th receiver is neither interested in nor knows the bit xj, then

Bij = 0.

Notice that in the special case m = n, the above definition coincides with the

usual definition of representing the side-information graph. Let minrkF(P2)

4It followed the observation that if the same block is requested by several receivers,
then most of the communication saving comes from transmitting this block once (duplicate
elimination).
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denote the minimum rank of a matrix B that represents P2 over F. It is

straightforward to verify that a result analogous to Theorem 3.1.2 and Re-

mark 3.2.1 holds for the extended notion of matrix representation:

Theorem 3.3.1. Let P2 denote an instance of Problem 3.2. Then the length

of an optimal linear code is minrk2(P2), and the upper bounds of Theorem

3.1.2 on arbitrary index codes hold for P2 as well.

Next, given P2, define the following two directed m-vertex graphs Gind

and Gcl. Both vertex sets correspond to the m users, where each set of users

interested in the same bit forms an independent set in Gind and a clique in

Gcl. In the remaining cases, in both graphs (vi, vj) is an edge iff the i-th

user knows the bit in which the j-th user is interested (for m = n, both

graphs are equal to the usual side-information graph defined in Definition

3.2). The following simple claim provides additional bounds on `(P2); we

omit the details of its proof.

Claim 3.3.2. If P2 denotes an instance of Problem 3.2, and Gind and Gcl

are defined as above, then:

1. `(Gcl) ≤ `(P2), and in addition, minrkF(Gcl) ≤ minrkF(P2) for all F.

2. `(P2) ≤ `(Gind), and in addition, minrkF(P2) ≤ minrkF(Gind) for all

F.

3.3.2 Larger alphabet and multiple rounds

Suppose the data string x is over a possibly larger alphabet, e.g., {0, 1}b for

some b ≥ 1:

Problem 3.3: The generalization of Problem 3.1, where each input symbol

xi ∈ {0, 1}b comprises a block of b bits. Every user is interested in a single

block, and knows a subset of the other blocks.

It is not difficult to see that this case can be reduced to Problem 3.1 by

considering the graph G[b], defined as follows. For some integer b, let G[b]

denote the b-blow-up of G (with independent sets), that is, the graph on

the vertex set V (G)× [b], where (u, i) and (v, j) are adjacent iff uv ∈ E(G).
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Indeed, Problem 3.3 reduces to Problem 3.1 with side information graph G[b],

by assigning a receiver to each of the data bits. Therefore, this extension is

in fact a special case of the original seemingly restricted problem. It is not

difficult to verify that `(G[b]) ≤ b · `(G); the next remark shows this bound

is sometimes tight:

Remark 3.3.3: If an undirected graph G satisfies `(G) = α(G) (this holds,

e.g., for all graphs satisfying α(G) = χ(G), and namely for perfect graphs),

then `(G[b]) = b · `(G), as

b · `(G) ≥ `(G[b]) ≥ α(G[b]) = b · α(G) = b · `(G) .

It seems plausible that there are graphs for which `(G[b]) < b · `(G). That is,

transmission of a block may strictly improve upon independent transmissions.

In this case, it would be interesting to study the “rate” of an index code

defined by limb→∞
`(G[b])

b
(the limit exists by sub-additivity).

Another interesting extension of the problem is the scenario of multiple

rounds:

Problem 3.4: The generalization of Problem 3.1 to t ≥ 1 rounds: the

sender wishes to transmit t words x1, . . . , xt ∈ {0, 1}n, with respective side

information graphs G1, . . . , Gt. Receiver Ri is always interested in the i-th

bit of the input words, x1
i , . . . , x

t
i.

If the side information graph is constant (i.e., Gi = G1 for all i), then

Problem 3.4 can (again) be reduced to Problem 3.1 by an independent set

blow-up of the side information graph. Hence, in this case it also coincides

with Problem 3, where the block size b corresponds to the number of rounds

t. Nevertheless, even for general graphs {Gi}, a reduction to Problem 3.1 is

possible: let G = G1 ◦ · · · ◦ Gt denote the directed graph on the vertex set

V (G) = [n] × [t], where for all i1, i2 ∈ [n] and k1, k2 ∈ [t], ((i1, k1), (i2, k2))

is an edge of G iff (i1, i2) ∈ E(Gk2). Again, it is straightforward to see that

`(G) is precisely the solution for Problem 3.4.

Interestingly, in this case there are series of graphs such that independent

transmissions consume significantly more communication. For instance, for

every n there are n-vertex graphs G1 and G2 such that `(G1) + `(G2) = 2n,

whereas `(G1 ◦G2) = n + 1. The example is given in Section 3.4.



3.4 Proofs for remaining results 55

3.4 Proofs for remaining results

3.4.1 Proof of Corollary 3.1.3

Let ε > 0, and let G be the graph constructed by Proposition 3.2.2 for F =

GF (2), K = GF (3), and a sufficiently large n such that minrk2(G) ≤ nε/2

and minrk3(G) ≤ nε/2. Let H denote the graph G + G, that is, the disjoint

union of G and its complement. We claim that

`(H) < 3nε/2 , and yet c(H) ≥
√

2n =
√
|V (H)| .

To see this, observe that in order to obtain an index code for a given graph,

one may always arbitrarily partition the graph into subgraphs and concate-

nate their individual index codes:

Observation 3.4.1. For any graph G and any partition of G to subgraphs

G1, . . . , Gr (that is, Gi is an induced subgraph of G on some Vi, and V =

∪iVi), we have `(G) ≤ ∑r
i=1 `(Gi).

In particular, in our case, by combining the above with Theorem 3.1.2, we

have

`(H) ≤ `(G) + `(G) ≤ nε/2 + dlog2 3nε/2e < 3nε/2.

Finally, label the vertices of G as {v1, . . . , vn} and the corresponding

vertices of G as {v′1, . . . , v′n}. Following the arguments of the proof of Claim

3.2.4, it is easy to verify that the set of vertices {(vi, v
′
i) : i ∈ [n]} ∪ {(v′i, vi) :

i ∈ [n]} is an independent set of size 2n in G × G + G × G, which is an

induced subgraph of H ×H. Therefore, c(H) ≥ √
2n. ¥

Remark 3.4.2: A standard argument gives a slight improvement in the

above lower bound on c(H), to c(H) ≥ 2
√

n. See, e.g., [8] (proof of Theorem

2.1) for further details.

3.4.2 Proof of Proposition 3.1.4

We need the following definition:



56 Non-linear index coding outperforming the linear optimum

Definition 3.3 (Lexicographic graph product). The Lexicographic graph

product of G and H, denoted by G · H, is the graph whose vertex set is

V (G) × V (H), where (u1, v1) is adjacent to (u2, v2) iff either u1u2 ∈ E(G),

or u1 = u2 and v1v2 ∈ E(H).

The above product is associative, giving meaning to G1 ·. . .·Gk, where two

distinct k-tuples are adjacent iff there is an edge in the graph corresponding

to the first coordinate where they differ. As noted by Abbott [1], this product

satisfies α(G ·H) = α(G)α(H) and ω(G ·H) = ω(G)ω(H) for any two graphs

G and H. This suggests that this product may be used to construct large

Ramsey graphs as a high graph power of a small (fixed) Ramsey graph (cf.,

e.g., [89]).

Notice that minrkpe(G) ≤ minrkpd(G) for any prime p and integers e > d.

Therefore, we can assume without loss of generality that all the Fi-s are fields

with pairwise distinct characteristics. Let Gi denote the graph obtained by

applying Proposition 3.2.2 on K and Fi, so that:

minrkK(Gi) ≤ nε and minrkFi
(Gi) ≥ n1−ε ,

and let G = G1 · . . . · Gt. The required result will now follow from the next

simple claim:

Claim 3.4.3. The following holds for any two graphs G and H and field F:

max{minrkF(G), minrkF(H)} ≤ minrkF(G ·H) ≤ minrkF(G) minrkF(H) .

(3.12)

Proof. For the left inequality, observe that G · H contains an induced sub-

graph isomorphic to G, and an induced subgraph isomorphic to H. To see

this, consider {(u,w) : u ∈ V (G)} for some fixed vertex w ∈ V (H), and then

{(w, u) : u ∈ V (H)} for some fixed w ∈ V (G).

For the right inequality, suppose |V (G)| = n and |V (H)| = m, and let AG

and AH denote the adjacency matrices of G and H respectively. We claim

that, if BG and BH are matrices which attain minrkF(G) and minrkF(H)

respectively, then B = BG ⊗ BH represents G · H over F. To see this, first

note that for all (u, v) ∈ V (G ·H) we have

B(u,v),(u,v) = (BG)u,u(BH)v,v 6= 0 .
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Second, suppose that (u1, v1) 6= (u2, v2) are two non-adjacent vertices of G·H.

If u1 6= u2, then by the definition of G ·H, u1u2 /∈ E(G), hence (BG)u1,u2 = 0.

Otherwise, v1 6= v2, and again, by the definition of G·H, v1v2 /∈ E(H), giving

(BH)v1,v2 = 0. Altogether, we deduce that in this case

B(u1,v1),(u2,v2) = (BG)u1,u2(BH)v1,v2 = 0 ,

and rank(B) = rank(BG) rank(BH), as required. ¥

This completes the proof of Proposition 3.1.4. ¥
Remark 3.4.4: The proof of Proposition 3.1.4 in fact holds even when

t = o(
√

log n
log log n

).

3.4.3 Proof of Claim 3.2.5

The statement minrkpk(G) ≤ minrkp(G) follows immediately from the fact

that any matrix A which represents G over GF (p) also represents G over

GF (pk), and in addition satisfies rankpk(A) ≤ rankp(A).

To show that minrkp(G) ≤ k minrkpk(G), let V = [n] denote the vertex

set of G, and let A = (aij) denote a matrix which represents G over GF (pk)

with rank r = minrkpk(G). As usual, we represent the elements of GF (pk)

as polynomials of degree at most k − 1 over GF (p) in the variable x. Since

the result of multiplying each row of A by a non-zero element of GF (pk) is

a matrix of rank r which also represents G over GF (pk), assume without

loss of generality that aii = 1 for all i ∈ [n]. By this assumption, the n × n

matrix B = (bij), which contains the free coefficients of the polynomials in A,

represents G over GF (p). To complete the proof, we claim that rankp(B) ≤
kr. This follows from the simple fact that, if {u1, . . . , ur} is a basis for the

rows of A over GF (pk), then the set
⋃r

i=1{ui, x · ui, . . . , x
k−1 · ui} spans the

rows of A when viewed as kn-dimensional vectors over GF (p). ¥

3.4.4 The parameters minrkp(G) and minrkp(G[k])

Claim 3.4.5. Let G be a graph, p be a prime and k be an integer. The

following holds:

minrkp(G) ≤ minrkp(G[k]) ≤ k minrkpk(G) . (3.13)
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Proof. The inequality minrkp(G) ≤ minrkp(G[k]) follows from the fact that

G is an induced subgraph of G[k] (for instance, consider the set of vertices

{(u, 1) : u ∈ V }), hence any matrix which represents G[k] over GF (p) con-

tains a principal submatrix which represents G over GF (p).

It remains to prove that minrkp(G[k]) ≤ k minrkpk(G). Set V = [n], and

let A = (aij) be a matrix which represents G over GF (pk), whose rank over

GF (pk) is r = minrkpk(G). As usual, let us represent the elements of GF (pk)

as polynomials of degree at most k−1 over GF (p) in the variable x. As before,

assume without loss of generality that aii = 1 for all i ∈ [n]. Next, replace

each row Ai = (ai1 . . . ain) of A by k rows {Ai, x ·Ai, . . . , x
k−1 ·Ai}. Treating

each element of GF (pk) as a k-tuple over GF (p), translate the above kn× n

matrix over GF (pk) to a kn×kn matrix over GF (p), B, with all the diagonal

entries equaling 1. Clearly, the matrix B represents G[k], and furthermore,

having included the multiples of each row of A by 1, x, . . . , xk−1, it follows

that the rank of B over GF (p) is at most kr, as required. ¥

3.4.5 The parameters minrk(G) and ϑ(G)

Consider the n-vertex graph G constructed in Proposition 3.2.2 for F =

GF (p) and K = GF (q), where p and q are two distinct primes: it satisfies

minrkp(G) ≤ no(1) and minrkq(G) ≤ no(1). Clearly, G is vertex transitive

(that is, its automorphism group is closed under all vertex substitutions), as

we can always relabel the elements of the ground set [r]. By [81] (Theorem

9), every vertex transitive graph G on n vertices satisfies ϑ(G)ϑ(G) = n .

Assume without loss of generality that ϑ(G) ≥ √
n ≥ ϑ(G) (otherwise,

switch the roles of p and q and of G and G). As minrkp(G) ≤ no(1) and

minrkp(G) ≥ n1−o(1), we deduce that

ϑ(G) ≥ n
1
2
−o(1) ·minrkp(G) and yet minrkp(G) ≥ n

1
2
−o(1) · ϑ(G) .

3.4.6 Example for the benefit of multiple-round index-

coding

As a warmup, consider the following case. We have two receivers, R1 and R2,

and two rounds for transmitting the binary words x = x1x2 and y = y1y2.
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Suppose that in the first round receiver R1 knows x2 and in the second

transmission receiver R2 knows y1. In this case, each round - if transmitted

separately - requires 2 bits to be transmitted. Yet, if the server transmits

the 3 bits

x1 ⊕ y1 , x2 ⊕ y2 , x1 ⊕ y2 ,

then both receivers can reconstruct their missing bits (and moreover, recon-

struct all of x and y).

This in fact is a special case of the following construction. We define a pair

of graphs G1, G2 such that `(G1) = `(G2) = n and yet only `(G1◦G2) = n+1

bits need to transmitted for consecutive transmissions. This is stated in the

next claim, where the transitive tournament graph on n vertices is isomorphic

to the directed graph on the vertex set [n], where (i, j) is an edge iff i < j.

Claim 3.4.6. Let G1 denote the transitive tournament graph on n vertices,

and let G2 denote the graph obtained from G1 by reversing all edges. Then

`(G1) + `(G2) = 2n, and yet `(G1 ◦G2) = n + 1.

Proof. Without loss of generality, assume that E(G1) = {(i, j) : i < j} and

E(G2) = {(i, j) : i > j}. Since G1 and G2 are both acyclic, the fact that

`(G1) = `(G2) = n follows from the lower bound of [23] (`(G) is always at

least the size a maximum induced acyclic subgraph of G).

Recall that by definition, G1 ◦ G2 is the disjoint union of G1 and G2,

with the additional edges {((i, 1), (j, 2)) : j < i} and {((i, 2), (j, 1)) : j > i}.
Therefore, G1 ◦ G2 has an induced acyclic graph of size n + 1: for instance,

the set {(i, 1) : i ∈ [n]} ∪ {(n, 2)} induces such a graph. We deduce that

`(G1 ◦G2) ≥ n + 1.

To complete the proof of the claim, we give an encoding scheme for G1◦G2

which requires the transmission of n + 1 bits, hence `(G1 ◦ G2) ≤ n + 1.

Denote the two words to be transmitted by x = x1 . . . xn and y = y1 . . . yn.

The coding scheme is linear: by transmitting xi ⊕ yi for i ∈ [n] and ⊕i∈[n]xi,

it is not difficult to see that each receiver is able to decode its missing bits

(in fact, each receiver can reconstruct all the bits of x and y). ¥
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3.5 Concluding remarks and open problems

In this chapter we introduced constructions of graphs for which linear index

coding is suboptimal (Theorem 3.1.1), thus disproving the main conjecture of

[23]. The new non-linear codes justified a new upper bound (Theorem 3.1.2)

on the minimal length of the code `(G), in which linear codes over arbitrary

fields are considered.

On the other hand, the best current lower bound on `(G) (due to [23]) is

known not to be tight. Hence, the main question for further work is trying

to close the gap between the bounds on `(G).

In addition, we showed that more general scenarios of index coding, as

presented in [27], can be reduced to the main problem, which recently at-

tracted attention. In this context, one may save on communication when

transmitting t binary words at once, rather than transmitting these words

independently. Following the discussion in Section 3.3, it may be interest-

ing to study an appropriate definition of “index code rate” of a given side-

information graph.



Chapter 4

Index coding and

Witsenhausen-type coloring

problems

The results of this chapter appear in [16]

The problem of Informed Source Coding on Demand, introduced by Birk

and Kol [27], describes a setting where a server wishes to transmit n data

blocks (of t bits each) via broadcast to n receivers; each receiver is interested

in a specific block of the input data and may have side information on other

blocks. The goal of the sender is to use a code of minimal word-length, while

allowing every receiver to recover his desired block. This problem can be

formulated as a graph parameter: let G be a directed graph on the vertex

set [n], where ij is an edge iff the i-th receiver knows the j-th block, and let

βt(G) denote the length of a minimal binary code for G when the blocks are

of size t.

The above problem was studied in the case where each block consists of a

single bit (namely t = 1, see [23], [27] and [83]). In this chapter, we consider

the general, and more natural, case. We provide general bounds on βt(G)

and show that in some cases usage of large data blocks may strictly improve

upon the trivial extension from the binary case, thus answering a question of

[83]. This motivates the study of a new graph parameter, the broadcast rate

of a graph G, defined by β(G) = limt→∞ βt(G)/t. En route, we show that -
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surprisingly - an optimal code for a disjoint union of graphs can be strictly

better than a concatenation of the optimal codes for the individual graphs,

even when each of these graphs is a copy of C5.

The proofs are based on a relation between this problem and some results

in the study of Witsenhausen’s rate, OR graph products, colorings of graph

powers and some properties of Cayley graphs.

4.1 Introduction

4.1.1 Background and definitions

Source coding deals with a scenario in which a sender has some data string

x he wishes to transmit through a broadcast channel to receivers. In this

chapter we consider a variant of source coding which was first proposed by

Birk and Kol [27]. In this variant, called Informed Source Coding On Demand

(ISCOD), each receiver has some prior side information, comprising some

subset of the input string x. The sender is aware of the portion of x known

to each receiver. Moreover, each receiver is interested in just part of the data.

Following Bar-Yossef, Birk, Jayram and Kol [23], we use the formalization of

Index code problem as given in Definition 3.1.

For an example of the applications which motivate the study of this prob-

lem, consider a central server and a collection of caching clients in a satellite

transmission network. Each of the clients has limited storage, and a slow

backward channel to the server. The server holds a data string, comprising a

large number of blocks, whereas each client can only store a relatively small

number of data blocks at any given point. During the transmission of the

data, the clients opt to hold certain data blocks, and subsequently receive

the actual user request for specific data blocks. The backward channel can

be used to notify the server which blocks are present at the client end, and

which are required. Finally, given the state of all clients (namely, the side

information of each client), the server must retransmit an encoding of its

data, in the most economical possible way, which would allow each client

to recover its required blocks (from the new transmission and its prior side

information).
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Following [23], the problem in Definition 3.1 can be restated as a graph

parameter, as described in Definition 3.2, by modeling the side information

state via a directed graph on n vertices. We next generalize this notion to

depend on the input block size. To this end, we identify the i-th vertex of

the graph both as the i-th receiver, Ri, and as the i-th block of input, xi, and

place an edge (i, j) whenever Ri knows xj. This is formulated in the next

definition, where the minimum possible length of an index code is expressed

as a parameter of the corresponding side information graph. Here and in

what follows, for a directed graph G and a vertex v, let N+
G (v) be the set of

out-neighbors of v in G, and for x = x1 . . . xn and S ⊂ [n] = {1, . . . , n}, let

x|S be the restriction of x to the coordinates of S

Definition 4.1 (βt(G)). Let G be a directed side information graph G on the

vertex set [n], where (i, j) is an edge iff Ri knows the value of xj. An index

code of length ` for G is a function E : {0, 1}n·t → {0, 1}` and functions

D1, . . . , Dn, so that for all i ∈ [n] and x ∈ {0, 1}n·t, Di(E(x), x|N+
G (i)) = xi.

We denote the minimum possible length of such a code, for blocks of length

t, by βt(G).

Notice that, according to the notation of Definition 3.2 given in the pre-

vious chapter, `(G) is the special case of βt(G) where t = 1.

4.1.2 Preliminaries

The following two trivial examples exhibit some of the properties of βt(G)

which we will later review. Throughout the chapter, an undirected side

information graph corresponds to the directed graph, where each (formerly

undirected) edge appears in both directions.

Consider, first, the case where G = Kn is the complete graph. In this case,

broadcasting the XOR of the n data blocks enables each user to reconstruct

its missing block. The length of this code is t. It is also easy to show that

this is the optimal coding scheme for this graph, and hence βt(Kn) = t.

On the other hand, assume G = En is an edgeless graph, thus none of

the receivers has any prior side information. A straightforward counting

argument implies that βt(En) = t · n (one cannot improve upon the näıve

protocol of retransmitting the entire input word x).
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Before reviewing the basic facts and results of index codes, we define the

following graph theoretic parameters. An independent set in G = (V, E) is

a set of vertices which induces an edgeless graph. The chromatic number of

G, χ(G), is the minimum number of independent sets whose union is all of

V (each such set is referred to as a color class). Let G denote the graph

complement of G. We denote by G + H the disjoint union of the graphs G

and H, and denote by k ·G the disjoint union of k copies of the graph G.

An immediate property of the parameter βt(G) is monotonicity with re-

spect to the removal of vertices as well as edges:

(i) If G2 is obtained from G1 by removing some of the vertices (i.e., G2 is

an induced subgraph of G1) then βt(G1) ≥ βt(G2).

(ii) If G2 is obtained from G1 by removing some of the edges then βt(G1) ≤
βt(G2).

(iii) βt(G + H) ≤ βt(G) + βt(H) and hence βt(k ·G) ≤ kβt(G).

Combining item (i) with the second example, we obtain that

βt(G) ≥ t · α(G) , (4.1)

where α(G) is the cardinality of a maximum independent set 1. In addition,

items (ii), (iii) together with the first example show that

βt(G) ≤ t · χ(G) . (4.2)

See [27], [23] and [83] for several other examples and properties of index

coding schemes and details on the distributed application which motivates

this problem.

In all the previous works on index coding, the parameter β1(G) (denoted

`(G) there) was studied. It was observed in [83] that the parameter βt(G) can

always be reduced to a parameter β1(G
′) by considering a graph G′ which is

the t-blow-up of G (with independent sets). This graph, denoted by G[t], has

1A slightly more sophisticated argument is used in [23] to show that for a directed
graph G: β1(G) ≥ MAIS(G) where MAIS(G) denotes the maximum number of vertices in
an induced acyclic subgraph of G.
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the vertex set V (G)× [t], and an edge from (u, i) to (v, j) iff uv ∈ E(G). By

definition, an index code for G[t] with block size t = 1 is also an index code

for G with block size t, and vice versa. To see this, simply split each Ri into

t receivers, each interested in recovering a single bit in the i-th block, and

notice that each of these new receivers knows all the bits that Ri originally

knew.

Another simple fact is that one can always encode each of the t bits in

the blocks independently, and hence

βt(G) ≤ t · β1(G) .

More generally, the above reduction immediately yields sub-additivity of

βt(G) for any graph G, namely βt+s(G) ≤ βt(G) + βs(G) for any G, s and t.

In various cases such equality holds. For example, whenever G is a perfect

graph and hence satisfies α(G) = χ(G), it follows that the inequalities (4.1)

and (4.2) are in fact equalities, and in particular βt(G) = t ·β1(G) = β1(G[t]).

It is asked in [83] whether, for some graphs, one can benefit from using

a unified scheme that encodes the entire blocks at once. In other words,

whether for some graph G and some t, βt(G) < t · β1(G).

In this chapter we answer this question in the affirmative. This justifies

the following definition:

Definition 4.2 (Broadcast rate). The broadcast rate of a graph G is the

asymptotic average communication that is required for a single round when

allowing a unified transmission for multiple rounds:

β(G) := lim
t→∞

βt(G)

t
.

The above limit exists and equals the infimum by sub-additivity and

Fekete’s Lemma. Note that the motivation suggests that the quantity βt(G)

is of interest mainly for large values of t, leading naturally to the study of

the limit β(G)

4.1.3 New results

Our main technical result in this chapter is Theorem 4.1.1 below, which

addresses the size of optimal index codes for a disjoint union of graphs. The
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case where the side information graph is k · G, a disjoint union of k copies

of some graph G, describes the setting where there are k separate input

words (one for each graph), and receivers corresponding to one graph have

no information on any of the input words corresponding to the remaining

graphs. The theorem provides an upper bound on the size of the optimal

index code in this case, which will demonstrate the counterintuitive behavior

that β1(k ·G) exhibits.

It will be convenient to address the more precise notion of the number of

codewords in an index code. We say that C, an index code for G, is optimal,

if it contains the minimum possible number of codewords (in which case,

β1(G) = dlog2 |C|e). Moreover, let us denote by γ the maximal cardinality

of a set of input-strings in {0, 1}n, which is unconfusable. That is, all the

strings can be encoded by the same codeword in an index code for G, and

for any pair of strings there is no coordinate in which the strings differ, but

the side information of this coordinate is identical in both strings.

Theorem 4.1.1. Let G be a directed side information graph on n vertices,

and let γ be defined as above. The following holds for any integer k:

(
2n

γ

)k

≤ |C| ≤
⌈ (

2n

γ

)k

kn log 2
⌉

(4.3)

where C is an optimal index code for k ·G. In particular,

lim
k→∞

β1(k ·G)

k
= n− log2 γ .

Index codes for a disjoint union of graphs

Clearly, β1(k · G) ≤ k · β1(G), as one can always obtain an index code for

k · G by taking the k-fold concatenation of an optimal index code for G.

Furthermore, this bound is tight for all perfect graphs. Hence, the smallest

graph where β1(k ·G) may possibly be smaller than k ·β1(G) is C5, the cycle

on 5 vertices - the smallest non-perfect graph. Indeed, in this case index

codes for k · C5 can be significantly better than those obtained by treating

each copy of C5 separately. This is stated in the next corollary.



4.1 Introduction 67

Corollary 4.1.2. The following holds: The index code for k ·C5 comprising

index codes of the individual C5 copies is suboptimal: β1(C5) = 3, whereas

β1(k ·C5)/k = 5− log2 5 + o(1) ≈ 2.68 + o(1), with the o(1)-terms tending to

0 as k →∞.

Therefore, there is a graph G with an optimal index code C, so that much

less than |C|k words suffice to establish an index code for k ·G, although each

of the k copies of G has no side information on any of the bits corresponding

to the remaining copies.

Broadcast rate

The main corollary of Theorem 4.1.1 is the following theorem, which provides

a general bound on the broadcast rate of a graph.

Theorem 4.1.3. Let G be a side information graph on n vertices, and let γ

be as in Theorem 4.1.1. The following holds:

α(G) ≤ β(G) ≤ n− log2 γ . (4.4)

We note that the lower bound on the broadcast rate of a general directed

side information graph G is in fact β(G) ≥ MAIS(G), where MAIS(G) ≥
α(G) is the maximum number of vertices in an induced acyclic subgraph of

G.

The following is a corollary of Theorem 4.1.3 and Corollary 4.1.2. This

shows that there exists a graph G for which β(G) < β1(G).

Corollary 4.1.4. For the special case G = C5, we have

2 ≤ β(C5) ≤ 5− log2 5 ≈ 2.678 ,

whereas β1(C5) = 3.

In addition, we deduce several properties of linear and non-linear index

coding schemes. In particular, some of the results of [83] can be reproved

in a stronger form using the new construction. The details follow in Section

4.3.3.
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4.1.4 Methods and organization

The basic idea behind the proof of the main technical result is an inter-

esting relation between optimal index codes of a disjoint union of graphs,

and vertex-colorings of OR graph products. The products are applied to

the confusion graph (introduced in [23]), which is an auxiliary graph whose

vertex set consists of all possible input data strings. This connection is then

translated, using probabilistic bounds on the fractional chromatic number,

into a probabilistic construction of index coding schemes. While the best

known upper bounds on index coding were all based on explicit linear coding

schemes, our new construction is probabilistic and inherently non-linear.

Using this connection, we obtain several rather surprising results, both on

the broadcast rate and on index coding of a disjoint union of graphs. These

results are achieved by combining the construction with an analysis of the

auxiliary graphs.

The rest of this chapter is organized as follows. In Section 4.2 we prove

Theorem 4.1.1, using a connection between index codes for disjoint unions

of graphs and the chromatic number of OR graph products. Section 4.3

contains applications of this theorem. The first application is for disjoint

union of graphs, namely the proof of Corollary 4.1.2. Then the application

for the broadcast rate is discussed, proving Theorem 4.1.3 and Corollary

4.1.4. The applications section ends with brief comments on non-linear and

linear index coding schemes. Section 4.4 is devoted to concluding remarks

and open problems.

4.2 Optimal index codes for a disjoint union

of graphs

Throughout this section the length t of the blocks considered is 1.

Proof of Theorem 4.1.1. The OR graph product is equivalent to the comple-

ment of the strong product2, which was thoroughly studied in the investi-

2Namely, the OR product of G and H is the complement of the strong product of G

and H.
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gation of the Shannon capacity of a graph, a notoriously challenging graph

parameter introduced by Shannon [97].

Definition 4.3 (OR graph product). The OR graph product of G and

H, denoted by G ·∨H, is the graph on the vertex set V (G) × V (H), where

(u, v) and (u′, v′) are adjacent iff either uu′ ∈ E(G) or vv′ ∈ E(H) (or both).

Let G ·∨k denote the k-fold OR product of a graph G.

The size of an optimal index code for a given directed graph may be

restated as a problem of determining a chromatic number of a graph, as

observed by Bar-Yossef et al. [23]. We need the following definition:

Definition 4.4 (Confusion graph). Let G = ([n], E) be a directed side

information graph. The confusion graph of G, C(G), is the undirected graph

whose vertex set is {0, 1}n, and two vertices x, y ∈ {0, 1}n are adjacent iff

for some i ∈ [n], xi 6= yi and yet x|N+
G (i) = y|N+

G (i).

In other words, C(G) is the graph whose vertex set is all possible input-

words, and two vertices are adjacent iff they cannot be encoded by the same

codeword in an index code for G (otherwise, the decoding of at least one of the

receivers would be ambiguous). Hence, every index code for G is equivalent

to a legal vertex coloring of C(G), where each color class corresponds to a

distinct codeword. Consequently, if C is an optimal index code for G, then

|C| = χ(C(G)).

Let G and H denote directed graphs on the vertex-sets [m] and [n] re-

spectively, and consider an index code for their disjoint union, G + H. As

there are no edges between G and H, such an index code cannot encode

two input-words x, y ∈ {0, 1}m+n by the same codeword iff this forms an

ambiguity either with respect to G or with respect to H (or both). Hence:

Observation 4.2.1. For any two directed graphs G and H, the two graphs

C(G + H) and C(G) ·∨C(H) are isomorphic.

Thus, the number of codewords in an optimal index code for k ·G is equal

to χ(C(G) ·∨k). The chromatic numbers of strong powers of a graph, as well

as those of OR graph powers, have been thoroughly studied. In the former

case, they correspond to the Witsenhausen rate of a graph (see [106]). In the
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latter case, the following was proved by McEliece and Posner [86], and also

by Berge and Simonovits [25]:

lim
k→∞

(
χ(H ·∨k)

)1/k
= χf (H) , (4.5)

where χf (H) is the fractional chromatic number of the graph H, defined

as follows. A legal vertex coloring corresponds to an assignment of {0, 1}-
weights to independent-sets, such that every vertex will be “covered” by a

total weight of at least 1. A fractional coloring is the relaxation of this

problem where the weights belong to [0, 1], and χf is the minimum possible

sum of weights in such a fractional coloring.

To obtain an estimate on the rate of the convergence in (4.5), we will use

the following well-known properties of the fractional chromatic number and

OR graph products (cf. [18],[80],[75] and also [51]):

(i) For any graph H, χf (H
·∨k) = χf (H)k.

(ii) For any graph H, χf (H) ≤ χ(H) ≤ d χf (H) log |V (H)| e. [This is

proved by selecting r = d χf (H) log |V (H)| e independent sets, cho-

sen randomly and independently according to the weight distribution,

dictated by the optimal weight-function achieving χf , and by showing

that the expected number of uncovered vertices is less than 1.]

(iii) For any vertex transitive graph H (that is, a graph whose automorphism

group is transitive), χf (H) = |V (H)|/α(H) (cf., e.g., [60]).

In order to translate (ii) to the statement of (4.3), notice that γ, as defined

in Theorem 4.1.1 is precisely α(C(G)). In addition, the graph C(G) is indeed

vertex transitive (as it is a Cayley graph of Zn
2 ), and combining the above

facts we obtain that:

χf

(
C(G) ·∨k

)1/k
=

2n

α(C(G))
=

2n

γ
.

Plugging the above equation into (ii), and recalling that χ
(
C(G) ·∨k

)
is the

size of the optimal index code for k·G, complete the proof of the theorem. ¥
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Remark 4.2.2: The right-hand-side of (4.3) can be replaced by

(
2n

γ

)k

d1 + k log γe .

To see this, combine the simple fact that α(G ·∨k) = α(G)k with the bound

χ(H) ≤ dχf (H)(1 + ln α(H))e given in [80] (which can be proved by choos-

ing dχf (H) log α(H)e independent sets randomly as before, leaving at most

dχf (H)e uncovered vertices, to be covered separately).

4.3 Applications

4.3.1 Index-coding for disjoint unions of graphs

Recall that for any perfect graph β1(G) = α(G). Since the disjoint union of

perfect graphs is perfect as well, and its independence number is the sum of

the independence numbers of the individual graphs, we conclude that

β1(k ·G) = k · β1(G) for any perfect graph G and integer k.

Therefore, the smallest example where β1(k · G) might be nontrivial is C5,

the smallest non-perfect graph. Indeed, in this case it is possible to do better

than k · β1(C5) in an index code for k · C5:

Proof of Corollary 4.1.2. One can verify that the following is a maximum

independent set of size 5 in C(C5):

{00000, 01100, 00011, 11011, 11101} .

In the formulation of Theorem 4.1.1, γ = 5, and the theorem now implies

that β1(k · C5)/k tends to 5− log2 5 as k →∞. On the other hand, one can

verify3 that χ(C(C5)) = 8, hence β1(C5) = 3. ¥

Remark 4.3.1: Using the upper bound of (4.3) in its alternate form, as

stated in Remark 4.2.2, we obtain that β1(k · C5) < k · β1(C5) already for

k = 15.

3This fact can be verified by a computer assisted proof, as stated in [23].
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4.3.2 Broadcast rate

We now turn to the main application of Theorem 4.1.1, discussing the broad-

cast rate of a graph G. We first prove the general bound on the broadcast

rate of an arbitrary graph.

Proof of Theorem 4.1.3. To show the lower bound β(G) ≥ α(G), notice that

α(G[t]) = t · α(G) for any integer t, hence β1(G[t]) ≥ t · α(G) and β(G) ≥
α(G).

For the upper bound β(G) ≤ n − log2 γ, notice that G[t] contains the

subgraph t · G (for each i ∈ [t], the graph V (G) × {i} is isomorphic to G).

Thus, by the monotonicity of index coding with respect to addition of edges

(Item (ii) of the monotonicity property), β1(G[t]) ≤ β1(t · G), and Theorem

4.1.1 now provides the required bound. ¥

As in the case of a disjoint union of graphs, any perfect graph satisfies

β(G) = β1(G) = α(G). Therefore, once again, the smallest example where

the broadcast rate can be strictly smaller than β1 is C5 (the smallest non-

perfect graph). Indeed, that proves to be the case.

Proof of Corollary 4.1.4. In the special case G = C5, recalling that α(G) = 2

whereas γ = 5 (as stated in the proof of Corollary 4.1.2) gives:

2 ≤ β(C5) ≤ 5− log2 5 ≈ 2.678 ,

as required. ¥

4.3.3 Linear vs. Non-linear index coding

An index coding scheme is linear over GF (2) if every bit in it is a linear

function of the input word x. The authors of [23] proved that the minimum

possible length of such a scheme can be expressed as the minimum possible

rank of an appropriate matrix associated with the side information graph.

They further conjectured that no index code can outperform the best linear

coding scheme. This has been disproved in [83] where the authors showed

that sometimes it is better to view the input word x as a word over a larger

field and use a linear encoding over that field. It is also possible to split x
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into several pieces, and apply in each piece a linear encoding function over a

different field, thus obtaining some further savings.

Our results here show that inherently non-linear encodings are sometimes

better. In particular, when the side information graph is a disjoint union of

many copies of C5, the non-linear scheme discussed in the previous sub-

sections can be shown to be better than any hybrid of linear schemes over

any collection of fields. This is proved by expressing the minimum possible

length of such a hybrid by the minimum possible sum of ranks of matrices

defined appropriately over the corresponding fields, and by showing that the

non-linear scheme is better.

4.4 Concluding remarks and open problems

• In this chapter, we have shown that for large values of k and for every

graph G, β1(k ·G) = (n− log2 α(C(G)) + o(1)) k, where the o(1)-term

tends to 0 as k →∞.

• Our results also imply that encoding the entire block at once can be

strictly better than concatenating the optimal index code for G with a

single bit block. This justifies the definition of the broadcast rate of G,

β(G), as the optimal asymptotic average number of bits required for a

single bit of index coding for G.

In the above case of C5, 2 ≤ β(C5) ≤ 2.678, and it would be interesting

to determine the index coding rate of C5 precisely. It would be further

interesting to determine the index coding rate of additional families of

graphs, and in particular, to decide if there exists a family of graphs G

on n vertices where β(G) = O(1) whereas β1(G) = ω(1).

Moreover, it should be noted that the parameter βt(G) is computable

(though maybe not efficiently) for any graph G and any t. It would be

interesting to find out whether the parameter β(G) is also computable.

• We have also shown that β1(k · C5)/k ≈ 2.678 for large values of k,

whereas β1(C5) = 3. Hence, the optimal index code for a disjoint union

of k copies of a graph G can be strictly better than the concatenation
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of k optimal index codes for G (benefit is gained already for k = 15).

This is surprising, considering the lack of mutual information between

receivers which correspond to distinct copies.
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Codes and explicit Ramsey
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Chapter 5

Codes and Xor graph products

The results of this chapter appear in [10]

What is the maximum possible number, f3(n), of vectors of length n over

{0, 1, 2} such that the Hamming distance between every two is even? What

is the maximum possible number, g3(n), of vectors in {0, 1, 2}n such that the

Hamming distance between every two is odd? We investigate these ques-

tions, and more general ones, by studying Xor powers of graphs, focusing

on their independence number and clique number, and by introducing two

new parameters of a graph G. Both parameters denote limits of series of

either clique numbers or independence numbers of the Xor powers of G (nor-

malized appropriately), and while both limits exist, one of the series grows

exponentially as the power tends to infinity, while the other grows linearly.

As a special case, it follows that f3(n) = Θ(2n) whereas g3(n) = Θ(n).

5.1 Introduction

The Xor product of two graphs, G = (V, E) and H = (V ′, E ′), is the graph

whose vertex set is the Cartesian product V × V ′, where two vertices (u, u′)
and (v, v′) are connected iff either uv ∈ E, u′v′ /∈ E ′ or uv /∈ E, u′v′ ∈ E ′,
i.e., the vertices are adjacent in precisely one of their two coordinates. This

product is commutative and associative, and it follows that for any n ≥ 1, the

product of G1, . . . , Gn is the graph whose vertex set is
∏

V (Gi), where two
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vertices are connected iff they are adjacent in an odd number of coordinates.

Throughout this chapter, let G ·H denote the Xor product of G and H, and

let Gn denote the Xor product of n copies of G.

The Xor graph product was studied in [102], where the author used its

properties to construct edge colorings of the complete graph with two col-

ors, containing a smaller number of monochromatic copies of K4 than the

expected number of such copies in a random coloring. See also [47],[52],[103]

for more about this problem.

Examine K3, the complete graph on 3 vertices. Each vertex of Kn
3 can be

naturally represented by a vector in {0, 1, 2}n, and two vertices are connected

in Kn
3 iff their representing vectors differ in an odd number of coordinates,

or equivalently, have an odd Hamming distance. Thus, a set of vectors in

{0, 1, 2}n, in which every two vectors have an even Hamming distance, rep-

resents an independent set in Kn
3 ; similarly, a set of vectors of {0, 1, 2}n in

which each pair has an odd Hamming distance represents a clique in Kn
3 , and

hence:

f3(n) = α(Kn
3 ) ,

g3(n) = ω(Kn
3 ) ,

where α(G) denotes the independence number of G and ω(G) denotes the

clique number of G. Studying the series of independence numbers and the se-

ries of clique numbers of powers of a fixed graph G provides several interesting

questions and results. Both series, when normalized appropriately, converge,

however one has an exponential growth while the other grows linearly.

In section 5.2 we show that the series of independence numbers, when

normalized, converges to its supremum, which we denote by xα(G):

xα(G) = lim
n→∞

n
√

α(Gn) = sup
n

n
√

α(Gn)

We calculate this parameter for several families of graphs and multi-graphs,

and study some of its properties.

In section 5.3 we show, this time using a linear normalization, that the

series ω(Gn)/n converges as well. We denote its limit by xω(G):

xω(G) = lim
n→∞

ω(Gn)

n
= sup

n

ω(Gn)− 2

n + 1
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Determining the value of xα and xω for K3 and for a general complete

graph Kr gives the asymptotic behavior of f3(n) and g3(n), and similarly,

of fr(n) and gr(n), defined analogously with r replacing the alphabet size of

3. For a general G, it seems that merely approximating xα and xω can be

extremely difficult. Both parameters are non-monotone with respect to the

addition of edges to the graph, and we use combinatorial ideas, tools from

linear algebra and spectral techniques in order to provide bounds for them

for different graphs.

5.2 Independence numbers of Xor powers

5.2.1 The independence series and xα

We begin with an immediate observation: for every two graphs G and H, and

every two independent sets I ⊂ V (G) and J ⊂ V (H), I×J is an independent

set of G · H. Therefore, the function f(n) = α(Gn) is super-multiplicative:

f(m + n) ≥ f(m)f(n), and by Fekete’s lemma (c.f., e.g., [76], p. 85), we

deduce that

∃ lim
n→∞

n
√

f(n) = sup
n

n
√

f(n)

Let xα(G) denote this limit.

We note that the definition of the Xor product and of xα applies to

multi-graphs as well: indeed, since only the parity of the number of edges

between two vertices dictates their adjacency, we can assume that there are no

multiple edges, however there may be (self) loops in the graph. The function

f(n) = α(Gn) remains super-multiplicative (notice that an independent set

I of Gn can never contain a vertex v = (v1, . . . , vn) with an odd number of

coordinates {vij}, which have loops). However, in the single scenario where

every vertex of G has a loop, α(G) = 0 and we cannot apply Fekete’s lemma

(indeed, in this case, f(2n + 1) = 0 and f(2n) ≥ 1 for all n). In all other

cases, xα(G) is well defined. Furthermore, if we negate the adjacency matrix

of G, obtaining the multi-graph complement G (u and v are adjacent in G iff

they are disconnected in G, including the case u = v), we get xα(G) = xα(G),

as long as xα(G) is also defined. To see this fact, take the even powers 2k
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of the independence series, in which two vertices are adjacent in G2k iff they

are adjacent in G
2k

.

Proposition 5.2.1. For every multi-graph G = (V,E) satisfying α(G) > 0,

xα(G) is well defined. Furthermore, if in addition α(G) > 0, where G is the

multi-graph-complement of G, then xα(G) = xα(G).

5.2.2 General bounds for xα

It is obvious that xα(G) ≤ |V (G)|, and this upper bound is tight, for instance,

for the edgeless graph. For the lower bound, the following simple fact holds:

Claim 5.2.2 (Uniform lower bound). Let G = (V, E) be a multi-graph sat-

isfying α(G) > 0. Then:

xα(G) ≥
√
|V | (5.1)

Proof. Let I ⊂ V (G2) denote the set {(v, v) | v ∈ V }. Clearly, I is an

independent set of G2 of size |V |, thus xα(G) ≥ |V | 12 (and similarly, for all k

we get an explicit independent set of size |V |k in G2k). ¥

For a better understanding of the parameter xα(G), we next show several

infinite families of graphs which attain either the lower bound of (5.1) or the

upper bound of |V (G)|. While, trivially, the edgeless graph G on n vertices

satisfies xα(G) = n, it is interesting that complete bipartite graphs also share

this property:

Claim 5.2.3. Let Km,n denote the complete bipartite graph with color classes

of sizes m,n, where m ≥ n. Then for every k ≥ 1, Kk
m,n is a complete

bipartite graph with color classes W0,W1 of sizes:

|W0| = 1

2

(
(m + n)k + (m− n)k

)
, |W1| = 1

2

(
(m + n)k − (m− n)k

)

Therefore, xα(Km,n) = m + n.

Proof. Let G = Km,n, m ≥ n, and denote its color classes by U0, U1, where

|U0| = m. For every vertex v = (v1, . . . , vk) ∈ V (Gk), define a vector wv ∈
{0, 1}k, in the following manner: (wv)i = 0 iff vi ∈ U0. By the definition of
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the Xor product (recall that G is a complete bipartite graph), the following

holds for every u, v ∈ V (Gk):

uv /∈ E(Gk) ⇐⇒ |{1 ≤ i ≤ k | (wu)i 6= (wv)i}| = 0 (mod 2)

Equivalently, performing addition and dot-product over GF (2k):

uv /∈ E(Gk) ⇐⇒ (wu + wv) · 1 = 0 (5.2)

Let W0 denote the set of all vertices in v ∈ V (Gk) such that the Hamming

weight of wv is even, and let W1 denote the set of all those whose correspond-

ing vectors have an odd Hamming weight. In other words, we partition the

vertices of Gk into two sets, according to the parity of the number of times

a coordinate was taken from U0. Notice that:

|W0| =
b k

2
c∑

i=0

(
k

2i

)
n2imk−2i =

1

2

(
(m + n)k + (m− n)k

)
,

and similarly:

|W1| = 1

2

(
(m + n)k − (m− n)k

)

To see that Gk is a complete bipartite graph with color classes W0, W1,

argue as follows: take u, v ∈ Wi (i ∈ {0, 1}); clearly, we have:

(wu + wv) · 1 = wu · 1 + wv · 1 = i + i = 0 ,

hence, by (5.2), W0 and W1 are both independent sets. Next, for every

u ∈ W0 and v ∈ W1, we have:

(wu + wv) · 1 = 0 + 1 = 1 ,

implying that u and v are adjacent. This completes the proof. ¥

The previous claim shows that xα(Kn,n) = 2n = nxα(K2). This is a

special case of the following property of xα:

Claim 5.2.4. Let G = (V,E) be a graph on the vertex set V = [n]. We

define the r-blow-up of G, G[r], as the n-partite graph whose color groups are



82 Codes and Xor graph products

(V1, . . . , Vn), where for all i, |Vi| = r, and two vertices x ∈ Vi and y ∈ Vj are

connected iff ij ∈ E. Then:

xα(G[r]) = r · xα(G)

Furthermore, every maximum independent set of G[r]k is an r-blow-up of a

maximum independent set of Gk.

Proof. Let T : V (G[r]) → V (G) be the mapping from each vertex in G[r]

to its corresponding vertex in G (i.e., if x ∈ Vi, then T (x) = i), and define

T ◦k : V (G[r]k) → V (Gk) by

T ◦k(v1, . . . , vk) = (T (v1), . . . , T (vk))

Then, by the definition of G[r], T ◦k(G[r]k) is isomorphic to Gk, and further-

more, a set I is independent in G[r]k iff T ◦k(I) is independent in Gk. This

implies that every maximum independent set of G[r]k can be obtained by

taking a maximum independent set of Gk and expanding each coordinate in

each of the r possible ways. In particular:

α(G[r]k)
1
k =

(
rkα(Gk)

) 1
k = r · α(Gk)

1
k

and the desired result follows. ¥

A simple algebraic consideration provides an example for a family of

multi-graphs which attain the lower bound - the Hadamard multi-graphs

(see , e.g., [76] for further information on Sylvester-Hadamard matrices):

Claim 5.2.5. Let H2n be the multi-graph whose adjacency matrix is the

Sylvester-Hadamard matrix on 2n vertices: two (not necessarily distinct)

vertices u and v, represented as vectors in GF (2n), are adjacent iff their

dot product equals 1. Then: xα(H2n) = 2n/2

Proof. Let H = H2n . Notice that exactly 2n−1 vertices have loops, and

in particular there is a non-empty independent set in H and xα is defined.

Examine Hk; by definition, u = (u1, . . . , uk) and v = (v1, . . . , vk) are adjacent

in Hk iff
∑

i ui · vi = 1 (mod 2). This implies, by the definition of the

Hadamard multi-graph, that:

Hk
2n = H2nk
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We are thus left with showing that H = H2n satisfies α(H) ≤
√
|H|, and

this follows from the fact that an independent set in H is a self-orthogonal

set of vectors in GF (2n), hence the rank of its span is at most n/2 and thus:

α(H) ≤ 2n/2 =
√
|H| ,

as needed. ¥

Note that the result above is also true for multi-graphs whose adjacency

matrix is a general-type Hadamard matrix, Hn; this can be proved using

spectral analysis, in a way similar to the treatment of strongly-regular graphs

in the next subsection. As another corollary of the analysis of strongly-regular

graphs in the next subsection, we will show that the Paley graph Pq, defined

there, has q vertices and satisfies xα(Pq) ≤ √
q+1, hence there exists a family

of simple graphs which roughly attain the general lower bound on xα.

5.2.3 Properties of xα and bounds for codes

The normalizing factor applied to the independence series when calculating

xα depends only on the current graph power, therefore restricting ourselves

to an induced subgraph of a graph G immediately gives a lower bound for

xα(G). It turns out that xα cannot drastically change with the addition of

a single vertex to the graph - each added vertex may increase xα by at most

1. However, xα is non-monotone with respect to the addition of edges. The

next few claims summarize these facts.

Claim 5.2.6. Let G = (V, E) be a multi-graph, and let H be an induced

subgraph on U ⊂ V , satisfying α(H) > 0. Then:

xα(H) ≤ xα(G) ≤ xα(H) + |V | − |U |

Proof. The first inequality is trivial, since we can always restrict our choice

of coordinates in independent sets of Gk to vertices of U . In order to prove

the second inequality, it is enough to prove the case of |U | = |V |− 1. Denote

by v the single vertex of V \U , and assume that v does not have a loop. Let

I be a maximum independent set of Gk. For every pattern of i appearances

of v in the coordinates of vertices of I, the set of all vertices of I containing
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this pattern (and no other appearances of v) is an independent set. This set

remains independent in Hk−i, after omitting from each of these vertices its

i appearances of v, hence its size is at most α(Hk−i). Since xα(H) is the

supremum of n
√

α(Hn), we get the following bound for I:

|I| ≤
k∑

i=0

(
k

i

)
α(Hk−i) ≤

k∑
i=0

(
k

i

)
xα(H)k−i = (xα(H) + 1)k .

Taking the k-th root gives xα(G) ≤ xα(H) + 1.

We are left with the case where v has a loop. If H has no loops, then

every vertex of I must have an even number of appearances of v in its coor-

dinates (as an independent set cannot contain loops). Hence, every pattern

of i appearances of v in the coordinates of vertices of I still represents an

independent set in Hk−i, and the calculation above is valid. In fact, it gives

that

|I| ≤
b k

2
c∑

i=0

(
k

i

)
α(Hk−2i) =

1

2

(
(xα(H) + 1)k + (xα(H)− 1)k

)
< (xα + 1)k .

If H does contain loops, then α(H) > 0, and we can apply the previous

argument to G with respect to H and v (which does not have a loop in G),

obtaining:

xα(G) = xα(G) ≤ xα(H) + 1 = xα(H) + 1 ,

where the last equality holds since α(H) > 0, guaranteeing that at least one

vertex of H does not have a loop. ¥

Notice that, by the last claim, we can apply the vertex-exposure Martin-

gale on the random graph Gn, 1
2
, and obtain a concentration result for xα (see

for example [19], Chapter 7):

Corollary 5.2.7. Almost surely, that is, with probability that tends to 1 as

n tends to infinity, the random graph G = Gn, 1
2

satisfies

|xα(G)− Exα(G)| ≤ O(
√

n)

A counterexample for edge-addition monotonicity exists already when

|V | = 3, as the next claim shows.
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Claim 5.2.8. xα is non-monotone with respect to the addition of edges.

Proof. Let G = (V,E) be the graph on three vertices V = Z3 and one edge

E = {(0, 1)}. We show that xα(G) = 2, thus if we remove the single edge

(creating the empty graph on 3 vertices) or add the edge (1, 2) (creating the

complete bipartite graph K1,2) we increase xα to a value of 3. In fact, up

to an automorphism of the graph G in each coordinate, there is exactly one

maximum independent set of Gk, which is {(v1, . . . , vk) : vi ∈ {0, 2}}.
The proof is by induction on k, stating that every maximum independent

set of Gk is the Cartesian product of either {0, 2} or {1, 2} in each of the

coordinates (it is obvious that this set is indeed independent). The case

k = 1 is trivial. For k > 1, let I be a maximum independent set of Gk,

and notice that by the construction of the independent set above, we have

|I| = α(Gk) ≥ 2k. Let Ai (i ∈ Z3) be the set of vertices of I whose first

coordinate is i. We denote by A′
i the set of vertices of Gk−1 formed by

omitting the first coordinate from Ai. Since Ai ⊂ I is independent, so is A′
i

for every i. However, every vertex of A′
0 is adjacent to every vertex of A′

1

(again since I is independent).

Note that, by induction, |Ai| = |A′
i| ≤ 2k−1. Clearly, this implies that

if either A0 or A1 are empty, we are done, and I is the Cartesian product

of a maximum independent set I ′ ⊂ Gk−1 of size 2k−1, with either {0, 2}
or {1, 2}. Indeed, if for instance A1 is empty, then both A′

0 and A′
2 are

maximum independent sets of Gk−1 (otherwise, the size of I would be strictly

less than 2k), with the same automorphism of G in each coordinate (otherwise

I would not be independent - consider the two vertices which contain 2 in

all coordinates except the one where the automorphism is different).

Assume therefore that A0, A1 6= ∅. By a similar argument, A2 6= ∅, oth-

erwise |I| ≥ 2k would imply that both A′
0 and A′

1 are maximum independent

sets in Gk−1 (of size 2k−1 each), and by induction, both contain the vector 2,

contradicting the independence of I. We therefore have:

|I| =
∑

i

|Ai| =
∑

i

|A′
i| < (|A′

0|+ |A′
2|) + (|A′

1|+ |A′
2|) ≤ 2 · 2k−1 = 2k

The last inequality is by the fact that A′
2 ∩ A′

0 = A′
2 ∩ A′

1 = ∅, since, for

instance, all vertices in A′
0 are adjacent to all vertices in A′

1 but disconnected
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from all vertices in A′
2. We therefore obtained a contradiction to the fact

that |I| ≥ 2k. ¥

We next prove a general upper bound for xα of regular graphs. As a

corollary, this will determine xα(K3) and give the asymptotic behavior of the

function f3(n), mentioned in the abstract.

Theorem 5.2.9. Let G be a loopless nontrivial d-regular graph on n vertices,

and let d = λ1 ≥ λ2 ≥ . . . ≥ λn denote the eigenvalues of G. Then:

xα(G) ≤ max {|n− 2d|, 2|λ2|, 2|λn|}
Proof. We use spectral analysis to bound the independence numbers of pow-

ers of the graph G. Denote by A = AG the adjacency matrix of G, and let

B = BG = (−1)A, i.e.:

Bij
def
=

{ −1 ij ∈ E(G)

1 ij /∈ E(G)

Notice that BG·H = BG ⊗BH , where ⊗ denotes the tensor-product:

(BG ⊗BH)(u,v),(u′,v′) = BGu,v ·BHu′,v′ =

{ −1 (u, v)(u′, v′) ∈ E(G ·H)

1 (u, v)(u′, v′) /∈ E(G ·H)

Our aim in using BG is to obtain expressions for the eigenvalues of AGk , and

then use the following bound, proved by Hoffman: every regular graph H

with eigenvalues µ1 ≥ . . . ≥ µm satisfies:

α(H) ≤ −|H|µm

µ1 − µm

(5.3)

(see [67], [81]). Recall that the eigenvalues of A are:

λ(A) = {d = λ1, . . . , λn}
By definition, BG = Jn − 2AG, where Jn is the all 1-s matrix of order n,

and fortunately, the single non-zero eigenvalue of Jn (the eigenvalue n) cor-

responds to an eigenvector of 1, which is also an eigenvector of A (with the

eigenvalue d). Thus, if we denote the spectrum of B by Λ:

Λ = λ(B) = {n− 2d,−2λ2, . . . ,−2λn}
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Define Λk = {µ1µ2 . . . µk : µi ∈ Λ}. As usual with tensor-products (c.f., e.g.,

[9]), we use the fact that:

λ(B⊗k) = {λi1λi2 · . . . · λik | λij ∈ λ(B)} = Λk

Returning to AGk , we have AGk = 1
2
(Jnk − BGk), and 1 is an eigenvector of

BGk corresponding to the eigenvalue (n− 2d)k. Hence, 1 is an eigenvector of

AGk with an eigenvalue of:

λM =
nk − (n− 2d)k

2

Since this is the regularity degree of Gk, by the Perron-Frobenius theo-

rem it is also its largest eigenvalue. The remaining eigenvalues of AGk are{−1
2
µ : µ ∈ Λk, µ 6= (n− 2d)k

}
. Hence, if we define:

β(k) = max
{
Λk \ {(n− 2d)k}}

then the minimal eigenvalue of AGk , λm, equals −1
2
β(k). Applying (5.3)

gives:

α(Gk) ≤ −nkλm

λM − λm

=
β(k)

1− (1− 2d
n

)k + β(k)/nk
(5.4)

Examine the right hand side of (5.4). The term
(
1− 2d

n

)k
tends to zero as k

tends to infinity, since G is simple and hence 1 ≤ d ≤ n−1. Considering β(k),

notice that for sufficiently large values of k, in order to obtain the maximum

of Λk \{(n−2d)k}, one must choose the element of Λ whose absolute value is

maximal with plurality at least k− 2 (the remaining two choices of elements

should possibly be used to correct the sign of the product, making sure the

choice made is not the one corresponding to the degree of Gk). Therefore, if

we set r = max {|n− 2d|, 2|λ2|, 2|λn|}, we get β(k) = Θ(rk). To bound r, we

use the following simple argument, which shows that

λ = max {|λ2|, . . . , |λn|} ≤ n

2

(equality is precisely in the cases where G is complete bipartite with d = n
2
).

Indeed, the square of the adjacency matrix A of G has the values d on its

diagonal (as G is d-regular), hence:

d2 + λ2 ≤
∑

i

λ2
i = tr(A2) = nd ,
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implying that:

λ ≤
√

d(n− d) ≤ n

2

Therefore, either r = 2λ ≤ n or r = |n − 2d| < n, and in both cases we

obtain that β(k)/nk = O(1). Taking the k-th root in (5.4), gives:

xα(G) ≤ lim
k→∞

k
√

β(k) = r ,

as required. ¥

Note that the above proof in fact provides upper bounds for the indepen-

dence numbers of every power k of a given regular graph G (not only for the

asymptotic behavior as k tends to infinity) by calculating β(k) and applying

(5.4).

Corollary 5.2.10. For the complete graphs K3 and K4,

xα(K3) = xα(K4) = 2 .

Proof. It is easy and well known that the eigenvalues of the complete graph

Kn on n ≥ 2 vertices are: {n− 1,−1, . . . ,−1}. By Theorem 5.2.9, we have,

for every n ≥ 2:

xα(Kn) ≤ max{n− 2, 2}
For n = 3, this implies xα(K3) ≤ 2, and for n ≥ 4 this implies xα(Kn) ≤ n−2.

The lower bounds for K3 and K4 follow from the fact that xα(K2) = 2.

We note that (5.4) gives the following bounds on α(Kk
n) for every k ≥ 1:

α(Kk
3 ) ≤ 2k

1− (−1
3

)k
+

(
2
3

)k
,

α(Kk
n) ≤ 2(n− 2)k−1

1− (2−n
n

)k + 2
n
(n−2

n
)k−1

, n ≥ 4 , 2 - k ,

α(Kk
n) ≤ 2(n− 2)k−1

1− (2−n
n

)k + 4
n2 (

n−2
n

)k−2
, n ≥ 4 , 2 | k .

¥
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Recalling the motivation of the codes considered in the introduction, the

last claim implies that

f3(n) = Θ(2n)

f4(n) = Θ(2n)

In other words, extending the alphabet from 3 letters to 4 does not increase

the maximal asymptotic size of the required code, and both cases are asymp-

totically equivalent to using a binary alphabet. However, adding additional

letters to the alphabet does increase this asymptotic size, as it is immediate

by Claim 5.2.2 that f5(n) is at least Ω(
√

5
n
). Using a simple probabilistic

argument (similar to the one used in [9]), we can derive an upper bound for

xα(K5) from the result on K4 :

Claim 5.2.11. Let G be a vertex transitive graph, and let H be an induced

subgraph of G. Then:

xα(G) ≤ xα(H)
|G|
|H|

Combining this with Corollary 5.2.10, we get:

Corollary 5.2.12. For all m < n, x(Kn) ≤ xα(Km)
m

n, and in particular,√
5 ≤ xα(K5) ≤ 5

2
.

Proof of claim. Let I be a maximum independent set of Gk, and denote

by σ1, σ2, . . . , σk random automorphisms of G, chosen independently and

uniformly out of all the automorphisms of G. The permutation τ , which

maps v = (v1, . . . , vk) ∈ Gk to (σ1(v1), . . . , σk(vk)), is an automorphism of

Gk, and moreover, if we fix a vertex v in Gk, then τ(v) is uniformly distributed

over all the vertices of Gk. Let S be an induced copy of Hk in Gk, and notice

that by the properties of τ ,

E|τ(S) ∩ I| = |I| |S||Gk| = |I|
( |H|
|G|

)k

On the other hand, I is an independent set, therefore |τ(S) ∩ I| ≤ α(Hk) ≤
(xα(H))k. Choose an automorphism τ for which this random variable attains

at least its expected value of E|τ(S) ∩ I|, and it follows that:

|I| ≤
(

xα(H)
|G|
|H|

)k
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¥

While the best upper bound we have for Kn, when n ≥ 5, is n/2, the

last corollary, as well as some simple observations on the first few powers of

complete graphs, lead to the following conjecture:

Conjecture 5.2.13. For every n ≥ 4, the complete graph on n vertices

satisfies xα(Kn) =
√

n.

It seems possible that the Delsarte linear programming bound (c.f., e.g.,

[85]) may provide improved upper bounds for α(Kk
n) when n ≥ 4, but it does

not seem to supply a proof of the last conjecture.

As another corollary of Theorem 5.2.9, we can derive bounds for xα

of strongly-regular graphs. Recall that a strongly-regular graph G with

parameters (n, d, λ, µ) is a d-regular graph on n vertices, where the co-

degree (the number of common neighbors) of every two adjacent vertices

is λ, and the co-degree of every two non-adjacent vertices is µ. The eigen-

values of such a graph are d and the solutions to the quadratic equation

x2 + (µ− λ)x + (µ− k) = 0 (c.f., e.g. [60], Chapter 10). As an example, we

consider the Paley graphs:

Corollary 5.2.14. The Paley graph Pq (where q is a prime power, q = 1

(mod 4)) satisfies
√

q ≤ xα(Pq) ≤ √
q + 1.

Proof. Recall that Pq has a vertex set V (Pq) = GF (q) and i, j ∈ V are

connected iff i − j is a quadratic residue in GF (q). It is easy to check that

Pq is a (q, q−1
2

, q−5
4

, q−1
4

) strongly regular graph (c.f., e.g., [60]). Hence, its

largest eigenvalue is q−1
2

, and its remaining eigenvalues are the solutions of

the equation x2 + x− q−1
4

= 0, i.e., {−1±√q

2
}. By Theorem 5.2.9:

xα(Pq) ≤ max{1,√q + 1} =
√

q + 1

¥

We conclude this section with another example of an extremal problem

on codes, which can easily be translated to the terms of xα: let f̃3(n) be

the maximum size of a set of words over Zn
3 , where for every two not neces-

sarily distinct words u, v, the Hamming weight of their sum u + v (addition
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is performed modulo 3) is even. Determining f̃3(n) asymptotically becomes

relatively simple, once the problem is translated to the problem of determin-

ing xα(H) for an appropriate multi-graph H. This graph H has a vertex set

V = Z3, where 0 is connected to both 1 and −1, and there are loops on the

vertices 1,−1. It is easy to confirm that a maximum independence set in

Hn corresponds to a code of maximum size, meeting the requirements men-

tioned above. This is an induced subgraph of H4, the Hadamard graph on

4 vertices (assign the vertices {0, 1,−1} the values {11, 01, 10} respectively),

hence xα(H) ≤ xα(H4) = 2. The lower bound is immediate, and therefore,

f̃3(n) = Θ(2n).

5.3 Clique numbers of Xor powers

5.3.1 The clique series and xω

In the previous section, we examined independent sets in Xor powers of

graphs; the behavior of cliques in Xor powers of graphs proves to be signifi-

cantly different.

Theorem 5.3.1. For every graph G = (V, E), the limit of ω(Gn)
n

as n tends

to infinity exists. Let xω(G) denote this limit. Then:

0 ≤ xω(G) = sup
n

ω(Gn)− 2

n + 1
≤ |V |

Proof. Let G and H denote two simple graphs, and let {v1, . . . , vr} and

{u1, . . . , us} be maximum cliques in G and H respectively. The following set

is a clique in the graph G ·H ·K2, where the vertex set of K2 is {0, 1}:

{v2, . . . , vr} × {u1} × {0} ∪ {v1} × {u2, . . . , us} × {1} (5.5)

Thus, the following inequality applies to every two simple graphs G and H:

ω(G ·H ·K2) ≥ ω(G) + ω(H)− 2 (5.6)

Note that there are graphs G and H for which equation (5.6) is tight. For

example, take both G and H to be powers of K2. The graph Kn
2 is triangle
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free (recall that by Claim 5.2.3, Kn
2 is bipartite), therefore, ω(Kk+l

2 ) = 2 =

ω(Kk
2 ) + ω(K l

2)− 2.

Consider a graph G, and define g(n) = ω(Gn). If G contains no edges,

then each of its powers is an edgeless graph, and g(n) = 1 for all n. Otherwise,

it contains a copy of K2, hence equation (5.6) implies that for every m,n ≥ 1:

g(m + n + 1) ≥ g(m) + g(n)− 2

Defining, for every n ≥ 1,

ĝ(n) = g(n− 1)− 2

gives:

ĝ(m + n) = g(m + n− 1)− 2 ≥ g(m− 1) + g(n− 1)− 4 = ĝ(m) + ĝ(n)

Therefore, the function ĝ is super-additive, and by Fekete’s lemma, the limit

of the series ĝ(n)
n

exists and equals its supremum. We note that this applies

for edgeless graphs as well, where this limit equals 0. Denote this limit by

xω:

xω(G) = lim
n→∞

ω(Gn)

n
= sup

n

ω(Gn)− 2

n + 1
(5.7)

It remains to show that xω(G) ≤ |V |. We first need the following defi-

nition: A function f : V → Zk
2 (for some k ≥ 1) will be called a proper

representation of G, if there is a bf ∈ {0, 1}, such that for every (not nec-

essarily distinct) u, v ∈ V , uv ∈ E iff f(u) · f(v) = bf . The dimension of the

representation, dim(f), is defined to be dim(f(V )) in Zk
2.

The upper bound for xω is given by the following lemma:

Lemma 5.3.2. If G = (V, E) has a proper representation f , then xω(G) ≤
dim(f).

Proof. Let x ◦ y denote the concatenation of the vectors x and y. By the

definition of the Xor product, for every two graphs G and H, if g is a proper

representation of G and h is a proper representation of H, then g ◦ h, which

maps each vector (u, v) ∈ V (G·H) to g(u)◦h(v), is a proper representation of

G ·H, with bg◦h = bg +bh+1 (mod 2). Clearly, dim(g◦h) ≤ dim(g)+dim(h).
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Suppose f is a proper representation of G of dimension d, and let g

denote the k-fold concatenation of f . Allowing dim(g) to be at most kd + 1

we may assume that bg = 0 (by adding a new coordinate of 1 to all vectors

if necessary). Let S be a maximum clique in Gk, |S| = s. We define B to be

the matrix whose s columns are {g(v) : v ∈ S}. Since S is a clique, and g is

a proper representation of Gk with bg = 0, then BtB = I. The rank of BtB

is thus s, hence:

s = rank(BtB) ≤ rank(B) ≤ dim(g) ≤ kd + 1

We conclude that for every k, ω(Gk)
k

≤ d + 1
k
, and the result follows. ¥

To prove that xω(G) ≤ |V |, it suffices to show that there exists a proper

representation for every G (the dimension of the span of n vectors can never

exceed n). Set |V | = n and |E| = m, and examine the function f : V → Zm
2 ,

which maps each vertex v to its corresponding row in the incidence matrix

of G. For every u 6= v ∈ V , either uv ∈ E, in which case there is a single

index at which f(u) = f(v) = 1, or uv /∈ E and there is no such index.

Hence f(u) · f(v) = 1 iff uv ∈ E (and in particular, this applies to the dot

product in Zm
2 as well). All that remains in order to turn f into a proper

representation of G (with bf = 1) is to adjust the values of f(u) · f(u) to 0

for every u ∈ V . Note that f(u) · f(u) is precisely the degree of u modulo 2,

hence the vertices which requires adjusting are precisely those of odd degree.

Let S = {v1, . . . , vs} denote the set of vertices of odd degree (clearly, s is

even). We adjust the representation as follows: add s new coordinates to all

vectors. For every u /∈ S, set all of its new coordinates to 0. For vi, 1 ≤ i ≤ s,

set the i-th new coordinate to 1 and the remaining new coordinates to 0. In

this manner, we reversed the parity of the vi vectors, while preserving the

dot product of vi and vj, guaranteeing this is a proper representation of G.

This completes the proof of Theorem 5.3.1. ¥

Remark 5.3.3: Lemma 5.3.2 can give better upper bounds for various

graphs, by constructing proper representations of dimension strictly smaller

than |V |. For instance, for every Eulerian graph G = (V,E), the incidence

matrix is a proper representation of G (there is no need to modify the parity

of any of the vertices, since the degrees are all even). Since each column has
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precisely two occurrences of the value 1, the sum of all rows is 0 in GF (2),

hence the rank of the matrix is at most |V | − 1. More generally, if G has k

Eulerian connected components, then xω(G) ≤ |V |−k (by creating a depen-

dency in each set of rows corresponding to an Eulerian component). Finally,

since the matrix whose rows are the vectors of the proper representation, B,

satisfies either BBt = A or BBt = A + J (operating over GF (2)), where A

is the adjacency matrix of G), then every proper representation f satisfies

dim(f) ≥ min{rank(A), rank(A + J)} over GF (2). In particular, if both A

and A + J are of full rank over GF (2), then there cannot exist a proper

representation which gives a better bound than |V |.

We now wish to extend our definition of xω to multi-graphs. Recall that

without loss of generality, there are no parallel edges, hence a clique in a

multi-graph G is a set where every two distinct vertices are adjacent, how-

ever, it contains no loops. We note that if we were to examine sets in G,

where each two vertices are adjacent, and in addition, each vertex has a loop,

then this notion would be equivalent to independent sets in the multi-graph

complement G, and would thus be treated by the results in the previous

section.

Notice that equation (5.6) remains valid, by the same argument, when

G and H are multi-graphs. It therefore follows that if a graph G satisfies

ω(G) ≥ 2, or equivalently, if there are two adjacent vertices in G, each of

which does not have a loop, then xω is well defined and satisfies equation

(5.7).

If ω(G) = 0, then every vertex of G has a loop, hence ω(G2n+1) = 0

and yet ω(G2n) ≥ 1 for every n, thus the series g(n)
n

alternates between zero

and non zero values. Indeed, it is easy to come up with examples for such

graphs where this series does not converge (the disjoint union of 3 loops is an

example: the second power, which is exactly the square lattice graph L2(3),

contains a copy of K3, hence the subseries of even indices does not converge

to 0).

If ω(G) = 1, then either the graph is simple (and hence edgeless), or there

exist two vertices a and b, such that a has a loop and b does not. In this

case, we can modify the clique in (5.5) to use the induced graph on {a, b}
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instead of a copy of K2:

{v2, . . . , vr} × {u1} × {aba} ∪ {v1} × {u2, . . . , us} × {aab} (5.8)

We can therefore slightly modify the argument used on simple graphs, and

obtain a similar result. The function g(n) now satisfies the inequality:

g(m + n + 3) ≥ g(m) + g(n)− 2

hence we can define ĝ as:

ĝ(n) = g(n− 3)− 2

and obtain the following definition for xω:

xω(G) = lim
n→∞

ω(Gn)

n
= sup

n

ω(Gn)− 2

n + 3
(5.9)

Altogether, we have shown that xω, the limit of g(n)
n

, exists for every

multi-graph G satisfying ω(G) > 0. Examining the even powers of G, it is

clear that two possibly equal vertices u and v are adjacent in G2n iff they are

adjacent in G
2n

(where G is the multi-graph complement of G, as defined in

the previous section). Hence, we obtain the following proposition, analogous

to Proposition 5.2.1:

Proposition 5.3.4. For every multi-graph G = (V, E) satisfying ω(G) > 0,

xω(G) is well defined. Furthermore, if in addition ω(G) > 0, where G is the

multi-graph-complement of G, then xω(G) = xω(G).

We note that the upper bound of |V | in Theorem 5.3.1 applies to multi-

graphs as well: Lemma 5.3.2 does not rely on the fact that G has no loops,

and in the constructions of proper representations for G, we have already

dealt with the scenario of having to modify the value of f(ui) · f(ui) for a

subset of the vertices {ui} ⊂ V . The loops merely effect the choice of the

vertices whose parity we need to modify.



96 Codes and Xor graph products

5.3.2 Properties of xω and bounds for codes

While defining xω in the previous section, we commented that the lower

bound of 0 is trivially tight for edgeless graphs. It is interesting to state that

xω(G) may be 0 even if the graph G is quite dense: recall that the powers of

complete bipartite graphs are complete bipartite (Claim 5.2.3). Therefore,

for every k ≥ 1, ω(Kk
m,n) = 2, and xω(Km,n) = 0.

It is now natural to ask whether xω(G) = 0 holds for every (not necessarily

complete) bipartite graph. This is false, as the following example shows: take

P4, the path on 4 vertices, w − x− y − z. The set {(w, x), (y, y), (z, y)} is a

triangle in P 2
4 , hence (5.7) implies that xω(P4) ≥ 1

3
> 0. However, adding the

edge (w, z) completes P4 into a cycle C4 = K2,2, which satisfies xω(K2,2) = 0

by the discussion above. This proves the following property of xω:

Claim 5.3.5. xω is non-monotone with respect to the addition of edges.

Recall the motivation of examining g3(n), the maximal number of vectors

in {0, 1, 2}n such that the Hamming distance between every two is odd. We

already noted in the introduction that g3(n) = ω(Kn
3 ); it is now clear from

the lower and upper bounds we have presented for xω that g3(n) = Θ(n),

and more generally, that when the alphabet is {0, . . . , r − 1} for some fixed

r, gr(n) = Θ(n). The following holds for general complete graphs:

Theorem 5.3.6. The complete graph Kr (r ≥ 3) satisfies:

xω(G) = (1− o(1)) r ,

where the o(1)-term tends to 0 as r tends to infinity.

Proof. We first prove the following lemma, addressing the case of r being a

prime power:

Lemma 5.3.7. Let r = pk for some prime p ≥ 3 and k ≥ 1. Then:

r − 1− r

r + 2
≤ xω(Kr) ≤ r − 1

Proof. The upper bound of r− 1 is derived from the remark following Theo-

rem 5.3.1 (r is odd and hence Kr is Eulerian). For the lower bound, argue as

follows: let L denote the set of all lines with finite slopes in the affine plane



5.3 Clique numbers of Xor powers 97

GF (pk). Let {x1, . . . , xpk} denote the elements of GF (pk), and represent

each such line ` ∈ L, ` = ax + b by the vector:

f(`) = (a, ax1 + b, ax2 + b, . . . , axpk + b)

(i.e., represent ` by its slope followed by the y-coordinates of its set of points).

Every two distinct lines `1, `2 ∈ L are either parallel (a1 = a2 and b1 6= b2)

or intersect in precisely one point (x = (b1 − b2)(a2 − a1)
−1). In both cases,

precisely one coordinate in f(`1), f(`2) is equal, hence the Hamming distance

between them is pk. Since p is odd, the above set of vectors forms a clique

of size |L| = p2k in Kpk+1
pk . Equation (5.7) yields:

xω(Kpk) ≥ p2k − 2

(pk + 1) + 1
= pk − 1− pk

pk + 2
,

as required. ¥

There exists a 1
2

< Θ < 1 such that for every sufficiently large n, the

interval [n − nΘ, n] contains a prime number (see, e.g., [69] for Θ = 23/42).

Combining this fact with the lower bound of the above lemma immediately

implies the asymptotic result for every sufficiently large r. ¥

Remark 5.3.8: Lemma 5.3.7 gives a lower bound of 1.4 for xω(K3). Using

a computer search, we improved this lower bound to 1.7 (compared to the

upper bound of 2), by finding a clique of size 19 in K9
3 .

It is not difficult to see that the upper bounds of proper representations,

given for cliques, can be extended to complete r-partite graphs, by assigning

the same vector to all the vertices in a given color class. This is a special

case of the following property, analogous to Claim 5.2.4:

Claim 5.3.9. Let G = (V, E) be a graph on the vertex set V = [n]. The

r-blow-up of G, G[r] (see Claim 5.2.4 for the definition) satisfies:

xω(G[r]) = xω(G)

Furthermore, every maximum clique of G[r]k corresponds to a maximum

clique of the same size of Gk.
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Proof. Define the pattern of a vertex v = (v1, . . . , vk) ∈ G[r]k to be the vector

wv = (w1, . . . , wk) ∈ Gk, such that every coordinate of v belongs in G[r] to

the color class of the corresponding coordinate of wv in G (i.e., vi belongs to

the independent set of size r which corresponds to wi in G[r]). Let S be a

maximum clique of G[r]k; then every vertex v ∈ S has a unique pattern in

S (by definition, two vertices sharing the same pattern are disconnected in

every coordinate). Thus, we can fix a vertex in each color class of G[r] (note

that this is an induced copy of G in G[r]), and without loss of generality,

we can assume that these are the only vertices used in every v ∈ S. This

completes the proof of the claim. ¥

Corollary 5.3.10. For every complete r-partite graph G, r
2
−1 ≤ xω(G) ≤ r,

and in addition, xω(G) = (1− o(1)) r, where the o(1)-term tends to 0 as r

tends to infinity.

We have so far seen that for every graph G on n vertices and a maximum

clique of size r, Ω(r) ≤ xω(G) ≤ O(n). For complete graphs, xω(G) = (1 −
o(1))r, and one might suspect that xω(G) cannot be significantly larger than

r. The following claim settles this issue, by examining self complementary

Ramsey graphs (following the ideas of [18]):

Claim 5.3.11. For every n ∈ N there is a graph G on n vertices, such that

ω(G) < 2dlog2(n)e and yet xω(G) ≥ n−5
3

.

Proof. In section 2.2 of [18], the authors prove the following lemma:

Lemma 5.3.12 ([18]). For every n divisible by 4 there is a self complemen-

tary graph G on n vertices satisfying α(G) < 2dlog2(n)e.
Set n = 4m + r (0 ≤ r ≤ 3), and let G be the disjoint union of a self-

complementary graph H on 4m vertices, and r isolated vertices. By the

lemma,

ω(G) < 2dlog2(n)e
Furthermore, if τ is an isomorphism mapping H to its complement, the set

{(v, τ(v)) : v ∈ V (H)} is a clique of size 4m in G2, since for every u 6= v,

uv ∈ E(G) iff τ(u)τ(v) /∈ E(G). Hence:

xω(G) ≥ ω(G2)− 2

3
≥ n− r − 2

3
≥ n− 5

3
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¥

We note that a slightly weaker result can be proved rather easily and

without using the lemma on self-complementary Ramsey graphs, by taking

the disjoint union of a Ramsey graph and its complement. The lower bound

on xω is again derived from a clique in G2 of the form {(v, ṽ)} where ṽ is the

vertex corresponding to v in the complement graph. This construction gives,

for every even n ∈ N, a graph G on n vertices, satisfying ω(G) ≤ 2 log2(n)

and yet xω(G) ≥ n/2−2
3

= n−4
6

.

5.4 Open problems

We conclude with several open problems related to xα and xω:

Question 5.4.1. Does every complete graph on n ≥ 4 vertices, Kn, satisfy

xα(Kn) =
√

n?

Question 5.4.2. What is the expected value of xα for the random graph

Gn, 1
2
? What is the expected value of xω for the random graph Gn, 1

2
?

Question 5.4.3. What is the precise value of xω(Kn) for n ≥ 3?

Question 5.4.4. Is the problem of deciding whether xα(G) > k, for a given

graph G and a given value k, decidable? Is the problem of deciding whether

xω(G) > k, for a given graph G and a given value k, decidable?
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Chapter 6

Graph p-powers, Delsarte,

Hoffman, Ramsey and Shannon

The results of this chapter appear in [11]

The k-th p-power of a graph G is the graph on the vertex set V (G)k,

where two k-tuples are adjacent iff the number of their coordinates which are

adjacent in G is not congruent to 0 modulo p. The clique number of powers

of G is poly-logarithmic in the number of vertices, thus graphs with small

independence numbers in their p-powers do not contain large homogenous

subsets. We provide algebraic upper bounds for the asymptotic behavior of

independence numbers of such powers, settling a conjecture of [10] up to a

factor of 2. For precise bounds on some graphs, we apply Delsarte’s linear

programming bound and Hoffman’s eigenvalue bound. Finally, we show that

for any nontrivial graph G, one can point out specific induced subgraphs

of large p-powers of G with neither a large clique nor a large independent

set. We prove that the larger the Shannon capacity of G is, the larger these

subgraphs are, and if G is the complete graph, then some p-power of G

matches the bounds of the Frankl-Wilson Ramsey construction, and is in

fact a subgraph of a variant of that construction.
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6.1 Introduction

The k-th Xor graph power of a graph G, G⊕k, is the graph whose vertex set

is the cartesian product V (G)k, where two k-tuples are adjacent iff an odd

number of their coordinates is adjacent in G. This product was used in [102]

to construct edge colorings of the complete graph with two colors, containing

a smaller number of monochromatic copies of K4 than the expected number

of such copies in a random coloring.

In [10], the authors studied the independence number, α, and the clique

number, ω, of high Xor powers of a fixed graph G, motivated by problems

in Coding Theory: cliques and independent sets in such powers correspond

to maximal codes satisfying certain natural properties. It is shown in [10]

that, while the clique number of G⊕k is linear in k, the independence number

α(G⊕k) grows exponentially: the limit α(G⊕k)
1
k exists, and is in the range

[
√
|V (G)|, |V (G)|]. Denoting this limit by xα(G), the problem of determin-

ing xα(G) for a given graph G proves to be extremely difficult, even for

simple families of graphs. Using spectral techniques, it is proved in [10] that

xα(Kn) = 2 for n ∈ {2, 3, 4}, where Kn is the complete graph on n vertices,

and it is conjectured that xα(Kn) =
√

n for every n ≥ 4. The best upper

bound given in [10] on xα(Kn) for n ≥ 4 is n/2.

The graph product we introduce in this chapter, which generalizes the

Xor product, is motivated by Ramsey Theory. In [49], Erdős proved the

existence of graphs on n vertices without cliques or independent sets of size

larger than O(log n) vertices, and that in fact, almost every graph satisfies

this property. Ever since, there have been many attempts to provide explicit

constructions of such graphs. Throughout the chapter, without being com-

pletely formal, we call a graph “Ramsey” if it has neither a “large” clique nor

a “large” independent set. The famous Ramsey construction of Frankl and

Wilson [56] provided a family of graphs on n vertices, FWn, with a bound of

exp
(√

(2 + o(1)) log n log log n
)

on the independence and clique numbers,

using results from Extremal Finite Set Theory. Thereafter, constructions

with the same bound were produced in [8] using polynomial spaces and in

[62] using low degree matrices. Recently, the old Frankl-Wilson record was

broken in [21], where the authors provide, for any ε > 0, a polynomial-time
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algorithm for constructing a Ramsey graph on n vertices without cliques or

independent sets on exp ((log n)ε) vertices. The disadvantage of this latest

revolutionary construction is that it involves a complicated algorithm, from

which it is hard to tell the structure of the resulting graph.

Relating the above to graph products, the Xor product may be viewed

as an operator, ⊕k, which takes a fixed input graph G on n vertices, and

produces a graph on nk vertices, H = G⊕k. The results of [10] imply that

the output graph H satisfies ω(H) ≤ nk = O(log(|V (H)|)), and that if G is a

nontrivial d-regular graph, then H is d′-regular, with d′ → 1
2
|V (H)| as k tends

to infinity. Thus, ⊕k transforms any nontrivial d-regular graph into a random

looking graph, in the sense that it has an edge density of roughly 1
2

and a

logarithmic clique number. However, the lower bound α(H) ≥
√
|V (H)|,

which holds for every even k, implies that ⊕k cannot be used to produce

good Ramsey graphs.

In order to modify the Xor product into a method for constructing Ram-

sey graphs, one may try to reduce the high lower bound on the independence

numbers of Xor graph powers. Therefore, we consider a generalization of

the Xor graph product, which replaces the modulo 2 (adjacency of two k-

tuples is determined by the parity of the number of adjacent coordinates)

with some possibly larger modulo p ∈ N. Indeed, we show that by selecting

a larger p, the lower bound on the independence number, α(H), is reduced

from
√
|V (H)| to |V (H)|1/p, at the cost of a polynomial increase in ω(H).

The generalized product is defined as follows:

Definition 6.1. Let k, p ∈ N. The k-th p-power of a graph G, denoted by

Gk(p), is the graph whose vertex set is the cartesian product V (G)k, where two

k-tuples are adjacent iff the number of their coordinates which are adjacent

in G is not congruent to 0 modulo p, that is:

(u1, . . . , uk) (v1, . . . , vk) ∈ E(Gk) iff |{i : uivi ∈ E(G)}| 6≡ 0 (mod p) .

Throughout the chapter, we use the abbreviation Gk for Gk(p) when there

is no danger of confusion.

In Section 6.2 we show that the limit α(Gk)
1
k exists and is equal to

supk α(Gk)
1
k ; denote this limit by x

(p)
α . A simple lower bound on x

(p)
α is
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|V (G)|1/p, and algebraic arguments show that this bound is nearly tight for

the complete graph: x
(p)
α (Kn) = O(n1/p). In particular, we obtain that

√
n ≤ xα(Kn) = x(2)

α (Kn) ≤ 2
√

n− 1 ,

improving the upper bound of n/2 for n ≥ 4 given in [10], and determining

that the behavior of xα for complete graphs is as stated in Question 4.1 of

[10] up to a factor of 2.

For the special case G = Kn, it is possible to apply Coding Theory

techniques in order to bound x
(p)
α (G). The problem of determining x

(p)
α (Kn)

can be translated into finding the asymptotic maximum size of a code over

the alphabet [n], in which the Hamming distance between any two codewords

is divisible by p. The related problem for linear codes over a field has been

well studied: see, e.g., [105] for a survey on this subject. However, as we later

note in Section 6.2, the general non-linear case proves to be quite different,

and the upper bounds on linear divisible codes do not hold for x
(p)
α (Kn).

Yet, other methods for bounding sizes of codes are applicable. In Section 6.3

we demonstrate the use of Delsarte’s linear programming bound in order to

obtain precise values of α(K
k(3)

3 ). We show that α(K
k(3)

3 ) = 3k/2 whenever

k ≡ 0 (mod 4), while α(K
k(3)

3 ) < 1
2
3k/2 for k ≡ 2 (mod 4), hence the series

α(K
k+1(3)

3 )/α(K
k(3)

3 ) does not converge to a limit.

Section 6.4 gives a general bound on x
(p)
α for d-regular graphs in terms of

their eigenvalues, using Hoffman’s eigenvalue bound. The eigenvalues of p-

powers of G are calculated using tensor products of matrices over C, in a way

somewhat similar to performing a Fourier transform on the adjacency matrix

of G. This method may also be used to derive tight results on α(Gk(p)), and

we demonstrate this on the above mentioned case of p = 3 and the graph

K3, where we compare the results with those obtained in Section 6.3 by the

Delsarte bound.

Section 6.5 shows, using tools from linear algebra, that indeed the clique

number of Gk(p) is poly-logarithmic in k, and thus p-powers of graphs at-

taining the lower bound of x
(p)
α are Ramsey. We proceed to show a relation

between the Shannon capacity of the complement of G, c(G), and the Ram-

sey properties of p-powers of G. Indeed, for any nontrivial graph G, we

can point out a large Ramsey induced subgraph of some p-power of G. The
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larger c(G) is, the larger these Ramsey subgraphs are. When G = Kp for

some prime p, we obtain that H = K
p2

(p)
p is a Ramsey graph matching the

bound of Frankl-Wilson, and in fact, H contains an induced subgraph which

is a modified variant of FWN1 for some N1, and is contained in another vari-

ant of FWN2 for some N2. The method of proving these bounds on Gk(p)

provides yet another (simple) proof for the Frankl-Wilson result.

6.2 Algebraic lower and upper bounds on x
(p)
α

In this section, we define the parameter x
(p)
α , and provide lower and upper

bounds for it. The upper bounds follow from algebraic arguments, using

graph representation by polynomials.

6.2.1 The limit of independence numbers of p-powers

The following lemma establishes that x
(p)
α exists, and gives simple lower and

upper bounds on its range for graphs on n vertices:

Lemma 6.2.1. Let G be a graph on n vertices, and let p ≥ 2. The limit of

α(Gk(p))
1
k as k →∞ exists, and, denoting it by x

(p)
α (G), it satisfies:

n1/p ≤ x(p)
α (G) = sup

k
α(Gk(p))

1
k ≤ n .

Proof. Observe that if I and J are independent sets of Gk and Gl respectively,

then the set I × J is an independent set of Gk+l, as the number of adjacent

coordinates between any two k-tuples of I and between any two l-tuples of

J is 0 (mod p). Therefore, the function g(k) = α(Gk) is super-multiplicative

and strictly positive, and we may apply Fekete’s Lemma (cf., e.g., [76], p.

85) to obtain that the limit of α(Gk)
1
k as k →∞ exists, and satisfies:

lim
k→∞

α(Gk)
1
k = sup

k
α(Gk)

1
k . (6.1)

Clearly, α(Gk) ≤ nk, and it remains to show the lower bound on x
(p)
α . Notice

that the following set is an independent set of Gp:

I = { (u, . . . , u) : u ∈ V (G)} ⊂ Gp ,



106 Graph p-powers, Delsarte, Hoffman, Ramsey and Shannon

since for all u, v ∈ V (G), there are either 0 or p adjacent coordinates between

the two corresponding p-tuples in I. By (6.1), we obtain that x
(p)
α (G) ≥

|I|1/p = n1/p. ¥

6.2.2 Bounds on x
(p)
α of complete graphs

While the upper bound |V (G)| on x
(p)
α (G) is clearly attained by an edgeless

graph, proving that a family of graphs attains the lower bound requires some

effort. The next theorem states that complete graphs achieve the lower bound

of Lemma 6.2.1 up to a constant factor:

Theorem 6.2.2. The following holds for all integer n, p ≥ 2:

x(p)
α (Kn) ≤ 2H(1/p)(n− 1)1/p , (6.2)

where H(x) = −x log2(x)− (1−x) log2(1−x) is the binary entropy function.

In particular, x
(p)
α (Kn) = Θ(n1/p). In the special case where n = p = qr for

some prime q and r ≥ 1, the lower bound roughly matches upper bound:

p
2

p+1 ≤ x(p)
α (Kp) ≤

(
ep2

)1/p
.

Taking p = 2 and noting that H(1
2
) = 1, we immediately obtain the

following corollary for Xor graph products, which determines the asymptotic

behavior of xα for complete graphs:

Corollary 6.2.3. For all n ≥ 2, the complete graph on n vertices satisfies

√
n ≤ xα(Kn) ≤ 2

√
n− 1 .

Proof of Theorem 6.2.2. The upper bound will follow from an argument on

polynomial representations, an approach which was used in [8] to bound the

Shannon capacity of certain graphs. Take k ≥ 1, and consider the graph

H = Kk
n. For every vertex of H, u = (u1, . . . , uk), we define the following

polynomial in R[xi,j], where i ∈ [k], j ∈ [n]:

fu(x1,1, . . . , xk,n) =

bk/pc∏
t=1

(
k − tp−

k∑
i=1

xi,ui

)
. (6.3)
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Next, give the following assignment of values for {xi,j}, xv, to each v =

(v1, . . . , vk) ∈ V (H):

xi,j = δvi,j , (6.4)

where δ is the Kronecker delta. Definitions (6.3) and (6.4) imply that for

every two such vertices u = (u1, . . . , uk) and v = (v1, . . . , vk) in V (H):

fu(xv) =

bk/pc∏
t=1

(
k − tp−

k∑
i=1

δui,vi

)
=

bk/pc∏
t=1

(|{i : ui 6= vi}| − tp) . (6.5)

Notice that, by the last equation, fu(xu) 6= 0 for all u ∈ V (H), and consider

two distinct non-adjacent vertices u, v ∈ V (H). The Hamming distance

between u and v (considered as vectors in Zk
n) is by definition 0 (mod p)

(and is not zero). Thus, (6.5) implies that fu(xv) = 0.

Recall that for all u, the assignment xu gives values xi,j ∈ {0, 1} for all

i, j, and additionally,
∑n

j=1 xi,j = 1 for all i. Therefore, it is possible to

replace all occurrences of xi,n by 1−∑n−1
j=1 xi,j in each fu, and then proceed

and reduce the obtained result modulo the polynomials:

⋃

i∈[k]

({x2
i,j − xi,j : j ∈ [n]} ∪ {xi,jxi,l : j, l ∈ [n], j 6= l}) ,

without affecting the value of the polynomials on the above defined substi-

tutions. In other words, after replacing xi,n by 1−∑
j<n xi,j, we repeatedly

replace x2
i,j by xi,j, and let all the monomials containing xi,jxi,l for j 6= l

vanish. This gives a set of multi-linear polynomials {f̃u} satisfying:

{
f̃u(xu) 6= 0 for all u ∈ V (H)

f̃u(xv) = 0 for u 6= v , uv /∈ E(H)
,

where the monomials of f̃u are of the form
∏r

t=1 xit,jt for some 0 ≤ r ≤ bk
p
c,

a set of pairwise distinct indices {it} ⊂ [k] and indices {jt} ⊂ [n− 1].

Let F = Span({f̃u : u ∈ V (H)}), and let I denote a maximum indepen-

dent set of H. A standard argument shows that F = {f̃u : u ∈ I} is linearly

independent in F . Indeed, suppose that
∑

u∈I auf̃u(x) = 0 ; then substitut-

ing x = xv for some v ∈ I gives av = 0. It follows that α(H) ≤ dimF , and
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thus:

α(H) ≤
bk/pc∑
r=0

(
k

r

)
(n− 1)r ≤ (

2H(1/p)(n− 1)1/p
)k

, (6.6)

where in the last inequality we used the fact that
∑

i≤λn

(
n
i

) ≤ 2nH(λ) (cf.,

e.g., the remark following Corollary 4.2 in [7], and also [19] p. 242). Taking

the k-th root and letting k grow to ∞, we obtain:

x(p)
α (Kn) ≤ 2H(1/p)(n− 1)1/p ,

as required.

In the special case of Kp (that is, n = p), note that: 2H( 1
p
) = p

1
p ( p

p−1
)

p−1
p ≤

(ep)
1
p and hence in this case x

(p)
α (Kp) ≤ (ep2)1/p. If p = qr is a prime-power we

can provide a nearly matching lower bound for x
(p)
α (Kp) using a construction

of [10], which we shortly describe for the sake of completeness.

Let L denote the set of all lines with finite slopes in the affine plane

GF (p), and write down the following vector w` for each ` ∈ L, ` = ax+ b for

some a, b ∈ GF (p):

w` = (a, ax1 + b, ax2 + b, . . . , axp + b) ,

where x1, . . . , xp denote the elements of GF (p). For every two distinct lines

`, `′, if `‖`′ then w`, w`′ has a single common coordinate (the slope a). Other-

wise, w`, w`′ has a single common coordinate, which is the unique intersection

of `, `′. In any case, we obtain that the Hamming distance of w` and w`′ is p,

hence W = {w` : ` ∈ L} is an independent set in Kp+1
p . By (6.1), we deduce

that:

x(p)
α (Kp) ≥ p

2
p+1 ,

completing the proof. ¥

Remark 6.2.4: The proof of Theorem 6.2.2 used representation of the

vertices of Kk
n by polynomials of kn variables over R. It is possible to prove

a similar upper bound on x
(p)
α (Kn) using a representation by polynomials of

k variables over R. To see this, use the natural assignment of xi = vi for

v = (v1, . . . , vk), denoting it by xv, and assign the following polynomial to
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u = (u1, . . . , uk):

fu(x1, . . . , xk) =

bk/pc∏
t=1

(
k − tp−

k∑
i=1

n∏
j=1

j 6=ui

xi − j

ui − j

)
. (6.7)

The expression
∏

j 6=ui

xi−j
ui−j

is the monomial of the Lagrange interpolation

polynomial, and is equal to δxi,ui
. Hence, we obtain that fu(xu) 6= 0 for

any vertex u, whereas fu(xv) = 0 for any two distinct non-adjacent vertices

u, v. As the Lagrange monomials yield values in {0, 1}, we can convert each

fu to a multi-linear combination of these polynomials, f̃u, while retaining

the above properties. Note that there are n possibilities for the Lagrange

monomials (determined by the value of ui), and it is possible to express one

as a linear combination of the rest. From this point, a calculation similar

to that in Theorem 6.2.2 for the dimension of Span({f̃u : u ∈ V }) gives the

upper bound (6.2).

Remark 6.2.5: The value of α(K
k(p)
n ) corresponds to a maximum size of

a code C of k-letter words over Zn, where the Hamming distance between

any two codewords is divisible by p. The case of linear such codes when Zn

is a field, that is, we add the restriction that C is a linear subspace of Zk
n,

has been thoroughly studied; it is equivalent to finding a linear subspace of

Zk
n of maximal dimension, such that the Hamming weight of each element is

divisible by p. It is known for this case that if p and n are relatively prime,

then the dimension of C is at most k/p (see [104]), and hence the size of C

is at most nk/p. However, this bound does not hold for the non-linear case

(notice that this bound corresponds to the lower bound of Lemma 6.2.1). We

give two examples of this:

1. Take p = 3 and n = 4. The divisible code bound implies an upper

bound of 41/3 ≈ 1.587, and yet x
(3)
α (K4) ≥

√
3 ≈ 1.732. This follows

from the geometric construction of Theorem 6.2.2, which provides an

independent set of size 9 in K
4(3)

3 ⊂ K
4(3)

4 , using only the coordinates

{0, 1, 2} (this result can be slightly improved by adding an all-3 vector

to the above construction in the 12-th power).
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2. Take p = 3 and n = 2. The linear code bound is 21/3 ≈ 1.26, whereas

the following construction shows that α(K
12(3)

2 ) ≥ 24, implying that

x
(3)
α (K2) ≥ 241/12 ≈ 1.30. Let {v1, . . . , v12} denote the rows of a binary

Hadamard matrix of order 12 (such a matrix exists by Paley’s Theorem,

cf. e.g. [65]). For all i 6= j, vi and vj have precisely 6 common

coordinates, and hence, the set I = {vi} ∪ {vi} (where vi denotes the

complement of vi modulo 2) is an independent set of size 24 in K
12(3)

2 .

In fact, I is a maximum independent set of K
12(3)

2 , as Delsarte’s linear

programming bound (described in Section 6.3) implies that α(K
12(3)

2 ) ≤
24.

6.2.3 The value of x
(3)
α (K3)

While the upper bound of Theorem 6.2.2 on x
(p)
α (Kn) is tight up to a constant

factor, the effect of this constant on the independence numbers is exponential

in the graph power, and we must resort to other techniques in order to obtain

more accurate bounds. For instance, Theorem 6.2.2 implies that:

1.732 ≈
√

3 ≤ x(3)
α (K3) ≤ 2H( 1

3
)2

1
3 =

3

21/3
≈ 2.381 .

In Sections 6.3 and 6.4, we demonstrate the use of Delsarte’s linear program-

ming bound and Hoffman’s eigenvalue bound for the above problem, and

in both cases obtain the exact value of α(K
k(3)

3 ) under certain divisibility

conditions. However, if we are merely interested in the value of x
(3)
α (K3), a

simpler consideration improves the bounds of Theorem 6.2.2 and shows that

x
(3)
α (K3) =

√
3:

Lemma 6.2.6. For any k ≥ 1, α(K
k(3)

3 ) ≤ 3 · √3
k
, and in particular,

x
(3)
α (K3) =

√
3.

Proof. Treating vertices of Kk
3 as vectors of Zk

3, notice that every two vertices

x = (x1, . . . , xk) and y = (y1, . . . , yk) satisfy:

k∑
i=1

(xi − yi)
2 ≡ |{i : xi 6= yi}| (mod 3) ,
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and hence if I is an independent set in Kk
3 , then:

∑
i

(xi − yi)
2 ≡ 0 (mod 3) for all x, y ∈ I .

Let I denote a maximum independent set of Kk
3 , and let Ic = {x ∈ I :∑

i x
2
i ≡ c (mod 3)} for c ∈ {0, 1, 2}. For every c ∈ {0, 1, 2} we have:

∑
i

(xi − yi)
2 = 2c− 2x · y ≡ 0 (mod 3) for all x, y ∈ Ic,

and hence x · y = c for all x, y ∈ Ic. Choose c for which |Ic| ≥ |I|/3, and

subtract an arbitrary element z ∈ Ic from all the elements of Ic. This gives

a set J of size at least |I|/3, which satisfies:

x · y = 0 for all x, y ∈ J .

Since Span(J) is a self orthogonal subspace of Zk
3, its dimension is at most

k/2, and hence |J | ≤ 3k/2. Altogether, α(Kk
3 ) ≤ 3 · √3

k
, as required. ¥

6.3 Delsarte’s linear programming bound for

complete graphs

In this section, we demonstrate how Delsarte’s linear programming bound

may be used to derive precise values of independence numbers in p-powers

of complete graphs. As this method was primarily used on binary codes, we

include a short proof of the bound for a general alphabet.

6.3.1 Delsarte’s linear programming bound

The linear programming bound follows from the relation between the distance

distribution of codes and the Krawtchouk polynomials, defined as follows:

Definition 6.2. Let n ∈ N and take q ≥ 2. The Krawtchouk polynomials

Kn;q
k (x) for k = 0, . . . , n are defined by:

Kn;q
k (x) =

k∑
j=0

(
x

j

)(
n− x

k − j

)
(−1)j(q − 1)k−j . (6.8)
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Definition 6.3. Let C be an n-letter code over the alphabet {1, . . . , q}. The

distance distribution of C, B0, B1, . . . , Bn, is defined by:

Bk =
1

|C| |{(w1, w2) ∈ C2 : δ(w1, w2) = k}| (k = 0, . . . , n) ,

where δ denotes the Hamming distance.

The Krawtchouk polynomials {Kn;q
k (x)} are sometimes defined with a

normalizing factor of q−k. Also, it is sometimes customary to define the

distance distribution with a different normalizing factor, letting Ak = Bk

|C| ,
in which case Ak is the probability that a random pair of codewords has a

Hamming distance k.

The Krawtchouk polynomials {Kn;q
k : k = 0, . . . , n} form a system of

orthogonal polynomials with respect to the weight function

w(x) =
n!

Γ(1 + x)Γ(n + 1− x)
(q − 1)x ,

where Γ is the gamma function. For further information on these polynomials

see, e.g., [99].

Delsarte [43] (see also [85]) presented a remarkable method for bounding

the maximal size of a code with a given set of restrictions on its distance

distribution. This relation is given in the next proposition, for which we

include a short proof:

Proposition 6.3.1. Let C be a code of n-letter words over the alphabet [q],

whose distance distribution is B0, . . . , Bn. The following holds:

n∑
i=0

BiKn;q
k (i) ≥ 0 for all k = 0, . . . , n . (6.9)

Proof. Let G = Zn
q , and for every two functions f, g : G → C, define (as

usual) their inner product 〈f, g〉 and their delta-convolution, f ∗ g, as:

〈f, g〉 =

∫

G

f(x)g(x)dx =
1

|G|
∑
T∈G

f(T )g(T ) ,

(f ∗ g)(s) =

∫

G

f(x)g(x− s)dx .
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Denoting the Fourier expansion of f by: f =
∑

S∈G f̂(S)χS, where χS(x) =

ωS·x and ω is the q-th root of unity, it follows that for any k = 0, . . . , n:

∑

S∈G:|S|=k

f̂(S) =
1

|G|
n∑

i=0

Kn;q
k (i)

∑

T∈G:|T |=i

f(T ) , (6.10)

where |S| and |T | denote the Hamming weights of S, T ∈ G. Since the

delta-convolution satisfies:

f̂ ∗ g(S) = f̂(S)ĝ(S) ,

every f satisfies:

f̂ ∗ f(S) = |f̂(S)|2 ≥ 0 . (6.11)

Let f denote the characteristic function of the code C, f(x) = 1{x∈C}, and

notice that:

(f ∗ f)(S) =
1

|G|
∑
T∈G

f(T )f(T − S) =
1

|G| |{T : T, T − S ∈ C}| ,

and thus:

Bi =
|G|
|C|

∑

T :|T |=i

(f ∗ f)(T ) . (6.12)

Putting together (6.10), (6.11) and (6.12), we obtain:

0 ≤
∑

S:|S|=k

f̂ ∗ f(S) =
1

|G|
n∑

i=0

Kn;q
k (i)

∑

T :|T |=i

(f ∗ f)(T ) =
|C|
|G|2

n∑
i=0

Kn;q
k (i)Bi ,

as required. ¥

Let F ⊂ [n] be a set of forbidden distances between distinct codewords.

Since |C| = ∑
i Bi, the following linear program provides an upper bound on

the size of any code with no pairwise distances specified by F :

maximize
∑

i Bi subject to the constraints:



B0 = 1

Bi ≥ 0 for all i

Bi = 0 for all i ∈ F∑n
i=0 BiKn;q

k (i) ≥ 0 for all k = 0, . . . , n

.
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By examining the dual program, it is possible to formulate this bound as a

minimization problem. The following proposition has been proved in various

special cases, (cf., e.g., [44], [77]). For the sake of completeness, we include

a short proof of it.

Proposition 6.3.2. Let C be a code of n-letter words over the alphabet [q],

whose distance distribution is B0, . . . , Bn. Let P (x) =
n∑

k=0

αkKn;q
k (x) denote

an n-degree polynomial over R. If P (x) has the following two properties:

α0 > 0 and αi ≥ 0 for all i = 1, . . . , n , (6.13)

P (d) ≤ 0 whenever Bd > 0 for d = 1, . . . , n , (6.14)

then |C| ≤ P (0)/α0.

Proof. The Macwilliams transform of the vector (B0, . . . , Bn) is defined as

follows:

B′
k =

1

|C|
n∑

i=0

Kn;q
k (i)Bi . (6.15)

By the Delsarte inequalities (stated in Proposition 6.3.1), B′
k ≥ 0, and fur-

thermore:

B′
0 =

1

|C|
n∑

i=0

Kn;q
0 (i)Bi =

1

|C|
∑

i

Bi = 1 .

Therefore, as (6.13) guarantees that αi ≥ 0 for i > 0, we get:

n∑

k=0

αkB
′
k ≥ α0 . (6.16)

On the other hand, B0 = 1, and by (6.14), whenever Bi > 0 for some i > 0

we have P (i) ≤ 0, thus:

n∑
i=0

BiP (i) ≤ P (0) . (6.17)

Combining (6.16) and (6.17) with (6.15) gives:

α0 ≤
n∑

k=0

αkB
′
k =

1

|C|
n∑

i=0

Bi

n∑

k=0

αkKn;q
k (i) =

1

|C|
n∑

i=0

BiP (i) ≤ P (0)

|C| ,

and the result follows. ¥
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We proceed with an application of the last proposition in order to bound

the independence numbers of p-powers of complete graphs. In this case,

the distance distribution is supported by {i : i ≡ 0 (mod p)}, and in Section

6.3.2 we present polynomials which satisfy the properties of Proposition 6.3.2

and provide tight bounds on α(K
k(3)

3 ).

6.3.2 Improved estimations of α(K
k(3)

3 )

Recall that the geometric construction of Theorem 6.2.2 describes an in-

dependent set of size p2 in K
p+1(p)
p for every p which is a prime-power.

In particular, this gives an independent set of size 3k/2 in K
k(3)

3 for every

k ≡ 0 (mod 4). Using Proposition 6.3.2 we are able to deduce that indeed

α(Kk
3 ) = 3k/2 whenever k ≡ 0 (mod 4), whereas for k ≡ 2 (mod 4) we prove

that α(Kk
3 ) < 1

2
3k/2.

Theorem 6.3.3. The following holds for any even integer k:

{
α(Kk

3 ) = 3k/2 k ≡ 0 (mod 4)
1
3
3k/2 ≤ α(Kk

3 ) < 1
2
3k/2 k ≡ 2 (mod 4)

.

Proof. Let k be an even integer, and define the following polynomials:

P (x) =
2

3
3k/2 +

k∑
t=1

t 6≡0(mod 3)

Kk;3
t (x) , (6.18)

Q(x) =
2

3
3k/2 +

k∑
t=0

t≡0(mod 3)

Kk;3
t (x) . (6.19)

Clearly, both P and Q satisfy (6.13), as Kn;q
0 = 1 for all n, q. It remains to

show that P,Q satisfy (6.14) and to calculate P (0), Q(0). As the following

calculation will prove useful later on, we perform it for a general alphabet q

and a general modulo p. Denoting the q-th root of unity by ω = e2πi/q, we



116 Graph p-powers, Delsarte, Hoffman, Ramsey and Shannon

have:

k∑
t=0

t≡0(mod p)

Kk;q
t (s) =

k∑
t=0

t≡0(mod p)

t∑
j=0

(
s

j

)(
k − s

t− j

)
(−1)j(q − 1)t−j

=
s∑

j=0

(
s

j

)
(−1)j

k−s∑

l=0
j+l≡0(mod p)

(
k − s

l

)
(q − 1)l

=
s∑

j=0

(
s

j

)
(−1)j

k−s∑

l=0

(
k − s

l

)
(q − 1)l 1

q

q−1∑
t=0

ω(j+l)t

= δs,0 · qk−1 +
1

q

q−1∑
t=1

(1 + (q − 1)ωt)k−s(1− ωt)s , (6.20)

where the last equality is by the fact that:
∑s

j=0

(
s
j

)
(−1)j = δs,0, and there-

fore the summand for t = 0 vanishes if s 6= 0 and is equal to qk−1 if s = 0.

Repeating the above calculation for t 6≡ 0 (mod p) gives:

k∑
t=0

t6≡0(mod p)

Kk;q
t (s) =

s∑
j=0

(
s

j

)
(−1)j

k−s∑

l=0

(
k − s

l

)
(q − 1)l

(
1− 1

q

q−1∑
t=0

ω(j+l)t

)

= δs,0 · (qk − qk−1)− 1

q

q−1∑
t=1

(1 + (q − 1)ωt)k−s(1− ωt)s . (6.21)

Define:

ξs =
1

q

q−1∑
t=1

(1 + (q − 1)ωt)k−s(1− ωt)s ,

and consider the special case p = q = 3. The fact that ω2 = ω implies that:

ξs =
2

3
Re

(
(1 + 2ω)k−s(1− ω)s

)
=

2

3
Re

(
(
√

3i)k−s(
√

3e−
π
6
i)s

)

=
2

3

√
3

k
cos(

πk

2
− 2πs

3
) , (6.22)

and for even values of k and s ≡ 0 (mod 3) we deduce that:

ξs =
2

3
3k/2(−1)k/2 . (6.23)
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Therefore, ξs = 2
3
3k/2 whenever s ≡ 0 (mod 3) and k ≡ 0 (mod 4), and

(6.21) gives the following for any k ≡ 0 (mod 4):

P (0) =
2

3
3k/2 +

2

3
3k − ξ0 =

2

3
3k ,

P (s) =
2

3
3k/2 − ξs = 0 for any 0 6= s ≡ 0 (mod 3) .

Hence, P (x) satisfies the requirements of Proposition 6.3.2 and we deduce

that for any k ≡ 0 (mod 4):

α(Kk
3 ) ≤ P (0)

2
3
3k/2

= 3k/2 .

As mentioned before, the construction used for the lower bound on x
(p)
α (K3)

implies that this bound is indeed tight whenever 4 | k.

For k ≡ 2 (mod 4) and s ≡ 0 (mod 3) we get ξs = −2
3
3k/2, and by (6.20)

we get:

Q(0) =
2

3
3k/2 + 3k−1 + ξ0 = 3k−1 ,

Q(s) =
2

3
3k/2 + ξs = 0 for any 0 6= s ≡ 0 (mod 3) .

Again, Q(x) satisfies the requirements of Proposition 6.3.2 and we obtain the

following bound for k ≡ 2 (mod 4):

α(Kk
3 ) ≤ Q(0)

2
3
3k/2 + 1

=
3k

2 · 3k/2 + 3
<

1

2
3k/2 .

To conclude the proof, take a maximum independent set of size
√

3
l
in K l

3,

where l = k − 2, for a lower bound of 1
3
3k/2. ¥

6.4 Hoffman’s bound on independence num-

bers of p-powers

In this section we apply spectral analysis in order to bound the independence

numbers of p-powers of d-regular graphs. The next theorem generalizes The-

orem 2.9 of [10] by considering tensor powers of adjacency matrices whose

values are p-th roots of unity.
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Theorem 6.4.1. Let G be a nontrivial d-regular graph on n vertices, whose

eigenvalues are d = λ1 ≥ λ2 ≥ . . . ≥ λn, and let λ = max{λ2, |λn|}. The

following holds for any p ≥ 2:

x(p)
α (G) ≤ max{

√
n2 − 2

(
1− cos(

2π

p
)

)
d(n− d), λ

√
2− 2 cos

(
2π

p
bp
2
c
)
} .

(6.24)

Proof. Let A = AG denote the adjacency matrix of G, and define the matrices

Bt for t ∈ Zp as follows:

Bt = Jn + (ωt − 1)A , (6.25)

where ω = e2πi/p is the p-th root of unity, and Jn is the all-ones matrix of

order n. In other words:

(Bt)uv = ωtAuv =

{
ωt if uv ∈ E(G)

1 if uv /∈ E(G)
.

By the definition of the matrix tensor product ⊗, it follows that for all

u = (u1, . . . , uk) and v = (v1, . . . , vk) in Gk:

(B⊗k
t )u,v = ωt|{i : uivi∈E(G)}| ,

and:

p−1∑
t=0

(B⊗k
t )u,v =

{
p if |{i : uivi ∈ E(G)}| ≡ 0 (mod p)

0 otherwise
.

Recalling that uv ∈ E(Gk) iff |{i : uivi ∈ E(G)}| 6≡ 0 (mod p), we get:

AGk = Jnk − 1

p

p−1∑
t=0

B⊗k
t =

p− 1

p
Jnk − 1

p

p−1∑
t=1

B⊗k
t . (6.26)

The above relation enables us to obtain expressions for the eigenvalues of

Gk, and then apply the following bound, proved by Hoffman (see [67], [81]):

every regular nontrivial graph H on N vertices, whose eigenvalues are µ1 ≥
. . . ≥ µN , satisfies:

α(H) ≤ −NµN

µ1 − µN

. (6.27)
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Recall that Jn has a single non-zero eigenvalue of n, corresponding to the

all-ones vector 1. Hence, (6.25) implies that 1 is an eigenvector of Bt with

an eigenvalue of n + (ωt − 1)d, and the remaining eigenvalues of Bt are

{(ωt− 1)λi : i > 1}. By well known properties of tensor products, we obtain

that the largest eigenvalue of H = Gk (which is its degree of regularity) is:

µ1 = nk − 1

p

p−1∑
t=0

(n + (ωt − 1)d)k = nk − 1

p

k∑
j=0

(
k

j

)
(n− d)k−jdj

p−1∑
t=0

ωjt

= nk −
k∑

j=0

j≡0(mod p)

(
k

j

)
(n− d)k−jdj , (6.28)

and the remaining eigenvalues are of the form:

µ(λi1 , . . . , λis) = −1

p

p−1∑
t=1

(n + (ωt − 1)d)k−s

s∏
j=1

(ωt − 1)λij , (6.29)

where 0 < s ≤ k and 1 < ij ≤ n for all j (corresponding to an eigenvector

which is a tensor-product of the eigenvectors of λij for j = 1, . . . , s and

1⊗k−s). The following holds for all such choices of s and {λij}:

|µ(λi1 , . . . , λis)| ≤ max
1≤t≤p−1

∣∣∣∣(n + (ωt − 1)d)k−s

s∏
i=1

(ωt − 1)λij

∣∣∣∣
≤ max

1≤t≤p−1
|n + (ωt − 1)d|k−s(|ωt − 1|λ)s

≤ max
1≤t≤p−1

(
max{|n + (ωt − 1)d|, λ|ωt − 1|})k

.

Since for any 1 ≤ t ≤ p− 1 we have:

|n + (ωt − 1)d|2 = n2 − 2

(
1− cos(

2πt

p
)

)
d(n− d)

≤ n2 − 2

(
1− cos(

2π

p
)

)
d(n− d) ,

|ωt − 1|2 = 2− 2 cos(
2πt

p
) ≤ 2− 2 cos

(
2π

p
bp
2
c
)

,
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it follows that:

|µ(λi1 , . . . , λis)| ≤ (max{ρ1, ρ2})k ,

where:

ρ1 =

√
n2 − 2

(
1− cos(2π

p
)
)

d(n− d)

ρ2 = λ

√
2− 2 cos

(
2π
p
bp

2
c
) .

By the same argument, (6.28) gives:

|µ1| ≥ nk − ρk
1 ,

and applying Hoffman’s bound (6.27), we get:

α(Gk) ≤ −nkµnk

µ1 − µnk

≤ (max{ρ1, ρ2})k

1− (ρ1

n
)k + (max{ρ1,ρ2}

n
)k

. (6.30)

To complete the proof, we claim that max{ρ1, ρ2} ≤ n, and hence the de-

nominator in the expression above is Θ(1) as k →∞. Clearly, ρ1 ≤ n, and a

simple argument shows that λ ≤ n/2 and hence ρ2 ≤ n as well. To see this,

consider the matrix A2 whose diagonal entries are d; we have:

nd = trA2 =
∑

i

λ2
i ≥ d2 + λ2 ,

implying that λ ≤
√

d(n− d) ≤ n
2
. Altogether, taking the k-th root and

letting k tend to ∞ in (6.30), we obtain that x
(p)
α (G) ≤ max{ρ1, ρ2}, as

required. ¥

Examples: For p = 2, 3 the above theorem gives:

x(2)
α (G) ≤ max{|n− 2d|, 2λ} ,

x(3)
α (G) ≤ max{

√
n2 − 3d(n− d),

√
3λ} .

Since the eigenvalues of K3 are {2,−1,−1}, this immediately provides

another proof for the fact that x
(3)
α (K3) ≤

√
3. Note that, in general, the

upper bounds derived in this method for x
(p)
α (Kn) are only useful for small

values of n, and tend to n as n → ∞, whereas by the results of Section 6.2

we know that x
(p)
α (Kn) = Θ(n1/p).
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Consider d = d(n) = n
2

+ O(
√

n), and let G ∼ Gn,d denote a random

d-regular graph on n vertices. By the results of [73], λ = max{λ2, |λn|} =

O(n3/4), and thus, Theorem 6.4.1 implies that x
(2)
α (G) = O(n3/4), and that

x
(3)
α (G) ≤ (1 + o(1))n

2
. We note that one cannot hope for better bounds on

x
(3)
α in this method, as ρ1 attains its minimum at d = n

2
.

Remark 6.4.2: The upper bound (6.24) becomes weaker as p increases.

However, if p is divisible by some q ≥ 2, then clearly any independent set of

Gk(p) is also an independent set of Gk(q) , and in particular, x
(p)
α (G) ≤ x

(q)
α (G).

Therefore, when applying Theorem 6.4.1 on some graph G, we can replace

p by the minimal q ≥ 2 which divides p. For instance, x
(4)
α (G) ≤ x

(2)
α (G) ≤

max{|n − 2d|, 2λ}, whereas substituting p = 4 in (6.24) gives the slightly

weaker bound x
(4)
α (G) ≤ {

√
(n− d)2 + d2, 2λ}.

Remark 6.4.3: In the special case G = Kn, the eigenvalues of G are

{n− 1,−1, . . . ,−1}, and the general expression for the eigenvalues of Gk in

(6.29) takes the following form (note that λij = −1 for all 1 ≤ j ≤ s):

µ(s) = −1

p

p−1∑
t=1

(1 + (n− 1)ωt)k−s(1− ωt)s ,

and as s > 0, we obtain the following from (6.21):

µ(s) =
k∑

t=0
t6≡0(mod p)

Kk;q
t (s) .

Similarly, comparing (6.28) to (6.21) gives:

µ1 =
k∑

t=0
t6≡0(mod p)

Kk;q
t (0) .

It is possible to deduce this result directly, as Kk
n is a Cayley graph over Zk

n

with the generator set S = {x : |x| 6≡ 0 (mod p)}, where |x| denotes the

Hamming weight of x. It is well known that the eigenvalues of a Cayley

graph are equal to the character sums of the corresponding group elements.
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Since for any k = 0, . . . , n and any x ∈ Zk
n the Krawtchouk polynomial Kn;q

k

satisfies:

Kn;q
k (|x|) =

∑

y∈Zk
n:|y|=k

χy(x) ,

the eigenvalue corresponding to y ∈ Zk
n is:

µ(y) =
∑
x∈S

χx(y) =
k∑

t=0
t 6≡0 (mod p)

∑

x:|x|=t

χx(y) =
k∑

t=0
t 6≡0 (mod p)

Kk;q
t (|y|) .

Remark 6.4.4: The upper bound on x
(p)
α was derived from an asymptotic

analysis of the smallest eigenvalue µnk of Gk. Tight results on α(Gk) may be

obtained by a careful analysis of the expression in (6.29). To illustrate this,

we consider the case G = K3 and p = 3. Combining the previous remark

with (6.21) and (6.22), we obtain that the eigenvalues of K
k(3)

3 are:

µ1 =
2

3
3k − 2

3

√
3

k
cos(

πk

2
) ,

µ(s) = −2

3

√
3

k
cos(

πk

2
− 2πs

3
) for 0 < s ≤ k . (6.31)

Noticing that µ(s) depends only on the values of s (mod 3) and k (mod 4),

we can determine the minimal eigenvalue of Gk for each given power k, and

deduce that:

α(Gk) ≤ 3k/2 if k ≡ 0 (mod 4)

α(Gk) ≤ 3k+1

3 + 2 · 3(k+1)/2
<

1

2
3(k+1)/2 if k ≡ 1 (mod 2)

α(Gk) ≤ 3k

3 + 2 · 3k/2
<

1

2
3k/2 if k ≡ 2 (mod 4)

,

matching the results obtained by the Delsarte linear programming bound.

6.5 Ramsey subgraphs in large p-powers of

any graph

In order to prove a poly-logarithmic upper bound on the clique sizes of p-

powers of a graph G, we use an algebraic argument, similar to the method
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of representation by polynomials described in the Section 6.2. We note that

the same approach provides an upper bound on the size of independent sets.

However, for this latter bound, we require another property, which relates the

problem to strong graph products and to the Shannon capacity of a graph.

The k-th strong power of a graph G (also known as the and power),

denoted by G∧k, is the graph whose vertex set is V (G)k, where two distinct

k-tuples u 6= v are adjacent iff each of their coordinates is either equal or

adjacent in G:

(u1, . . . , uk)(v1, . . . , vk) ∈ E(G∧k) ⇐⇒
for all i = 1, . . . , k : ui = vi or uivi ∈ E(G) .

In 1956, Shannon [97] related the independence numbers of strong powers

of a fixed graph G to the effective alphabet size in a zero-error transmission

over a noisy channel. Shannon showed that the limit of α(G∧k)
1
k as k →

∞ exists and equals supk α(G∧k)
1
k , by super-multiplicativity; this limit is

denoted by c(G), the Shannon capacity of G. It follows that c(G) ≥ α(G),

and in fact equality holds for all perfect graphs. However, for non-perfect

graphs, c(G) may exceed α(G), and the smallest (and most famous) example

of such a graph is C5, the cycle on 5 vertices, where α(C5) = 2 and yet

c(C5) ≥ α(C∧2
5 )

1
2 =

√
5. The seemingly simple question of determining the

value of c(C5) was solved only in 1979 by Lovász [81], who introduced the

ϑ-function to show that c(C5) =
√

5.

The next theorem states the bound on the clique numbers of Gk(p) , and

relates the Shannon capacity of G, the complement of G, to bounds on inde-

pendent sets of Gk(p) .

Theorem 6.5.1. Let G denote a graph on n vertices and let p ≥ 2 be a

prime. The clique number of Gk(p) satisfies:

ω(Gk(p)) ≤
(

kn + p− 1

p− 1

)
, (6.32)

and if I is an independent set of both Gk(p) and G
∧k

, then:

|I| ≤
(

kn + bk
p
c

bk
p
c

)
. (6.33)
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Moreover, if in addition G is regular then:

ω(Gk(p)) ≤
(

k(n− 1) + p

p− 1

)
, |I| ≤

(
k(n− 1) + bk

p
c+ 1

bk
p
c

)
. (6.34)

The above theorem implies that if S is an independent set of G
∧k

, then

any independent set I of Gk(p) [S], the induced subgraph of Gk(p) on S, satisfies

inequality (6.33). For large values of k, by definition there exists such a set

S of size roughly c(G)k. Hence, there are induced subgraphs of Gk(p) of

size tending to c(G)k, whose clique number and independence number are

bounded by the expressions in (6.32) and (6.33) respectively.

In the special case G = Kn, the graph G
∧k

is an edgeless graph for any

k, and hence:

α(K
k(p)
n ) ≤

(
k(n− 1) + bk

p
c+ 1

bk
p
c

)
≤ (ep(n− 1) + e + o(1))k/p ,

where the o(1)-term tends to 0 as k →∞. This implies an upper bound on

x
(p)
α (Kn) which nearly matches the upper bound of Theorem 6.2.2 for large

values of p.

Proof. Let g1 : V (G) → Zm
p and g2 : V (G) → Cm, for some integer m, denote

two representations of G by m-dimensional vectors, satisfying the following

for any (not necessarily distinct) u, v ∈ V (G):
{

gi(u) · gi(v) = 0 if uv ∈ E(G)

gi(u) · gi(v) = 1 otherwise
(i = 1, 2) . (6.35)

It is not difficult to see that such representations exist for any graph G. For

instance, the standard basis of n-dimensional vectors is such a representation

for G = Kn. In the general case, it is possible to construct such vectors

inductively, in a way similar to a Gram-Schmidt orthogonalization process.

To see this, define the lower diagonal |V (G)| × |V (G)| matrix M as follows:

Mk,i =





−∑i−1
j=1 Mk,jMi,j i < k, vivk ∈ E(G)

1−∑i−1
j=1 Mk,jMi,j i < k, vivk /∈ E(G)

1 i = k

0 i > k

.
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The rows of M satisfy (6.35) for any distinct u, v ∈ V (G), and it remains to

modify the inner product of any vector with itself into 1 without changing

the inner products of distinct vectors. This is clearly possible over Zp and C
using additional coordinates.

Consider Gk(p) , and define the vectors wu = g1(u1) ◦ . . . ◦ g1(uk) for u =

(u1, . . . , uk) ∈ V (Gk), where ◦ denotes vector concatenation. By definition:

wu · wv ≡ k − |{i : uivi ∈ E(G)}| (mod p)

for any u, v ∈ V (Gk), and hence, if S is a maximum clique of Gk, then

wu ·wv 6≡ k (mod p) for any u, v ∈ S. It follows that if B is the matrix whose

columns are wu for u ∈ S, then C = BtB has values which are k (mod p)

on its diagonal and entries which are not congruent to k modulo p anywhere

else. Clearly, rank(C) ≤ rank(B), and we claim that rank(B) ≤ kn, and that

furthermore, if G is regular then rank(B) ≤ k(n− 1) + 1. To see this, notice

that, as the dimension of Span({g1(u) : u ∈ V }) is at most n, the dimension

of the span of {wu : u ∈ Gk} is at most kn. If in addition G is regular,

define z =
∑

u∈V g1(u) (assuming without loss of generality that z 6= 0), and

observe that by (6.35), each of the vectors wu is orthogonal to the following

k − 1 linearly independent vectors:

{z ◦ (−z) ◦ 0◦(k−2), 0 ◦ z ◦ (−z) ◦ 0◦(k−3), . . . , 0◦(k−2) ◦ z ◦ (−z)} . (6.36)

Similarly, the vectors w′
u = g2(u1) ◦ . . . ◦ g2(uk) satisfy the following for any

u, v ∈ V (Gk):

w′
u · w′

v = k − |{i : uivi ∈ E(G)}| .

Let I denote an independent set of Gk(p) , which is also an independent set of

G
∧k

. By the definition of G
∧k

, every u, v ∈ I share a coordinate i such that

uivi ∈ E(G), and combining this with the definition of Gk(p) , we obtain:

0 < |{i : uivi ∈ E(G)}| ≡ 0 (mod p) for any u, v ∈ I .

Therefore, for any u 6= v ∈ I:

w′
u · w′

v = k − tp for some t ∈ {1, . . . , bk
p
c} ,
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and if B′ is the matrix whose columns are w′
u for u ∈ I, then C ′ = B′tB′

has the entries k on its diagonal and entries of the form k − tp, 0 < t ≤ bk
p
c,

anywhere else. Again, the definition of g2 implies that rank(C ′) ≤ kn, and

in case G is regular, rank(C ′) ≤ k(n − 1) + 1 (each w′
u is orthogonal to the

vectors of (6.36) for z =
∑

u∈V g2(u)).

Define the following polynomials:

f1(x) =
∏

j∈Zp

j 6≡k(mod p)

(j − x) , f2(x) =

b k
p
c∏

t=1

(k − tp− x) . (6.37)

By the discussion above, the matrices D,D′ obtained by applying f1, f2

on each element of C, C ′ respectively, are non-zero on the diagonal and

zero anywhere else, and in particular, are of full rank: rank(D) = |S| and

rank(D′) = |I|. Recalling that the ranks of C and C ′ are at most kn, and

at most k(n− 1) + 1 if G is regular, the proof is completed by the following

simple Lemma of [6]:

Lemma 6.5.2 ([6]). Let B = (bi,j) be an n by n matrix of rank d, and let

P (x) be an arbitrary polynomial of degree k. Then the rank of the n by n

matrix (P (bi,j)) is at most
(

k+d
k

)
. Moreover, if P (x) = xk then the rank of

(P (bi,j)) is at most
(

k+d−1
k

)
.

¥

For large values of k, the upper bounds provided by the above theorem

are:

ω(H) ≤
(

(1 + o(1))kn

p

)
,

α(H) ≤
(

(1 + o(1))kn

k/p

)
.

This gives the following immediate corollary, which states that large p-powers

of any nontrivial graph G contain a large induced subgraph without large

homogenous sets.

Corollary 6.5.3. Let G be some fixed nontrivial graph and fix a prime p.
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1. Let S denote a maximum clique of G, and set λ = log ω(G) = log α(G).

For any k, the induced subgraph of Gk(p) on Sk, H = Gk(p) [Sk], is a

graph on N = exp(kλ) vertices which satisfies:

ω(H) = O(logp N) , α(H) ≤ N (1+o(1))
log(np)+1

pλ .

2. The above formula holds when taking λ = log α(G
∧`

)
`

for some ` ≥ 1

dividing k, S a maximum clique of G
∧`

, and H = Gk(p) [Sk/`]. In par-

ticular, for sufficiently large values of k, Gk(p) has an induced subgraph

H on N = exp
(
(1− o(1))k log c(G)

)
vertices satisfying:

ω(H) = O(logp N) , α(H) ≤ N
(1+o(1))

log(np)+1

p log c(G) .

Remark 6.5.4: In the special case G = Kn, where n, p are large and k > p,

the bound on ω(Kk
n) is

(
(1+o(1))kn

p

)
whereas the bound on α(Kk

n) is
(
(1+o(1))kn

k/p

)
.

Hence, the optimal mutual bound on these parameters is obtained at k = p2.

Writing H = Kk
n, N = nk = np2

and p = nc for some c > 0, we get:

p =

√
(2c + o(1)) log N

log log N
,

and:

max{ω(H), α(H)} ≤ ((1 + o(1))epn)p

= exp

((
1 + c√

2c
+ o(1)

) √
log N log log N

)
.

The last expression is minimized for c = 1, and thus the best Ramsey

construction in p-powers of Kn is obtained at p = n and k = p2, giving

a graph H on N vertices with no independence set or clique larger than

exp
(
(1 + o(1))

√
2 log N log log N

)
vertices. This special case matches the

bound of the FW Ramsey construction, and is in fact closely related to that

construction, as we next describe.

The graph FWN , where N =
(

p3

p2−1

)
for some prime p, is defined as follows:

its vertices are the N possible choices of (p2 − 1)-element sets of [p3], and

two vertices are adjacent iff the intersection of their corresponding sets is
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congruent to −1 modulo p. Observe that the vertices of the graph K
k(p)
n for

n = p and k = p2, as described above, can be viewed as k-element subsets

of [kn], where the choice of elements is restricted to precisely one element

from each of the k subsets {(j − 1)n + 1, . . . , jn}, j ∈ [k] (the j-th subset

corresponds to the j-th coordinate of the k-tuple). In this formulation, the

intersection of two sets corresponds to the number of common coordinates

between the corresponding k-tuples. As k = p2 ≡ 0 (mod p), it follows that

two vertices in K
p2
(p)

p are adjacent iff the intersection of their corresponding

sets is not congruent to 0 modulo p. Altogether, we obtain that K
p2
(p)

p is an

induced subgraph of a slight variant of FWN , where the differences are in

the cardinality of the sets and the criteria for adjacency.

Another relation between the two constructions is the following: one can

identify the vertices of K
p3
(p)

2 with all possible subsets of [p3], where two

vertices are adjacent iff the intersection of their corresponding sets is not

congruent to 0 modulo p. In particular, K
p3
(p)

2 contains all the (p2−1)-element

subsets of [p3], a variant of FWN for the above value of N (the difference lies

in the criteria for adjacency).

We note that the method of proving Theorem 6.5.1 can be applied to the

graph FWN , giving yet another simple proof for the properties of this well

known construction.



Part III

An extremal problem in Finite

Set Theory





Chapter 7

Uniformly cross intersecting

families

The results of this chapter appear in [15]

Let A and B denote two families of subsets of an n-element set. The pair

(A,B) is said to be `-cross-intersecting iff |A ∩ B| = ` for all A ∈ A and

B ∈ B. Denote by P`(n) the maximum value of |A||B| over all such pairs.

The best known upper bound on P`(n) is Θ(2n), by Frankl and Rödl. For

a lower bound, Ahlswede, Cai and Zhang showed, for all n ≥ 2`, a simple

construction of an `-cross-intersecting pair (A,B) with |A||B| = (
2`
`

)
2n−2` =

Θ(2n/
√

`), and conjectured that this is best possible. Consequently, Sgall

asked whether or not P`(n) decreases with `.

In this work, we confirm the above conjecture of Ahlswede et al. for any

sufficiently large `, implying a positive answer to the above question of Sgall

as well. By analyzing the linear spaces of the characteristic vectors of A,B
over R, we show that there exists some `0 > 0, such that P`(n) ≤ (

2`
`

)
2n−2`

for all ` ≥ `0. Furthermore, we determine the precise structure of all the

pairs of families which attain this maximum.
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7.1 Introduction

Let A and B denote two families of subsets of an n-element set. We say

that the pair (A,B) is `-cross-intersecting iff |A ∩ B| = ` for all A ∈ A and

B ∈ B. Let P`(n) denote the maximum possible value of |A||B| over all `-

cross-intersecting pairs (A,B). We are interested in finding the precise value

of P`(n), and in characterizing all the extremal pairs A,B which achieve this

maximum.

The study of the maximal size of a single family of sets F ⊂ 2[n], with

specified pairwise intersections of its members, has received a considerable

amount of attention over the years. For instance, the Erdős-Ko-Rado Theo-

rem [50], one of the most fundamental theorems in Combinatorial Set Theory,

gives a tight upper bound |F| ≤ (
n−t
k−t

)
in case |F ∩ F ′| ≥ t for all F, F ′ ∈ F ,

|F | = k for all F ∈ F and n is sufficiently large. The case where there is no

restriction on the size of the sets of F is treated by Katona’s Theorem [70].

In both cases, there is a unique (up to a relabeling of the elements of [n])

family of sets which achieves the upper bound. For further results of this

nature, see, e.g, [53], [54], [56], [91], as well as [20].

A well known conjecture of Erdős [48] stated that if F ⊂ 2[n] is a family

satisfying |F ∩F ′| 6= bn
4
c for all F, F ′ ∈ F , then |F| < (2−ε)n for some ε > 0.

This was proved by Frankl and Rödl [55], by considering the corresponding

variant on two families: it is shown in [55], that if A,B ⊂ 2[n] and |A∩B| 6= l,

where ηn ≤ l ≤ (1
2
− η)n for some η < 1

4
, then |A||B| ≤ (4− ε(η))n. The au-

thors of [55] studied several additional problems related to cross-intersections

of two families of sets, and among their results, they provided the following

upper bound on P`(n), which was later reproved in [2]:
{

P0(n) ≤ 2n

P`(n) ≤ 2n−1 for ` ≥ 1
. (7.1)

The argument which gives the upper bound of 2n is simple: consider the

characteristic vectors of the sets in A,B as vectors in Zn
2 . Notice that the

intersection of two sets is equal to the inner product of the two corresponding

vectors modulo 2. Therefore, if ` is even, then the families A,B belong to

two orthogonal linear spaces, giving |A||B| ≤ 2n. Otherwise, we may add

an additional coordinate of 1 to all vectors, and repeat (carefully) the above
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argument, gaining a slight improvement: |A||B| ≤ 2n−1. Similar ideas are

used to show that the upper bound 2n−1 holds for even values of ` > 0 as

well, by performing the analysis over GF (p) for some prime p > 2 instead of

over Z2.

As part of their study of questions in Coding Theory, Ahlswede, Cai and

Zhang [2] gave the following simple construction of an `-cross-intersecting

pair: for n ≥ 2`, let A contain a single 2`-element set, A, and let B contain

all the sets which contain precisely ` elements of A. This gives:

|A||B| =
(

2`

`

)
2n−2` = (1 + o(1))

2n

√
π`

, (7.2)

where the o(1)-term tends to 0 as ` → ∞. The upper bound (7.1) implies

that this construction achieves the maximum of P`(n) for ` ∈ {0, 1}, and the

authors of [2] conjectured that this in fact holds for all `.

As the upper bound (7.1) is independent of `, compared to the above lower

bound of Θ(2n/
√

`), Sgall [95] asked whether or not P`(n) is bounded from

above by some decreasing function of `. One of the motivations of [95] was a

relation between problems of restricted cross-intersections of two families of

sets and problems in Communication Complexity; see [95] for more details.

In [71], the authors verified the above conjecture of [2] for the case ` = 2,

by showing that P2(n) ≤ 3 · 2n−3. However, for any ` > 2 the best known

upper bound on P`(n) remained 2n−1.

The following theorem confirms the above conjecture of [2] for all suffi-

ciently large values of `, and thus provides also a positive answer to the above

question of Sgall.

Theorem 7.1.1. There exists some `0 > 0 such that, for all ` ≥ `0, every

`-cross-intersecting pair A,B ⊂ 2[n] satisfies:

|A||B| ≤
(

2`

`

)
2n−2` . (7.3)

Furthermore, if |A||B| =
(
2`
`

)
2n−`, then there exists some choice of parame-

ters κ, τ, n′:
κ ∈ {2`− 1, 2`} , τ ∈ {0, . . . , κ} ,

κ + τ ≤ n′ ≤ n,
(7.4)
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Figure 7.1: The extremal family (7.5) of `-cross-intersecting pairs A,B in

case n = κ + τ .

such that, up to a relabeling of the elements of [n] and swapping A,B, the

following holds:

A =

{⋃
T∈J

T : J ⊂
{ {1, κ + 1}, . . . , {τ, κ + τ},

{τ + 1}, . . . , {κ}
}

, |J | = `

}
× 2X ,

B =

{
L ∪ {τ + 1, . . . , κ} :

L ⊂ {1, . . . , τ, κ + 1, . . . , κ + τ}
|L ∩ {i, κ + i}| = 1 for all i ∈ [τ ]

}
× 2Y .

(7.5)

where X = {κ + τ + 1, . . . , n′} and Y = {n′ + 1, . . . , n}.
An illustration of the family of extremal pairs A,B described in Theorem

7.1.1 appears in Figure 7.1. Indeed, this family satisfies:

|A||B| =
(

κ

`

)
· 2|X| · 2τ+|Y | =

(
κ

`

)
2n−κ =

(
2`

`

)
2n−2` ,

where the last inequality is by the choice of κ ∈ {2`−1, 2`}. The construction

of [2] fits the special case τ = 0, κ = 2`.

The proof of Theorem 7.1.1 combines tools from linear algebra with

techniques from extremal combinatorics, including the Littlewood-Offord

Lemma, extensions of Sperner’s Theorem and some large deviation estimates.
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The rest of this chapter is organized as follows: Section 7.2 includes some

of the ingredients needed for the proof of Theorem 7.1.1. In order to prove

the main result, we first prove a weaker version of Theorem 7.1.1, which

states that P`(n) ≤ 2n+3/
√

` for every sufficiently large ` (note that this

result alone gives a positive answer to the above question of Sgall). This is

shown in Section 7.3. In Section 7.4 we reduce the proof of Theorem 7.1.1

to two lemmas, Lemma 7.4.1 and Lemma 7.4.2. These lemmas are proved

in Sections 7.5 and 7.6 respectively. Section 7.7 contains some concluding

remarks and open problems.

Throughout the chapter, all logarithms are in base 2.

7.2 Preliminary Sperner-type Theorems

7.2.1 Sperner’s Theorem and the Littlewood Offord

Lemma

If P is a finite partially ordered set, an antichain of P is a set of pairwise

incomparable elements. Sperner’s Theorem [98] provides a tight upper bound

on the maximal size of an antichain, when P is the collection of all subsets

of an n-element set with the subset relation (A ≤ B iff A ⊂ B):

Theorem 7.2.1 ([98]). If A is an antichain of an n-element set, then |A| ≤(
n

bn/2c
)
.

In [78], Littlewood and Offord studied a problem which has the following

formulation in the 1-dimensional case: let a1, . . . , an ∈ R with |ai| > 1 for

all i. What is the maximal number of sub-sums
∑

i∈I ai, I ⊂ [n], which lie

in an interval of length 1? An immediate lower bound is
(

n
bn/2c

)
, when, for

some α > 1, half of the ai-s is equal to α and the other half is equal to −α.

Using Sperner’s Theorem, Erdős [46] gave a tight upper bound of
(

n
bn/2c

)

for the 1-dimensional case of the so-called Littlewood-Offord Lemma. To

see this, consider the maximal number of sub-sums of a1, . . . , an, which all

belong to some unit interval. Without loss of generality, we may assume that

all the ai-s are positive (possibly shifting the target unit interval). Therefore,

ai > 1 for all i, implying that the desired family of subsets is an antichain.
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The result now follows from Sperner’s Theorem. Using a similar argument,

Erdős proved the following stronger result:

Lemma 7.2.2 ([46]). Let a1, . . . , an ∈ R \ {0}, and let δ = min{|ai|}. Let

T be a union of m half-open intervals, each of width at most δ. Then the

number of sub-sums
∑

i∈I ai, I ⊂ [n], which belong to T , is at most the sum

of the m middle binomial coefficients in n.

7.2.2 A bipartite extension of Sperner’s Theorem

The following lemma gives an upper bound on the size of an antichain of

[n], which satisfies an additional requirement with respect to a pre-defined

partition of [n] into into two sets.

Lemma 7.2.3. Let U = [u] and V = [n] \ U , u ≤ n. If A is an antichain

of [n], and in addition satisfies: |A ∩ V | = f(|A ∩ U |), where f : N → N is

some monotone increasing function, then |A| ≤ (
u

bu/2c
)(

n−u
b(n−u)/2c

)
.

The above lemma will follow from the next generalization of Sperner’s

Theorem:

Proposition 7.2.4. Let U = [u] and V = [n] \ U , u ≤ n. If every two sets

A 6= B ∈ A satisfy that either A ∩ U , B ∩ U are incomparable or A ∩ V ,

B ∩ V are incomparable, then |A| ≤ (
u

bu/2c
)(

n−u
b(n−u)/2c

)
.

Proof. Notice that the upper bound is tight, as it is achieved by a cartesian

product of maximal antichains of U and V . The proof is based on Lubbell’s

proof [84] of Sperner’s Theorem and the LYM inequality. For each A ∈ A,

let:

AU = A ∩ U , AV = {x− u : x ∈ A ∩ V } . (7.6)

Let σ ∈ Su and π ∈ Sn−u (where Sm is the symmetric group on m elements)

denote two random permutations, chosen uniformly and independently . We

define the event EA for A ∈ A to be:

EA = ( AU = {σ(1), . . . , σ(|AU |)} ∧ AV = {π(1), . . . , π(|AV |)} ) ,

that is, the first entries of σ form AU , and the first entries of π form AV . The

key observation is that the events EA and EB are disjoint for all A 6= B ∈ A.
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To see this, assume that EA ∧EB holds for some A 6= B ∈ A. The fact that

the first entries of σ form both AU and BU implies that either AU ⊂ BU or

BU ⊂ AU , and the same applies to AV , BV . Therefore, the assumption on A
implies that the events EA and EB are indeed disjoint, and thus:

∑
A∈A

Pr[EA] = Pr[
⋃

A∈A
EA] ≤ 1 .

Since:

Pr[EA] =
1(

u
|AU |

)(
n−u
|AV |

) ,

it follows that: ∑
A∈A

1(
u

|AU |
)(

n−u
|AV |

) ≤ 1 . (7.7)

Note that in the special case u = n this is the LYM inequality. The left hand

side of (7.7) is at most
∑

A∈A 1/
((

u
bu/2c

)(
n−u

b(n−u)/2c
))

and the desired result

follows. ¥

Proof of Lemma 7.2.3. Following the notation of Proposition 7.2.4, define

AU and AV for each A ∈ A as in (7.6). By Proposition 7.2.4, it suffices

to show that, for all A 6= B ∈ A, either AU , BU are incomparable or AV ,

BV are incomparable. Assume the contrary, and let A 6= B ∈ A be a

counterexample. Without loss of generality, assume that AU ⊂ BU . If AV ⊂
BV then A ⊂ B, contradicting the fact that A is an antichain. It follows

that BV $ AV , and since f is monotone increasing, the following holds:

|AV | > |BV | = f(|BU |) ≥ f(|AU |) ,

contradicting the assumption that |AV | = f(|AU |). ¥

7.3 An upper bound tight up to a constant

In this section we prove a weaker version of Theorem 7.1.1, whose arguments

will be later extended to prove the precise lower bound.
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Theorem 7.3.1. For any sufficiently large ` ∈ N, every `-cross-intersecting

pair A,B ⊂ 2[n] satisfies:

|A||B| ≤ 2n+3

√
`

. (7.8)

Proof. Let A and B be as above. A key observation is the following: it is

sufficient to prove (7.8) for the case where both A and B are antichains.

This follows from an induction on n, where in the case n = `, |A||B| = 1 and

(7.8) clearly holds. Indeed, suppose that there exist A1, A2 ∈ A such that

A1 ⊂ A2. As (A,B) are `-cross-intersecting, this implies that:

B ∩ (A2 \ A1) = ∅ for all B ∈ B , (7.9)

hence the restriction of the families (A,B) to [n] \ (A2 \ A1), (A′,B′), is

an `-cross-intersecting pair of an n′-element set, where n′ < n. By (7.9),

|B′| = |B|, and by the induction hypothesis:

|A||B| ≤ 2n−n′|A′||B′| ≤ 2n+3

√
`

,

as required.

For any subset A ⊂ [n], let χA ∈ {0, 1}n denote its characteristic vector.

Let FA and FB denote the linear subspaces of Rn formed by the characteristic

vectors of A and B respectively:

FA = span({χA : A ∈ A}) ⊂ Rn ,

FB = span({χB : B ∈ B}) ⊂ Rn ,
(7.10)

and assume without loss of generality that dim(FA) ≥ dim(FB). Choose an

arbitrary set B1 ∈ B and define:

F ′
B = span({χB − χB1 : B ∈ B}) ,

k = dim(FA) , h = dim(F ′
B) ≤ dim(FB) .

(7.11)

By the definition of `-cross-intersection, it follows that FA,F ′
B are two or-

thogonal linear subspaces of Rn, and k + h ≤ n. Note also that k ≥ h by the

assumption on dim(FA).

Let MA denote the k × n row-reduced echelon form matrix, which is the

result of performing Gauss elimination on the row-vectors {χA : A ∈ A}
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over R, and let MB denote the corresponding h × n matrix for the vectors

{χB − χB1 : B ∈ B}. As rankMA = k and rankMB = h, without loss of

generality we have:

MA =
(

Ik ∗ )
, MB =

(
Ih ∗ )

.

where Ir denotes the identity matrix of order r (and the order of the columns

in MA and MB is not necessarily the same). This implies that any linear

combination of the rows of MA which belongs to {0, 1}n has precisely two

possible coefficients for each row: {0, 1}, and in particular, |A| ≤ 2k. Sim-

ilarly, |B| ≤ 2h (the two possible coefficients in the affine combination are

now determined by the vector χB1), hence |A||B| ≤ 2k+h ≤ 2n, giving the

known upper bound of [55]. Observe that if k + h ≤ n− log n, we get

|A||B| ≤ 2n

n
,

and (7.8) clearly holds. Therefore, recalling that k ≥ h, we may assume that:

{
n
2
− 1

2
log n < k

n− log n < k + h ≤ n
. (7.12)

We claim that the following statement, which clearly implies (7.8), holds:

|A||B| ≤ 2k+h+3

√
n

. (7.13)

To show this, we need the next lemma, which will be applied once on MA,A, k

and once on MB,B, h, to conclude that a constant fraction of the rows of MA
and MB have precisely two non-zero entries, 1 and −1.

Lemma 7.3.2. Let M denote a d × n matrix in row-reduced echelon form:

M =
(

Id ∗ )
, and let D denote an antichain of subsets of [n]. Assume

that:

1. The characteristic vectors of D belong to w + span(M), the affine sub-

space formed by some fixed vector w ∈ {0, 1}n and the span of the rows

of M .

2. The antichain D satisfies |D| ≥ 8 · 2d/
√

n.
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Then there exists a subset of c rows of M , C ⊂ [d], where c ≥ d− n
20
−10 log n,

such that:

1. Every row i of C belongs to {0,±1}n \ {0, 1}n.

2. Every column of the c× n sub-matrix formed by C contains at most 1

non-zero entry.

Proof. Our first step is to remove a small portion of the rows of M , such that

the remaining rows will have at most one non-zero entry in each column.

Claim 7.3.3. Let M,D, w satisfy the requirements of Lemma 7.3.2. There

exists a set of rows R ⊂ [d] such that |R| ≤ n
25

+ 10 log n, and each column

of M has at most one non-zero value in the remaining d− |R| rows.

Proof of Claim. Perform the following process of column-selection on M :

first, set M ′ = M . If M ′ has no column with at least 2 non-zero entries,

the process ends. Otherwise, perform the following step (step j, for j ≥ 1):

• Let ij denote the index of a column of M ′ with a maximal number of

non-zero entries, rj.

• Let Rj denote the set of rows where the column ij is non-zero (|Rj| =
rj).

• Replace all these rows in M ′ by 0-rows, and continue the process.

The result is a sequence of indices, i1, . . . , it (t ≥ 0) and a sequence of sets of

rows R1, . . . , Rt of sizes r1 ≥ r2 ≥ . . . ≥ rt > 1, such that the column ij has

rj non-zero values in the rows Rj, and Rj∩Rj′ = ∅ for all j 6= j′. Finally, the

sub-matrix formed by removing the rows R = ∪t
j=1Rj from M has at most 1

non-zero entry in every column.

Consider affine combinations (with the affine vector w) of the rows of

M which produce a {0, 1}n-vector. As stated above, each row of M allows

precisely two coefficients in such an affine combination, as the first d columns

of M form the identity matrix. Clearly, the value of the affine combination at

index i1 depends precisely on the r1 coefficients of the rows R1. In general, if

we already chose the coefficients for the rows ∪j′<jRj′ , then the value of the
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affine combination at index ij depends only on the choice of the rj coefficients

for the rows Rj.

A simple argument will show that for 1 ≤ j ≤ t, at most 3
4

of the above

2rj combinations of coefficients for the rows Rj are indeed valid. To this end,

recall the following simple fact, which corresponds to the Cauchy-Davenport

Theorem when A,B are subsets of Z/pZ instead of R:

|A + B| ≥ |A|+ |B| − 1 for any two finite nonempty A,B ⊂ R , (7.14)

where A + B = {a + b : a ∈ A, b ∈ B}. To see this, simply sort the values

of A and B by order of magnitude, then produce distinct sums by iterating

first on A, then on B.

Suppose we already chose coefficients for the rows ∪j′<jRj′ , and consider

the column ij. Select 2 arbitrary rows u, v ∈ Rj, and fix the choice of

coefficients for the remaining rj − 2 rows. We are left with a choice between

two coefficients for u, yielding two possible values a1, a2 contributed by u to

the index ij. Similarly, the row v contributes one of two possible values b1, b2

to the index ij. Setting A = {a1, a2} and B = {b1, b2}, the above fact implies

that |A + B| ≥ 3, hence at least one of the 4 possible combinations of u

and v gives a non-{0, 1} value in index ij of the resulting affine combination.

Therefore, at most 3
4

of the 2rj combinations for Rj result in a {0, 1}n vector.

We conclude that |D| ≤ (
3
4

)t
2d , and hence t ≤ 2 log n, otherwise we would

get:

|D| ≤ 2d

n2 log(4/3)
<

2d

√
n

,

contradicting the assumption on |D|.
After providing an upper bound on t, we wish to bound the term

∑t
i=1 ri.

Let 0 ≤ s ≤ t denote the maximal index such that rs ≥ 6, that is:

r1 ≥ r2 ≥ . . . ≥ rs ≥ 6 ,

6 > rs+1 ≥ rs+2 ≥ . . . ≥ rt > 1 .

As before, we consider the choice of coefficients for the rows Rj at step j,

determining the ij-th entry of the linear combination. By the Littlewood-

Offord Lemma (Lemma 7.2.2), we conclude that there are at most 2
(

rj

brj/2c
)

<
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2√
π
2
rj

2rj possible combinations of the rows Rj which yield a {0, 1}-value in the

ij column (note that the inequality
(
2x
x

) ≤ 22x/
√

πx holds for every integer

x ≥ 1, by the improved approximation [92] of the error term in Stirling’s

formula). Applying this argument to i1, . . . , is, we obtain that:

|D| ≤ 2d

s∏
i=1

2
√

2/π√
ri

. (7.15)

Observe that every m reals a1, . . . , am ≥ 2 satisfy:

m∏
i=1

1

ai

≤ 1∑m
i=1 ai

(this follows by induction on m from the fact that xy ≥ x + y for x, y ≥ 2).

Therefore, as ri ≥ 6 > 2 · (2
√

2/π)2 for 1 ≤ i ≤ s, it follows that:

s∏
i=1

2
√

2/π√
ri

≤ 2
√

2/π√∑s
i=1 ri

.

Combining this with (7.15) we obtain that if
∑s

i=1 ri > n/25, then |D| <

8 · 2d/
√

n, contradicting the assumption on |D|. Assume therefore that∑s
i=1 ri ≤ n/25. Altogether, we obtain that R = ∪t

j=1Rj satisfies:

|R| =
t∑

i=1

ri ≤ (
s∑

i=1

ri) + 5(t− s) ≤ n

25
+ 10 log n .

This completes the proof of the claim. ¥

It remains to deal with rows which do not belong to {0,±1}n \ {0, 1}n.

The next claim provides an upper bound on the number of such rows in M :

Claim 7.3.4. Let M,D, w satisfy the requirements of Lemma 7.3.2, and

let R ⊂ [d] be a set of indices of rows of M as provided by Claim 7.3.3.

Let S denote the set of indices in [d] \ R of rows which do not belong to

{0,±1}n \ {0, 1}n. Then |S| < n/100.
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Proof of Claim. To prove the claim, fix a linear combination u of the rows

[d] \ S, and consider all the possible combinations of the rows of S which

can be added to w′ = w + u to produce vectors of D. We will show that the

number of these combinations is at most 2s/
√

πs/2, where s = |S|, and the

result will follow from the assumption on |D|.
Put S = S01 ∪ S01, where S01 ⊂ S is the set of indices of rows in S

which are {0, 1}n vectors, and S01 = S \ S01. Recall that the first d columns

of M form the identity matrix, and that w ∈ {0, 1}n, hence the only two

coefficients which can be assigned to the row i to produce {0, 1} values in

the i-th column are: { {0, 1} if wi = 0

{0,−1} if wi = 1
. (7.16)

It will be more convenient to have the coefficients {0, 1} for all rows of S: to

obtain this, subtract each row i ∈ S, whose coefficients are {0,−1}, from w′,
and let w′′ denote the resulting vector.

Let i ∈ S01 be an index of a row which does not belong to {0,±1}n, and let

j denote a column such that Mij = λ /∈ {0,±1}. Crucially, S ∩R = ∅, hence

column j contains at most one non-zero entry in the rows of S. Therefore,

the two possible values of the affine combination in index j are {w′
j, w

′
j + λ},

and as 0 < |λ| 6= 1 it follows that at least one of these values does not belong

to {0, 1}. We deduce that there is at most one valid choice of coefficients for

all the rows S01. Denoting this unique combination of the rows of S01 by v, it

follows that every linear combination of S which, when added to w′, belongs

to D, is the sum of z = w′′ + v and a linear combination of S01.

It remains to set the coefficients of the rows S01, and since each row of

S01 has {0, 1} as its coefficients, we are considering a sum of a subset of

the rows of S01. Each of these rows belongs to {0, 1}n, and in particular, is

non-negative: we claim that the set of possible subsets of S01 is therefore an

antichain. To see this, suppose that two distinct subsets X, Y ⊂ S01, X ⊂ Y ,

produce (when added to z) two vectors x, y ∈ Rn which correspond to sets

in D. The values of x, y at the indices of S01 are determined by the sets X, Y

(in fact, these values are equal to those of the corresponding characteristic

vectors), hence x 6= y. Furthermore, as the rows of S01 are non-negative, and

X ⊂ Y , we have xi ≤ yi for all i ∈ [n]. This contradicts the fact that D is
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an antichain. Let s′ = |S01|; Sperner’s Theorem gives:

|D| ≤ 2d−s ·
(

s′

bs′/2c
)
≤ 2d−s ·

(
s

bs/2c
)
≤ 2d

√
πs/2

,

and by the assumption on |D|, we obtain that s ≤ n/100, completing the

proof of the claim. ¥

Altogether, Claims 7.3.3 and 7.3.4 imply that we can delete at most

|R|+ |S| ≤ n

20
+ 10 log n

rows of M , and obtain a subset of c rows, d− n
20
−10 log n ≤ c ≤ d, satisfying

the statements of the lemma. ¥

Note that the requirements of Lemma 7.3.2 are satisfied both by MA,A
and by MB,B. Indeed, if either |A| < 8√

n
· 2k or |B| < 8√

n
· 2h, then (7.13)

holds and we are done. The remaining requirement on the characteristic

vectors of D is satisfied by definition (for A, w is the zero vector, whereas

for B, w = χB1).

Applying Lemma 7.3.2 to MA,A, we obtain a set of at least c1 ≥ k −
n
20
− 10 log n rows, C1 ⊂ [k], such that each row has an entry of −1 at some

index j > k, and each column has at most 1 non-zero entry in these rows. In

particular, we get: c1 ≤ n− k, and thus:

k − n

20
− 10 log n ≤ n− k ,

and by (7.12) we get:

{
n
2
− log n ≤ k ≤ 21

40
n + 5 log n

19
40

n− 6 log n ≤ h ≤ n
2

. (7.17)

Next, let C ′
1 ⊂ C1 denote the set of indices of rows of C1 with precisely two

non-zero entries. Notice that, as each of the columns {k + 1, . . . , n} contains

at most 1 non-zero entry in the rows C1, and on the other hand, each of the

rows C1 contains a non-zero value in one of these columns, it follows that
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|C1 \ C ′
1| ≤ n− k − c1. The lower bound on c1 and (7.17) give the following

bound on c′1 = |C ′
1|:

c′1 ≥ c1 − (n− k − c1) ≥ 3k − n

10
− 20 log n− n ≥ 2

5
n− 23 log n . (7.18)

Since each row i ∈ C ′
1 has precisely 2 non-zero entries, it follows that it has

the entry 1 at index i and the entry −1 at some index j > k.

Applying Lemma 7.3.2 to MB and B, we obtain a set of at least c2 ≥
h − n

20
− 10 log n rows, C2 ⊂ [h], and a similar argument to the one above

implies that at most n−h−c2 rows can contain more than 2 non-zero entries.

Let C ′
2 ⊂ C2 denote the set indices of rows of C2 with precisely two non-zero

entries, and let c′2 = |C ′
2|. By the lower bound on c2 and (7.17) we obtain:

c′2 ≥ c2 − (n− h− c2) ≥ 3h− n

10
− 20 log n− n ≥ 13

40
n− 38 log n . (7.19)

Note that each row i ∈ C ′
2 has the entry 1 at the index i and the entry −1

at some index j > h.

Finally, notice that (7.18) and (7.19) imply that c′1 + c′2 > n/2 for a suffi-

ciently large value of n. However, as the rows of MA and MB are orthogonal,

the non-zero entries of each pair of rows i ∈ C ′
1 and j ∈ C ′

2 must be in pair-

wise disjoint columns. In particular, we obtain that 2c′1 +2c′2 ≤ n, yielding a

contradiction. Thus, either A or B does not meet the requirements of Lemma

7.3.2, and we deduce that (7.13) holds. ¥

7.4 Proof of Theorem 7.1.1 and two lemmas

Let A and B denote an `-cross-intersection pair of families in 2[n]. Recall

that in the proof of Theorem 7.3.1, we argued that if, for instance, A is not

an antichain, then
⋃

B∈B B 6= [n] (see (7.9)). In such a case, letting i ∈ [n]

be so that i /∈ B for all B ∈ B, it follows that A = A′ ∪ {A ∪ {i} : A ∈ A′}
and B = B′, where (A′,B′) is an optimal `-cross-intersecting pair on [n]\{i}.
Therefore, by induction, the structure of A,B is as specified in Theorem

7.1.1, where the parameter n′ (determining the set X in (7.5)) accounts for

the modification of (A′,B′) to (A,B). The same consideration applies when⋃
A∈A A 6= [n], which follows when B is not an antichain (in this case, the set
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Y in (7.5) treats the modification of B′ to B). Altogether, we may assume

that A,B are both antichains, and furthermore:

⋃
A∈A

A =
⋃
B∈B

B = [n] . (7.20)

It remains to prove that in this case |A||B| ≤ (
2`
`

)
2n−2`, and that equality

holds iff for some

κ ∈ {2`− 1, 2`} , τ ∈ {0, . . . , κ} ,

κ + τ = n,
(7.21)

the following holds up to a relabeling of the elements of [n] and swapping

A,B:

A =

{⋃
T∈J

T : J ⊂
{ {1, κ + 1}, . . . , {τ, κ + τ},

{τ + 1}, . . . , {κ}
}

, |J | = `

}
,

B =

{
L ∪ {τ + 1, . . . , κ} :

L ⊂ {1, . . . , τ, κ + 1, . . . , κ + τ}
|L ∩ {i, κ + i}| = 1 for all i ∈ [τ ]

}
.

(7.22)

Following the notations of Theorem 7.3.1, define FA,F ′
B, k, h as in (7.10)

and (7.11), obtaining k ≥ h. Recall that the proof of Theorem 7.3.1 im-

plies that |A||B| ≤ 2k+h+3/
√

n provided that ` is sufficiently large (equation

(7.13)). This implies that if k + h ≤ n− 4 then:

|A||B| ≤ 1

2
· 2n

√
n

,

and as 1
2

< 1/
√

π, the pair A,B is suboptimal. Assume therefore that k+h ≥
n− 3: {

n−3
2
≤ k

n− 3 ≤ k + h ≤ n
. (7.23)

Observe that, as the rows of MA are orthogonal to the rows of MB, we may

assume without loss of generality that:

MA =
(

Ik ∗ )
, MB =

( ∗ Ih

)
.
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To see this, first perform Gauss elimination on a basis for FA to obtain MA.

Next, perform Gauss elimination on a basis for F ′
B, and notice that, as the

rows of MA and MB are pairwise orthogonal, it is always possible to find

a leading non-zero entry at some index j > k. Once MB is in row-reduced

echelon form, we may relabel the elements k + 1, . . . , n to obtain the above

structure.

We again apply the arguments of Lemma 7.3.2 on A,MA and on B,MB,
only this time we perform the calculations more carefully. Let RA ⊂ [k] de-

note the subset of the rows of MA which are selected by the process described

in Claim 7.3.3. That is, we repeatedly select an arbitrary column with at

least 2 non-zero entries, while one exists, add the rows where it is non-zero

to RA, and delete them from MA. While in Claim 7.3.3 we repeatedly se-

lected a column with a maximal number of non-zero entries, here we allow

an arbitrary choice when selecting the next column with at least 2 non-zero

entries. Let rA = |RA|, and define RB ⊂ [h] and rB = |RB| similarly for MB.

Let SA ⊂ [k]\RA denote the indices of rows of MA, which belong neither

to RA nor to {0,±1}n \ {0, 1}n. That is, SA denotes the rows which were

treated by Claim 7.3.4. Let sA = |SA|, and define SB ⊂ [h]\RB and sB = |SB|
similarly for MB.

The following lemma, proved in Section 7.5, determines the optimal pairs

A,B when rA + sA = o(n):

Lemma 7.4.1. If there exists some order of column selection when producing

the set RA such that rA + sA = o(n), then |A||B| ≤ (
2`
`

)
2n−2`. Furthermore,

equality holds iff either:

MA =




Ik−1

0
...
0

−Ik−1

0
...
0

0 1 1 . . . 1 1




, MB =




Ik−1

−1
...

−1

Ik−1

0
...
0

0 −1 0 . . . 0 1




h ∈ {2`− 2, 2`− 1} , h + k = n , k ∈ {n
2
, n+1

2
} , B1 = ∪i∈[`]{(i, k + i)}

(7.24)
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or :

MA =




Ik−2

0
...
0

0
...
0

−Ik−2

0
...
0

0
...
0

0 1 0 1 . . . 1 1 1
0 0 1 1 . . . 1 1 1




,

MB =




Ik−2

−1
...

−1

−1
...

−1

Ik−2

0
...
0

0
...
0

0 −1 −1 0 . . . 0 1 0
0 −1 −1 0 . . . 0 0 1




h ∈ {2`− 2, 2`− 1} , h + k = n , k ∈ {n
2
, n+1

2
, n

2
+ 1} ,

B1 = ∪i∈[`]{(i, k + i)}

(7.25)

up to a relabeling of the elements of [n] and the choice of B1. In both cases

above, the pair (A,B) belongs to the family (7.22) with κ = h + 1, τ = k− 1

and swapping A,B.

In the above figures (7.24) and (7.25), the columns to the right of the

double-line-separators and the rows below the double-line-separators appear

or not, depending on the value of k.

The remaining case is treated by the next lemma, which is proved in

Section 7.6, and concludes the proof of the theorem:

Lemma 7.4.2. If every order of column selection when producing the set RA

gives rA + sA = Ω(n), then |A||B| ≤ (
2`
`

)
2n−2`. Furthermore, equality holds

iff:

MA =

(
Ih 0 Ih

0 Ik−h 0

)
, MB =

( −Ih 0 Ih

)

k ∈ {2`− 1, 2`} , h + k = n , B1 = [k]

(7.26)

up to a relabeling of the elements of [n]. In this case, the pair (A,B) belongs

to the family (7.22) with κ = k and τ = h.

Remark 7.4.3: It is, in fact, not difficult to check that if, in one order of

column selection we have rA + sA = Ω(n), so is the case in any order, but

the above formulation suffices for our purpose.
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7.5 Proof of Lemma 7.4.1

Let C1 = [k] \ (RA ∪ SA). By the assumption on rA, sA and the fact that

k ≥ n−3
2

we deduce that |C1| = (1 − o(1))k. Recall that each column of

MA contains at most one non-zero entry in the rows of C1, and that each

row of C1 belongs to {0,±1}n \ {0, 1}n. Hence, n ≥ k + |C1| = (2 − o(1))k.

Altogether, we obtain that:

k =

(
1

2
+ o(1)

)
n , h =

(
1

2
− o(1)

)
n . (7.27)

The {1,−1} entries in each row of C1 account for 2|C1| = (1−o(1))n distinct

columns, leaving at most o(n) columns which may contribute additional val-

ues to rows of C1. Again, as each column contains at most 1 non-zero entry

in the rows of C1, the set of all rows with non-zero entries either in these

columns, or in columns {k + 1, . . . , n − h} (at most 3 columns), is of size

o(n). We obtain that, without loss of generality:

L99 · · · k · · · 99K ||L99≤ 3 99K|| L99· · ·h · · · 99K

MA =

(
Ik′

0

0

Ik−k′

0

∗
−Ik′

∗
0

∗
)

,
(7.28)

where k′ = (1− o(1))k = (1− o(1))h. The above structure of MA provides a

quick bound on |A|. Consider column n − h + 1; if this column contains at

least 2 non-zero entries, then we gain a factor of 3
4

by (7.14). Otherwise, the

fact that Mn−h+1,1 = −1 implies that the coefficient of row 1 is necessarily

0, giving a factor of 1
2
. Therefore:

|A| ≤ 3

4
· 2k . (7.29)

For another corollary of (7.28), notice that for all i ∈ [k′], row i of MA
contains 1,−1 in columns i, n − h + i respectively (and 0 in the remaining

columns), and is orthogonal to all rows of MB. It follows that columns

i, n− h + i are equal in MB for all i ∈ [k′], and hence:

L99 · · · k · · · 99K ||L99≤ 3 99K|| L99· · · h · · · 99K

MB =

(
Ik′

0

∗
∗

∗
∗

Ik′

0

0

Ih−k′

)
.

(7.30)
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We claim that the above structure of MB implies that rB + sB = (1− o(1))h.

Indeed, once we delete the rows RB ∪ SB from MB, each row must contain

an entry of −1, which must reside in one of the columns k′ + 1, . . . , n − h.

As each column contains at most one non-zero entry in rows [h] \ (RB ∪SB),

we deduce that n− h− k′ ≥ h− rB − sB, and equivalently:

rB + sB ≥ 2h + k′ − n = (1− o(1))h =

(
1

2
− o(1)

)
n ,

where the last two equalities are by (7.27) and the fact that k′ = (1− o(1))k.

Recall that the analysis of Claim 7.3.3 implies that, if RB is nonempty, then

at most 2rB+1/
√

π
2
rB linear combinations of the rows of RB are valid in

order to produce a {0, 1}n vector from the rows of MB. Furthermore, if SB

is nonempty, then for each choice of coefficients for the rows [h] \ SB, Claim

7.3.4 implies that at most 2sB/
√

π
2
sB combinations of the rows of SB are

valid in order to produce a {0, 1}n antichain of vectors from the rows of MB.
Since in our case we have rB + sB = Ω(n), at least one of rB, sB is Ω(n), and

we deduce that:

|B| = O(2h/
√

n) . (7.31)

Furthermore, if both rB = ω(1) and sB = ω(1) we get |B| = O( 2h√
rBsB

) =

o(2h/
√

n) and hence (regardless of the structure of MA)

|A||B| = o(2k+h/
√

n) ≤ o(2n/
√

`) ,

showing this cannot be an optimal configuration, as required. The same

consequence is obtained if either rA = ω(1) or sA = ω(1), as in this case

|A| = o(2k). Assume therefore that rA + sA = O(1), and by the above

arguments we obtain that:

k = n
2

+ O(1) , h = n
2
−O(1) , (7.32)

k′ = k −O(1) , (7.33)

rB = O(1) , sB = h−O(1) or rB = h−O(1) , sB = O(1) . (7.34)

At this point, we claim that either n = (4 + o(1))`, or the pair A,B is

suboptimal:



7.5 Proof of Lemma 7.4.1 151

Claim 7.5.1. Let A,B be as above, then either |A||B| = o(2n/
√

n) or n =

(4 + o(1))`.

Proof. Fix a choice of coefficients for the last k − k′ rows of MA, yielding

a linear combination wA. By the structure of MA specified in (7.28), if for

some index i ∈ [k′], wA does not equal 0 at index i or does not equal 1 at

index n − h + i, then the i-th row of MA has at most one valid coefficient.

Thus, if there are ω(1) such indices, we deduce that there are at most o(2k′)

combinations of the rows [k′] of MA which extend wA to an element of A.

Therefore, by (7.31), this choice of wA counts for at most o(2k′+h/
√

n) pairs

(A,B) ∈ A × B. Summing over all 2k−k′ choices for wA, this amounts to at

most o(2n/
√

n) pairs (A,B) ∈ A×B, and we may thus assume that at least

k′ −O(1) of the indices j ∈ [k′] satisfy

w
(j)
A = 0 , w

(n−h+j)
A = 1 . (7.35)

Next, fix a choice of coefficients for the last h − k′ rows of MB, yielding an

affine combination (together with χB1) wB, and consider the structure of MB
specified in (7.30). Every index j ∈ [k′] for which χ

(j)
B1
6= χ

(n−h+j)
B1

implies

that the row j has at most one valid coefficient. Thus, if there are ω(1) such

indices, it follows that wB can be extended to at most o(2h/
√

n) elements

of B. To see this, take m = ω(1) and yet m = o(n) such rows, arbitrarily;

there is at most one legal combination for these rows. As rB + sB = Ω(n),

the remaining rows have at most O(2h−m/
√

n) combinations, and the result

follows.

Altogether, we may assume that k′ −O(1) of the indices j ∈ [k′] satisfy:

χ
(j)
B1

= χ
(n−h+j)
B1

. (7.36)

Let L ⊂ [k′] denote the indices of [k′] which satisfy both (7.35) and (7.36).

It follows that |L| = h−O(1), and for each i ∈ L, the choice of a coefficient

for row i exclusively determines between the cases i, n + h − i ∈ B and

i, n + h− i /∈ B.

Fix a choice of coefficients for the remaining rows of MA, and let A denote

the resulting set, and fix a choice of coefficients for all rows of MB except

those whose indices are in L. For each i ∈ L, let Xi denote the variable whose
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value is 1 if we choose a coefficient for the row i such that i, n + h − i ∈ B

and 0 otherwise. Recall that A contains precisely one element from each pair

{i, n + h− i : i ∈ L}. Therefore, any choice of coefficients of the rows L in

MB gives a set B which satisfies:

` = |A ∩B| = (
∑
i∈L

Xi) + O(1) , (7.37)

where the O(1)-term accounts for the intersection of A with at most n −
2|L| = O(1) indices. Choose one of each pair of coefficients for each row of

L uniformly at random and independently of the other rows, to obtain that

X =
∑

i∈L Xi has a binomial distribution Bin(n
2
− O(1), 1

2
). Fix some small

ε > 0; by the Chernoff bound (see, e.g., [19], Chapter A.1):

Pr[|X − n

4
| > εn] ≤ O (exp(−Ω(n))) ,

thus if |` − n
4
| > εn then at most O(2h/ exp(Ω(n))) sets B ∈ B can be

produced from wB and we are done. We conclude that ` = (1
4

+ o(1))n. ¥

The last claim, along with (7.34), implies that the case sB = h−O(1) is

suboptimal. Indeed, in this case:

|B| ≤ 2h

√
πsB/2

= (1 + o(1))
2h

√
πh/2

= (1 + o(1))
2h

√
πn/4

= (1 + o(1))
2h

√
π`

,

where the last inequality is by Claim 7.5.1. Combining this with (7.29), we

deduce that |A||B| is at most (3
4

+ o(1))2n/
√

π`, and that the pair A,B is

suboptimal.

It remains to deal with the case rB = h−O(1), in which case we have:

|B| ≤ 2h+1

√
πrB/2

= (2 + o(1))
2h

√
π`

, (7.38)

and hence (|A| ≤ 3
4
· 2k), |A||B| ≤ (3

2
+ o(1))2k+h/

√
π`. If k + h < n, it

follows that |A||B| is at most (3
4

+ o(1))2n/
√

π`, and again the pair A,B is

suboptimal. We may thus assume:

k + h = n , rB = h−O(1) , sB = O(1) .
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To complete the proof of the lemma, we show that either |A||B| ≤ (δ +

o(1))2n/
√

π` for some fixed δ < 1, or all columns of MB except either 1 or

2 have at most 1 non-zero entry, whereas the remaining columns are of the

form (−1, . . . ,−1). This will imply that either (7.24) holds or (7.25) holds.

For this purpose, we must first concentrate on the (k − k′) × k′ sub-matrix

of MA, on rows {k′ + 1, . . . , k} and columns {k + 1, . . . , k + k′}. This sub-

matrix appears boxed in diagram (7.39), which reflects the form of MA and

MB given the fact k + h = n:

L99 · · · · · · k · · · · · · 99K || L99· · · · · ·h · · · · · · 99K

MA =

(
Ik′

0

0

Ik−k′

−Ik′

∗
0

∗
)

L99 · · · · · · k · · · · · · 99K || L99· · · · · ·h · · · · · · 99K

MB =

(
Ik′

0

∗
∗

Ik′

0

0

Ih−k′

)
. (7.39)

Suppose the linear combination of rows k′+1, . . . , k of MA is some vector wA.

A key observation is the following: if wA has ω(1) entries not equal to 1 in

indices {k+1, . . . , k+k′}, then at most o(2k′) combinations of the remaining

rows can be added to wA to produce a vector in {0, 1}n. This follows directly

from the structure of MA in (7.28), as the fact that w
(k+j)
A 6= 1 forces the

coefficient of row j to be 0. Using the above observation, we will show that

either |A| ≤ (3
8

+ o(1))2k, or at most O(1) columns of MA with indices {k +

1, . . . , k+k′} are not of one of the forms {(−1, 1, 0, . . . , 0), (−1, 1, 1, 0, . . . , 0)}
(at some coordinate order). Consider the following three cases:

(I) ω(1) columns of MA contain at least 3 non-zero entries in rows

{k′ + 1, . . . , k}: Let S denote the indices of columns in {k + 1, . . . , k +

k′} for which MA has non-zero entries in rows {k′ + 1, . . . , k}. The

Littlewood-Offord Lemma implies that, whenever there are t non-zero

entries in a single column in these rows, then at most m = 2k−k′−t
(

t
bt/2c

)

of the 2k−k′ possible linear combinations of these rows can produce

a value of 1. Notice that for t ≥ 3 we get
(

t
bt/2c

)
/2t ≤ 3

8
, hence

m/2k−k′ ≤ 3
8
. Next, let each column which has at least 3 non-zero

entries in rows {k′ + 1, . . . , k} “rate” m linear combinations, includ-

ing all those for which it gives a value of 1. It follows that choosing
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any combination for rows {k′ + 1, . . . , k} excluding the most popular

set of m linear combinations, yields values not equal to 1 in at least

|S|/(2k′−k

m

)
= Ω(|S|) = ω(1) columns, hence (by the above observa-

tion) such combinations contribute o(2k) vectors to A. We deduce

that |A| ≤ (3
8

+ o(1))2k.

(II) ω(1) columns of MA contain 2 non-zero entries 6= (1, 1) in rows

{k′ + 1, . . . , k}: The argument here is similar to the argument in the

previous item. If a column has two non-zero entries (x, y) 6= (1, 1) in

rows k′+1, . . . , k, then the possible values of the linear combination at

this column are {0, x, y, x + y}. At most 1 of these 4 values can be 1,

hence at most m = 2k−k′−2 of the combinations yield a value of 1 at this

column. By the above argument, we deduce that |A| ≤ (1
4

+ o(1))2k.

(III) ω(1) columns of MA contain at most 1 non-zero entry 6= 1

in rows {k′ + 1, . . . , k}: this case is the simplest, following directly

from the observation. Indeed, every linear combination of the rows

k′ + 1, . . . , k has ω(1) entries which do not equal 1 in columns {k +

1, . . . , k + k′}, hence |A| = o(2k).

Note that if |A| ≤ (3
8
+o(1))2k, then |A||B| ≤ (3

4
+o(1))2n/

√
π` by (7.38), as

required. Assume therefore that MA has at most O(1) columns among {k +

1, . . . , k + k′}, whose set of non-zero entries in rows {k′ + 1, . . . , k} is neither

{1} nor {1, 1}. We use the abbreviation {1}-columns and {1, 1}-columns for

the k′−O(1) remaining columns whose non-zero entries in rows {k′+1, . . . , k}
of MA are {1} and {1, 1} respectively; according to this formulation:

k′ −O(1) of columns {k + 1, . . . , k′} of MA are

{1}-columns or {1, 1}-columns . (7.40)

The two cases of whether there are ω(1) or O(1) {1}-columns, are treated by

Claims 7.5.2 and 7.5.3 respectively, and determine which of the two optimal

families, stated in (7.24),(7.25), is obtained. These two claims are stated and

proved in Subsections 7.5.1 and 7.5.2.
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7.5.1 The optimal family (7.24)

Claim 7.5.2. If ω(1) of columns {k +1, . . . , k +k′} of MA are {1}-columns,

then (7.24) holds.

Proof. It follows that some row of {k′+1, . . . , k} contains a value of 1, which

is the single non-zero entry of this column in these rows, in ω(1) columns of

{k + 1, . . . , k + k′} (take the most popular row of {k′ + 1, . . . , k}). Without

loss of generality, assume that this row is row k, the last row of MA. By the

observation above, the coefficient for row k of MA must be 1, otherwise only

o(2k) combinations of the remaining rows produce vectors in {0, 1}n. This

has several consequences:

(1) Row k contains the value 1 in columns {k + 1, . . . , k + k′}. To see this,

notice that if (MA)k,k+j 6= 1 for some j ∈ [k′], then |A| ≤ (
1
4

+ o(1)
)
2k:

either the coefficient for row k is 0, contributing o(2k) vectors to |A|, or

it is 1, forcing the coefficient of row j to be 0.

(2) Row k contains {0, 1} values in columns {k + k′ + 1, . . . , n}. Indeed, if

(MA)k,k+j /∈ {0, 1} for some j ∈ {k′ + 1, . . . , n − k}, then the all-zero

choice of coefficients for rows {k′ + 1, . . . , k − 1} becomes illegal when

giving row k the coefficient 1, implying that |A| ≤ (
δ
2

+ o(1)
)
2k, where

δ = 1− 2−(k−k′).

(3) If M ′
A is the (k−1)×n sub-matrix of rows {1, . . . , k−1} of MA (that is,

the matrix obtained by erasing the last row of MA), then every column

of M ′
A contains at most 1 non-zero entry, and every row of M ′

A belongs to

{0,±1}n \ {0, 1}n. To see this, notice that the coefficient of row k is set

to 1, otherwise we obtain at most o(2k) vectors. We can thus regard this

row as an affine vector in {0, 1}n, and consider the 2k−1 combinations

for the remaining rows. Now, a column of M ′
A with at least 2 non-zero

entries implies that the number of such legal combinations (resulting in

a vector in {0, 1}n) is at most 3
4
· 2k−1, and a row which does not belong

to {0,±1}n \ {0, 1}n implies that this number is at most 2k−2. In both

cases, we get |A| ≤ (3
8

+ o(1))2k.



156 Uniformly cross intersecting families

(4) Every row of M ′
A has at most 2 non-zero values: assume that the converse

holds, that is, that row m ∈ [k−1] contains at least 2 non-zero entries in

indices {k + 1, . . . , n}. Since each of the k − 1 rows of M ′
A must contain

a −1 value in an exclusive column, it leaves at most n − k − (k − 1) =

n − 2k + 1 ≤ 1 column (recall that k ≥ n
2
), which can contribute 1

additional non-zero value to row m. We deduce that row m has precisely

two non-zero entries at columns {k + 1, . . . , n}. However, in this case

column m of MB has precisely two non-zero entries , since (7.39) and the

orthogonality of MA,MB imply that:

(MA)i,k+j = −(MB)j,i for all i ∈ [k] and j ∈ [h] (7.41)

(the inner product of row i of MA and row j of MB is (MA)i,k+j+(MB)j,i =

0). From the same reason, column k of MB has at least k′ non-zero

entries (as row k of MA has the value 1 in columns {k + 1, . . . , k + k′}).
Therefore, performing the process of Claim 7.3.3 first on column m and

then on column k of MB gives |B| ≤ 3
4
· 2+o(1)√

π`
, hence the pair A,B is

suboptimal.

Items (3) and (4) imply that, if the pair A,B is optimal, then without loss

of generality, M ′
A is of the form ( Ik−1|0|−Ik−1|0 ), as each row has 1,−1 in

exclusive columns and 0 everywhere else. In particular, k′ = k− 1, and since

k ≥ n/2 and k + k′ ≤ n, we get:

k = h =
n

2
or (k =

n + 1

2
, h =

n− 1

2
) , (7.42)

and without loss of generality (using the orthogonality of MA,MB):

MA =




Ik−1

0
...
0

−Ik−1

0
...
0

0 1 1 . . . 1 0/1




, MB =




Ik−1

−1
...
−1

Ik−1

0
...
0

0 0/− 1 0 . . . 0 1




,

(7.43)

where the last column of MA and the last row and column of MB do not

exist in case k = (n + 1)/2. If h = n/2 and (MB)h,k = 0 (as opposed

to −1), then |B| ≤ (1 + o(1))2h/
√

π`: the first h − 1 rows have at most
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(2 + o(1))2h−1/
√

π` combinations by the usual Littlewood-Offord argument

on column k, and when adding row h we must form an antichain. It follows

that if k = h = n/2, then (MB)h,k = −1 and, by orthogonality, (MA)k,n = 1:

MA =




. . .
...

0

0 1 1 . . . 1 1


 , MB =




. . .
...

0

0 −1 0 . . . 0 1


 .

Finally, notice that the above structure of MA implies that the coefficient

for row k is always 1: a coefficient of 0 necessarily results in the all-zero

vector, which is forbidden in A (for instance, since |A| is an antichain, or

since ` > 0). Therefore:

|A| ≤ 2k−1 .

If χ
(j)
B1
6= χ

(k+j)
B1

for some j ∈ [k − 1], we must assign the coefficient 0 to row

j of MB, and we are done, as in this case |B| ≤ (1 + o(1))2h/
√

π`. Assume

therefore that χ
(j)
B1

= χ
(k+j)
B1

for all j ∈ [k − 1], and define:

P = {i ∈ [h] : k + i /∈ B1} = {i ∈ [h] : χ
(k+i)
B1

= 0} , Q = [h] \ P .

Every row i ∈ P of MB has {0, 1} as the set of possible coefficients, and

every row i ∈ Q has {0,−1} as the possible coefficients. Take B ∈ B, and

suppose that the affine combination which produces B assigns the coefficient

1 to p rows of P (0 ≤ p ≤ |P |), and assigns the coefficient −1 to q rows of Q

(0 ≤ q ≤ |Q|). It follows from (7.43) that for all A ∈ A:

` = |A ∩B| = p + (|Q| − q) + χ
(k)
B . (7.44)

Let B0 denote the sets {B ∈ B : k /∈ B}, and let B1 = B \ B0. By (7.44), we

obtain that q = p + |Q| − ` if k /∈ B, hence:

|B0| ≤
|P |∑
p=0

(|P |
p

)( |Q|
p + |Q| − `

)
=

|P |∑
p=0

(|P |
p

)( |Q|
`− p

)
=

(
h

`

)
.

Similarly, if k ∈ B then q = p + |Q| − ` + 1, and it follows that: |B1| ≤
(

h
`−1

)
.

Altogether:

|B| = |B0|+ |B1| ≤
(

h

`

)
+

(
h

`− 1

)
=

(
h + 1

`

)
,
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and as |A| ≤ 2k−1:

|A||B| ≤
(

h + 1

`

)
2n−h−1 . (7.45)

As the maxima of the function f(x) =
(

x
`

)
2−x on the domain N are achieved

at x ∈ {2`−1, 2`}, we conclude that h ∈ {2`−2, 2`−1} (otherwise |A||B| <(
2`
`

)
2n−2`). Finally, recalling that:

χ
(k)
B = q − p + χ

(k)
B1

, (7.46)

and combining (7.44) and (7.46) we get:

` = |Q|+ χ
(k)
B1

.

Therefore, whenever χ
(k)
B1

= 0 we get |Q| = `, hence B = ∪i∈[`]{(i, k + i)}
for some B ∈ B. Letting B1 denote this set B without loss of generality, we

obtain the statement of (7.24).

Finally, let us link the above to the optimal family (7.22). Define:

X =

{ {k, n} if k = n
2

{k} if k = n+1
2

.

Each set A ∈ A is obtained by choosing one out of each pair of elements{{i, k + i} : i ∈ [k − 1]
}
, then adding these k − 1 chosen elements to the

elements of X. Define:

Y =

{ {{i, k + i} : i ∈ [k − 1]
} ∪ {{n}} if k = n

2{{i, k + i} : i ∈ [k − 1]
}

if k = n+1
2

.

Each set B ∈ B1 (that is, those sets which contain k) has, in addition to

k, ` − 1 objects of Y . Each set B ∈ B0 is the union of ` objects of Y , and

altogether, all sets B ∈ B are the union of ` objects of Y ∪ {{k}}. As the

last set holds the k− 1 pairs {i, k + i} for i ∈ [k− 1] and the single elements

corresponding to X, this fits the description of (7.22) for κ = h+1, τ = k−1

and swapping A,B. ¥
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7.5.2 The optimal family (7.25)

Claim 7.5.3. If O(1) of columns {k +1, . . . , k +k′} of MA are {1}-columns,

then (7.25) holds.

Proof. By the assumption and by (7.40), we obtain that k′ − O(1) of the

columns {k + 1, . . . , k + k′} are {1, 1}-columns, that is, there are k′ − O(1)

columns j ∈ {k+1, . . . , k+k′} where there are precisely two non-zero entries

in rows {k′ + 1, . . . , k}, and both entries are equal to 1. For each such

column j, let i1(j), i2(j) ∈ {k′ + 1, . . . , k} denote the rows where these two

entries are located. Assume that, without loss of generality, the pair of rows

k−1, k is the most popular pair among the above pairs of rows {(i1(j), i2(j)) :

j is a {1, 1}-column}; it follows that there are ω(1) columns (and in fact,

Ω(k′) columns) j ∈ {k + 1, . . . , k + k′} such that:

{
(MA)k−1,j = (MA)k,j = 1 ,

(MA)i,j = 0 for all i ∈ {k′ + 1, . . . , k − 2} .

Hence, if we assign the same coefficient to rows k− 1, k then we obtain ω(1)

values which differ from 1 in columns {k + 1, . . . , k′}, and contribute o(2k)

vectors to A. We must therefore assign the coefficient 1 to precisely one of

the rows k − 1, k (and assign the coefficient 0 to the other).

The arguments given in the proof of Claim 7.5.2 regarding row k readily

imply the following analogous results on rows k − 1, k:

(1) Rows k − 1, k contain the value 1 in columns {k + 1, . . . , k}.

(2) Rows k − 1, k belong to {0, 1}n.

(3) If M ′
A is the (k − 2) × n sub-matrix of rows {1, . . . , k − 2} of MA, then

every column of M ′
A contains at most 1 non-zero entry, and every row of

M ′
A belongs to {0,±1}n \ {0, 1}n.

(4) Every row of M ′
A contains at most 2 non-zero entries.

By the last two items, we deduce that if A,B is an optimal pair, then without

loss of generality, M ′
A = ( Ik−2|0|−Ik−2|0 ), and in particular, k′ = k − 2. The
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constraints k ≥ n/2 and k + k′ ≤ n now imply:

k = h =
n

2
or (k =

n + 1

2
, h =

n− 1

2
) or (k =

n

2
+ 1 , h =

n

2
− 1) ,

(7.47)

and by orthogonality:

MA =




Ik−2

0
...
0

0
...
0

−Ik−2

0
...
0

0
...
0

0 1 0 1 . . . 1 0/1 0/1
0 0 1 1 . . . 1 0/1 0/1




,

MB =




Ik−2

−1
...

−1

−1
...

−1

Ik−2

0
...
0

0
...
0

0 0/− 1 0/− 1 0 . . . 0 1 0
0 0/− 1 0/− 1 0 . . . 0 0 1




, (7.48)

where the last two columns of MA and the last two rows and columns of MB
are optional, depending on whether k = n

2
+ 1, k = n+1

2
or k = n

2
(where we

have 0, 1 or 2 of the last columns of MA and the last rows and columns of

MB respectively).

By (7.48), it now follows that choosing the same coefficient for both rows

k − 1, k does not produce sets in A (so far we only showed that it produces

o(2k) sets in A). Indeed, assigning the coefficient 0 to both these rows can

only yield the all-zero vector, forbidden in A (for instance, as ` > 0). As-

signing the coefficient 1 to rows k − 1, k can only yield a vector which is 1

in every coordinate j ∈ [2k − 2], and is the sum of the two rows k − 1, k in

columns 2k − 1, 2k if these columns exist. Hence, if this vector belongs to

{0, 1}n, then it contains any set which can be produced from MA, and we

have |A| = 1, and a suboptimal pair A,B. It follows that:

|A| ≤ 2k−1 .

Our next goal is to show that if row q ∈ {k − 1, k} of MB exists, then its

entries in columns k − 1, k (marked by 0/ − 1 in (7.48)) are both −1. Let
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q ∈ {k− 1, k} denote a row of MB, let m ∈ {1, 2} denote the number of rows

of {k− 1, k} in MB, and let q′ 6= q denote the additional row of {k− 1, k} in

MB if m = 2. Since m = 1 iff k = n+1
2

and m = 2 iff k = n
2
, it follows that

m = 2− (k − h).

First, assume that (MA)q,k−1 = (MA)q,k = 0. It follows that row q is

in {0, 1}n, and since B is an antichain, we get an additional factor of 1
2

on

|B| (first apply the Littlewood-Offord Lemma on the remaining rows with

respect to column k, then consider the coefficient for row q). It follows that

|B| ≤ (1 + o(1)) 2h√
π`

, and that |A||B| ≤ (1
2

+ o(1))2n/
√

π`.

Second, assume that (MA)q,k−1 6= (MA)q,k. Let t1 denote the number

of sets B ∈ B produced from MB by assigning the coefficient α 6= 0 to row

q, and the coefficient 0 to row q′ (if this row exists), and let t2 = |B| − t1.

Consider a set B counted by t2: since row q′ does not take part in the affine

combinations, the combination of rows [k − 2] together with χB1 sums up

to the same value, some λ, in the two columns k − 1, k (these two columns

are identical in rows [k − 2]). The fact that indices k − 1, k of the resulting

vector, χB, are {λ, λ− α}, forces λ to be equal to α. We can thus apply the

Littlewood-Offord Lemma on rows [k − 2] (with respect to column k, which

has 1 target value), and deduce that:

t1 ≤ (1 + o(1))
2k−2

√
π`

.

To obtain an upper bound on t2, for each of the remaining 2m−1 combinations

of rows {k − 1, k} in MB, column k has at most 2 target values (in order to

give a {0, 1} final value), hence, by the Littlewood-Offord Lemma:

t2 ≤ (2m − 1)(2 + o(1))
2k−2

√
π`

.

It follows that:

|B| = t1 + t2 ≤ (2− 2−m + o(1))
2m+k−2

√
π`

= (2− 2−m + o(1))
2h

√
π`

,

where in the last equality we used the fact that m = 2 − (k − h). The fact

that |A| ≤ 2k−1 now implies that the pair A,B is suboptimal.
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Having ruled out the cases (MA)q,k−1 = (MA)q,k = 0 and (MA)q,k−1 6=
(MA)q,k, we deduce that:

(MA)q,k−1 = (MA)q,k = −1 ,

hence the structure of MA,MB is:

MA =




. . .
...
0

...
0

0 1 0 1 . . . 1 1 1
0 0 1 1 . . . 1 1 1




,MB =




. . .
...
0

...
0

0 −1 −1 0 1 0
0 −1 −1 0 0 1




,

as specified in (7.25). To conclude the proof of the claim, recall that every

A ∈ A has precisely one of the elements k − 1, k, hence the analysis of

|A ∩ B| for all B ∈ B is exactly the same as in Claim 7.5.2 (precisely one of

the columns k− 1, k of MB effects the intersection). It follows that |A||B| ≤((
h
`

)
+

(
h

`−1

))
2n−h−1 =

(
h+1

`

)
2n−h−1, and hence h ∈ {2`−2, 2`−1}, otherwise

A,B is a suboptimal pair. Similarly, the arguments of Claim 7.5.2 imply that

|Q| = `, where Q is the set of indices {i ∈ [h] : k + i ∈ B1}, and without loss

of generality, we can take B1 to be ∪i∈[`]{i, k + i}. Altogether, (7.25) holds.

It remains to link the above to the optimal family (7.22). Define:

X =




{n− 1, n} if k = n

2

{n} if k = n+1
2

∅ if k = n
2

+ 1

.

Recall that precisely one of the rows k − 1, k receives the coefficient 1 in a

linear combination which produces some A ∈ A from MA. It follows that

each set A ∈ A is obtained by choosing one out of each pair of elements{{i, k + i} : i ∈ [k − 2]
} ∪ {{k − 1, k}}, then adding these k − 1 chosen

elements to the elements of X. Define:

Y =





{{i, k + i} : i ∈ [k − 2]
} ∪ {{n− 1}, {n}} if k = n

2{{i, k + i} : i ∈ [k − 2]
} ∪ {{n}} if k = n+1

2{{i, k + i} : i ∈ [k − 2]
}

if k = n
2

+ 1

.

Recall that, for all B ∈ B, the elements k − 1, k are either both in B or

both not in B. If k − 1, k /∈ B, then B is the union of ` elements of Y .
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Otherwise, B contains, in addition to {k− 1, k}, the union of `− 1 elements

of Y . Altogether, all sets B ∈ B are the union of ` objects of Y ∪{{k−1, k}}.

As the last set holds the k−2 pairs {i, k+i} for i ∈ [k−2], the pair {k−1, k}
and the single elements corresponding to X, this fits the description of (7.22)

for κ = h + 1, τ = k − 1 and swapping A,B.

This completes the proof of Claim 7.5.3 and of Lemma 7.4.1. ¥

7.6 Proof of Lemma 7.4.2

The assumption that rA + sA = Ω(n) implies that |A| = O(2k/
√

n). Thus, if

rB +sB = ω(1) we deduce that |A||B| = o(2n/
√

n) and we are done. Assume

therefore that rB + sB = O(1), and let C2 = [h] \ (RB ∪ SB). By definition

of RB and SB, the following holds:

• Every column of MB contains at most 1 non-zero value in the rows of

C2.

• Every row of C2 belongs to {0,±1}n \ {0, 1}n.

We wish to show that MB is roughly of the form (−Ih | 0 | Ih), although so

far we did not obtain any restriction on the number of rows in C2 with more

than 2 non-zero entries in MB. In contrast to the analysis of MA in Lemma

7.4.1, this does not follow directly from the fact that rB + sB = O(1), as h

might be substantially smaller than n/2 (as opposed to k).

We therefore return to MA and claim that at most O(1) columns of MA
contain at least 2 non-zero entries in a cascading manner. In other words,

the process where we repeatedly select an arbitrary column of MA with at

least two non-zero entries, and remove the rows where it is non-zero from the

matrix, ends after at most O(1) steps. To see this, assume that ω(1) such

columns exist: j1, . . . , jm. Perform the process of creating RA, beginning

with the above columns: choose column ji at step i for i ≤ m, and complete

the process in an arbitrary order of column selection, jm+1, . . . , jt. By the

assumption of the lemma, rA + sA = Ω(n), hence two cases are possible:

• rA = o(n): in this case sA = Ω(n). Clearly, rA ≥ 2m = ω(1) by the

assumption, and the additional O(1/
√

n) factor resulting from the rows

SA implies that |A| = o(2k/
√

n).
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Figure 7.2: The duality between MA and MB when selected rows of MB have

0 entries in columns {k + 1, . . . , n− h}.

• rA = Ω(n): by definition, rA =
∑t

i=1 ri. If for some i, j ≤ t we have

ri, rj = ω(
√

n) then |A| = o(2k/
√

n). Recall that if t ≥ 2 log n, then

|A| ≤ 2k/(3
4
)t ≤ 2k/n. These two facts imply that precisely one i

satisfies ri = Ω(n). Therefore, column i gives a factor of O(1/
√

n), and

the remaining t− 1 columns give a factor of o(1) as t ≥ m = ω(1) and

each such column contributes a factor of at most 3
4
. Altogether, we

deduce that |A| = o(2k/
√

n).

Assume therefore that MA contains at most O(1) columns which contain at

least 2 non-zero entries in a cascading manner. As we next show, returning to

MB, this implies that at most O(1) rows of C2 contain more than 2 non-zero

entries. First, recall that k + h ≥ n − 3 and that each column contains at

most one non-zero value in the rows of C2. Thus, we can remove at most

3 rows from C2 and obtain a set C ′
2, each remaining row of which does not

contain non-zero entries in indices k + 1, . . . , n − h. Second, suppose rows

i, j ∈ C ′
2 each contains more than 2 non-zero entries. Let i1, . . . , ir ∈ [k],

r ≥ 2, denote the indices of the non-zero entries of row i excluding its value
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of 1 at index n− h + i (recall that columns n− h + 1, . . . , n of MB form the

identity matrix of order h). Similarly, let j1, . . . , jm ∈ [k], m ≥ 2, denote the

corresponding indices of row j :

(MB)i,it 6= 0 for 1 ≤ t ≤ r , (MB)i,n−h+i = 1 ,

(MB)j,jt 6= 0 for 1 ≤ t ≤ m , (MB)j,n−h+j = 1 .

Since the rows of MA are orthogonal to the rows of MB, and columns 1, . . . , k

of MA form the identity matrix of order k, we deduce that:

(MA)n−h+it,i 6= 0 for 1 ≤ t ≤ r ,

(MA)n−h+jt,j 6= 0 for 1 ≤ t ≤ m .

See Figure 7.2 for an illustration of the above relation between MA and MB.
As the sets {i1, . . . , ir} and {j1, . . . , jm} are disjoint, columns n− h + i and

n− h + j of MA each contains at least 2 non-zero entries in pairwise distinct

indices. In general, if m rows in C ′
2 contain more than 2 non-zero entries,

we deduce that m columns in MA contain at least 2 non-zero entries in a

cascading manner. As argued above, there are at most O(1) such columns

in MA, hence m = O(1): let C ′′
2 denote the set C ′

2 after removing these m

rows, and let h′ = |C ′′
2 | = h − O(1). Each row of C ′′

2 is in {0,±1}n \ {0, 1}n

and contains at most 2 non-zero values, and we deduce that without loss of

generality:

L99 · · · k · · · 99K ||L99≤ 3 99K|| L99· · · h · · · 99K

MB =

( −Ih′

∗
0

∗
0

∗
Ih′

0

0

Ih−h′

)
.

(7.49)

Since the rows of MA and MB are orthogonal, it follows that:

L99 · · · k · · · 99K ||L99≤ 3 99K|| L99· · ·h · · · 99K

MA =

(
Ih′

0

0

Ik−h′

∗
∗

Ih′

0

∗
∗

)
.

(7.50)

The above structure of MA and MB provides an upper bound on ` in terms

of k, which we prove in Subsection 7.6.1:
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Claim 7.6.1. Let A and B be as above. If |A||B| = Ω(2n/
√

n), then:

` ≤
(

1

2
+ o(1)

)
k . (7.51)

The proof of the lemma is completed by the next two claims, which are

proved in Subsections 7.6.2 and 7.6.3:

Claim 7.6.2. Let A and B be as above. If rA = o(n) then |A||B| ≤ (
2`
`

)
2n−2`.

Furthermore, equality holds iff (7.26) holds.

Claim 7.6.3. Let A and B be as above. If rA = Ω(n) then the pair A,B is

suboptimal.

7.6.1 Proof of Claim 7.6.1

Fix a choice of coefficients for the rows h′+1, . . . , h of MB, and let wB denote

the result of adding this combination to χB1 . As argued in the proof of Claim

7.5.1, the structure of MB in (7.49) implies that each index j ∈ [h′] such that

w
(j)
B 6= 1− w

(n−h+j)
B (7.52)

eliminates at least one of the two possible coefficients for the row j of MB
(compare this to the treatment of the vector wA in (7.35)). Thus, if there

are ω(1) such coefficients, then wB allows at most o(2h′) combinations of the

remaining rows of MB to produce sets in B. Since |A| = O(2k/
√

n) (recall

that rA + sA = Ω(n)), summing over at most 2h−h′ combinations for such

vectors wB gives o(2k+h/
√

n) pairs (A,B) ∈ A× B.

It remains to treat vectors wB in which at most O(1) indices j ∈ [h′]
satisfy (7.52). Note that each B ∈ B produced from wB and a combination

of rows 1, . . . , h′ of MB satisfies:

|B ∩ {j, n− h + j}| = 1 for all but at most O(1) indices j ∈ [h′] . (7.53)

Let A ∈ A, and let Xi ∈ {0, 1} denotes the coefficient of the row i of MA
in the linear combination which produces A. By (7.53) and the structure of

MA in (7.50), we obtain that:

∣∣A ∩B ∩ (
[h′] ∪ {n− h + 1, . . . , n− h + h′})

∣∣ = (
h′∑

i=1

Xi) + O(1) . (7.54)
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Furthermore, the structure of MA in (7.50) gives:

|A ∩B ∩ {h′ + 1, . . . , k}| ≤ |A ∩ {h′ + 1, . . . , k}| =
k∑

i=h′+1

Xi . (7.55)

Combining (7.54) and (7.55) with the fact that k + h′ = n−O(1), we obtain

that:

` = |A ∩B| ≤
( k∑

i=1

Xi

)
+ O(1) .

Let ε > 0, and assume that ` > (1 + ε)k
2
. By the Chernoff bound, the

number of assignments of {0, 1} to the variables X1, . . . , Xk, which satisfy∑k
i=1 Xi > (1 + ε)k

2
, is at most 2k/ exp(Ω(k)) = 2k/ exp(Ω(n)). Therefore,

the assumption on ` implies that at most O(2k/ exp(Ω(n)) sets A ∈ A satisfy

|A ∩ B| = `, and summing over all sets B whose vector wB is as above

gives at most 2k+h/ exp(Ω(n)) pairs (A,B) ∈ A × B. This contradicts the

assumption that |A||B| = Ω(2n/
√

n), and we conclude that ` ≤ (1
2

+ o(1))k,

as required. ¥

7.6.2 Proof of Claim 7.6.2

The assumptions rA + sA = Ω(n) and rA = o(n) imply that sA = Ω(n),

and, as before, we may assume that rA = O(1), otherwise we get |A| =

o(2k/
√

n), leading to a suboptimal pair A,B. Thus, each column of MA has

at most O(1) non-zero entries. Since n − (k + h) ≤ 3 and h − h′ = O(1),

it follows that at most O(1) rows of MA have non-zero entries in columns

{k + 1, . . . , n − h} ∪ {n − h + h′ + 1, . . . , n}. Without loss of generality,

reorder the indices of these rows to k′ + 1, . . . , k (where k′ = k − O(1)),

and let h′′ = h′ − O(1) reflect the reordering of rows whose original indices

belonged to [h′]. We obtain that:

L99 · · · · · · · · · k · · · · · · · · · 99K ||L99≤ 3 99K|| L99· · ·h · · · 99K

MA =




Ih′′

0

0

0

Ik′−h′′

0

0

0

Ik−k′

0

0

∗

Ih′′

0

0

0

0

∗


 ,

(7.56)
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and by the orthogonality of MA and MB:

L99 · · · k′ · · · 99K ||L99 O(1) 99K|| L99· · · h · · · 99K

MB =

( −Ih′′

0

0

0

0

∗
Ih′′

0

0

Ih−h′′

)
.

(7.57)

Notice that the first k′ rows of MA form an antichain on the first k′ elements,

hence:

|A| ≤ (1 + o(1))
2k

√
πk′/2

≤ (1 + o(1))
2k

√
π`

,

where the last inequality is by (7.51). This yields an upper bound on |A||B|
which is asymptotically tight, hence any additional constant factor bounded

away from 1 which multiplies either |A| or |B| implies that the pair (A,B) is

suboptimal. In particular:

(i) If k + h < n, we have a suboptimal pair: |A||B| ≤ (
1
2

+ o(1)
)
2n/

√
π`.

Assume therefore that k + h = n.

(ii) If MB has a column with more than 1 non-zero entry, we gain a mul-

tiplicative factor of at most 3
4

and we are done. The same applies to

MA: such a column has O(1) non-zero entries, as rA = O(1), and once

we set the combination of these rows (gaining a factor of at most 3
4
) as

well as of rows k′ + 1, . . . , k, the remaining k′ − O(1) rows out of [k′]
must still form an antichain.

(iii) If MA has a row with more than 2 non-zero entries, by Item (i) it

corresponds to a column with more than 1 non-zero entry in MB (since

statement (7.41) holds), which does not exist according to Item (ii).

The same applies to the rows of MB.

(iv) Each row of MB must belong to {0,±1}n \ {0, 1}n, otherwise the argu-

ments of Claim 7.3.4 imply a constant multiplicative factor of at most
1
2
.

Items (iii) and (iv) imply that every row of MB has precisely two non-zero

entries: {1,−1}, and without loss of generality, h′′ = h. Recalling (7.56) and
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(7.57), MA and MB take the following form:

MA =

(
Ih

0

∣∣∣∣
0

Ik−h

∣∣∣∣
Ih

0

)
,

MB =

(
− Ih

∣∣∣∣ 0

∣∣∣∣ Ih

)
.

(7.58)

Notice that the above structure of MB implies that χ
(j)
B = χ

(j)
B1

for all j ∈
{h + 1, . . . , k} and B ∈ B. As we assumed in (7.20) that

⋃
B∈B B = [n], it

follows that {h + 1, . . . , k} ∈ B1.

Consider the rows of MB, let wB take the initial value of the vector χB1 ,

then subtract from wB each row i of MB for which k+i ∈ B1. This translates

the possible coefficients for each row i of MB to {0, 1}; hence, the character-

istic vector of every element of B is a sum of wB with a sub-sum of the rows

of MB. First, w
(j)
B = χ

(j)
B1

= 1 for all j ∈ {h+1, . . . , k}. Second, the structure

of MB (7.58) implies that, if w
(j)
B 6= 1 for some j ∈ [h], then row j cannot

be added to wB to yield a vector in {0, 1}n. Since this leads to a suboptimal

pair (A,B) (of size at most (1
2

+ o(1))2n/
√

π`), we deduce that:

wB =
( k︷ ︸︸ ︷
1 . . . 1

h︷ ︸︸ ︷
0 . . . 0

)
.

The structure of MB (7.58) implies that for every B ∈ B, χB is of the form:

χB =
( h︷ ︸︸ ︷
0/1 . . . 0/1

k−h︷ ︸︸ ︷
1 . . . 1

h︷ ︸︸ ︷
1/0 . . . 1/0

)
,

where precisely one index in each of the pairs {(1, k + 1), . . . , (h, k + h)}
is equal to 1 in χB. If Xi ∈ {0, 1} denotes the coefficient of row i of MA
in a combination that produces some A ∈ MA, it follows from (7.58) that

` = |A ∩ B| =
∑k

i=1 Xi for all B ∈ B. By the properties of the binomial

distribution, we deduce that |A| ≤ (
k
`

)
, and altogether:

|A||B| ≤ 2n−k

(
k

`

)
.

The expression above realizes the bound (7.3) iff either k = 2` or k = 2`− 1,

hence the final structure of the optimal pair (A,B) is as described in Lemma

7.4.2. ¥
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7.6.3 Proof of Claim 7.6.3

The assumption rA = Ω(n) implies that, unless sA = O(1), we get |A| =

o(2k/
√

k) = o(2k/
√

n) as required. However, if we remove the rows RA from

[k], (7.50) implies that only the columns {k+1, . . . , n−h}∪{n−h+h′, . . . , n}
can contribute −1 entries to the remaining rows, and each column has at

most 1 non-zero entry in each of these rows. Since n − (k + h) ≤ 3 and

h− h′ = O(1), we deduce that [k]− rA − sA = O(1), and altogether:

rA = k −O(1) .

Definition 7.1. A column of MA is called “heavy” if it contains k − O(1)

non-zero entries.

The next argument shows that there exists a heavy column in MA. There

are at most O(1) columns which may contain more than 1 non-zero entry in

MA (as columns [k] and {n − h + 1, . . . , n − h + h′} contain a single non-

zero entry of 1). Therefore, there exists some column q ∈ [n] of MA with

Ω(rA) = Ω(k) non zero entries. If some other column has ω(1) non-zero

entries in a cascading manner, we obtain |A| = o(2k/
√

n), and we are done.

We deduce the column q has rA−O(1) = k−O(1) non-zero entries, therefore

column q is heavy. Applying the Littlewood-Offord Lemma to the k − O(1)

rows where column q is non-zero at, we obtain that:

|A| ≤ (2 + o(1))
2k

√
πk/2

≤ (2 + o(1))
2k

√
π`

, (7.59)

where the last inequality is by (7.51).

Let q denote a heavy column of MA. Lemma 7.2.3 enables us to eliminate

the case where all non-zero entries of q are ±1. To see this, assume the

converse, and let:

U = {i ∈ [k] : (MA)i,q = 1} , V = {i ∈ [k] : (MA)i,q = −1} .

Recall that |U | + |V | = k − O(1), and take ε > 0. If |U | ≥ (1
2

+ ε)k, then

Chernoff’s bound implies that the number of sub-sums of the rows U ∪ V

which give a value of {0, 1} in this column is at most 2k/ exp(Ω(k)). We

deduce |U | = (1
2

+ o(1))k and that |V | = (1
2

+ o(1))k.
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Set m = n − (k + h) + (h − h′) = O(1). For each possible set of values

x ∈ {0, 1}m for columns {k + 1, . . . , n− h} ∪ {n− h + h′, . . . , n}, the family

of all sets A ∈ A which matches the pattern x in the above set of columns

is an antichain, and either |A ∩ V | = |A ∩ U | or |A ∩ V | = |A ∩ U | − 1.

Therefore, Lemma 7.2.3 implies that |A| = O(2k/k) = O(2k/n). We may

therefore assume that:

Every heavy column q of MA satisfies (MA)i,q /∈ {0,±1} for some i ∈ [k] .

(7.60)

This provides an upper bound on |B|:
|B| ≤ 2n−k−1 . (7.61)

The above bound follows immediately if h < n − k, so consider the case

k + h = n, and let q denote a heavy column of MA. By the orthogonality of

MA,MB, (7.41) holds, and (7.60) now implies that (MB)q−k,i /∈ {0,±1} for

some i ∈ [k]. In particular, row q−k of MB does not belong to {0,±1}n, and

hence |B| ≤ 2h−1 (as enumerating on the coefficients for rows [h] \ {q− k} of

MB leaves at most one legal coefficient for row q − k).

Combining (7.61) with (7.59) yields an asymptotically tight upper bound

on |A||B|:
|A||B| ≤ (1 + o(1))

2n

√
πk/2

≤ (1 + o(1))
2n

√
π`

.

Let ε > 0; if k ≥ (2+ε)`, then the first inequality of the bound above implies

that the pair A,B is suboptimal. Therefore, adding this to (7.51), we may

assume that:

k = (2 + o(1))` . (7.62)

Next, we wish to eliminate the case where some column q has k − O(1)

non-zero entries, all of which have the same sign. In this case, let Q = {i :

(MA)i,q 6= 0}. As all the entries in rows Q and column q of MA have the

same sign, only the all-zero linear combination of these rows can produce the

value 0 at index q. Applying the Littlewood-Offord Lemma to the rows Q,

we obtain an upper bound on the number of combinations which produce

the value 1, and altogether:

|A| ≤ 2k−|Q|(
( |Q|
b|Q|/2c

)
+ 1) = (1 + o(1))

2k

√
π`

,
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where in the last inequality we used the fact that |Q| ≥ (2 + o(1))`, as

|Q| = k − O(1). By (7.61), this implies that |A||B| ≤ (1
2

+ o(1))2n/
√

π`,

implying the statement of the claim. We thus assume that:

Every heavy column q of MA contains both positive and negative entries .

(7.63)

Using the last statement, we prove the next claim:

Claim 7.6.4. Let λ ∈ {0, 1}, L ⊂ [k] and d > 0, and let q denote a heavy

column of MA. Define:

A(q)
L,d,λ = {A ∈ A : |A ∩ L| = d , χ

(q)
A = λ} . (7.64)

If d = (1 + o(1))` and |L| ≥ (1 + o(1))` then:

|A(q)
L,d,λ| ≤

(
3

4
+ o(1)

)
2k

√
π`

. (7.65)

Proof. Let Q denote the indices of the rows in which column q of |A| has

a non-zero entry. Observe that if Q * L, then the rows of L have at most(|L|
d

)
legal combinations, and the remaining rows [k]\L have at most 2k−|L|−1

legal combinations, as these rows contain non-zero entries in column q, which

must combine to a final value of λ. Hence, in this case:

|A(q)
L,d,λ| ≤

1

2
· 2k−|L|

(|L|
d

)
≤ 1

2
2k−|L|

( |L|
b|L|/2c

)

=
1 + o(1)

2
· 2k

√
π|L|/2 ≤

(
1√
2

+ o(1)

)
2k

√
π`

,

where the last inequality is by the fact that |L| ≥ (1 + o(1))`. Assume

therefore that Q ⊂ L, and notice that, as |Q| = k − O(1) and L ⊂ [k], then

|L| = k −O(1), and by (7.62):

|L| = (2 + o(1))` = (2 + o(1))d .

Fix an enumeration on the coefficients of the rows [k] \ L, and let S ⊂ 2L

denote the d-element subsets of the rows of L which extend this enumeration
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to elements of A(q)
L,d,λ. Let j1, j2 ∈ L be two indices such that (MA)j1,q 6=

(MA)j2,q (such indices exist by (7.63) and since Q ⊂ L), and define:

S0 = {S ⊂ [L] : |S| = d , |S ∩ {j1, j2}| = 1} .

Notice that, as j1 6= j2, the function f : S0 → S0 which swaps j1, j2 is a

bijection, which satisfies the following property for all S ∈ S0: at most one

of the subsets {S, f(S)} can belong to S. Furthermore, if S is a random

d-element set of L, then:

Pr[S ∈ S0] =
2
(|L|−2

d−1

)
(|L|

d

) =
2d(|L| − d)

|L|(|L| − 1)
=

1

2
+ o(1) ,

and thus |S0| = (1
2

+ o(1))
(|L|

d

)
, and we deduce that:

|S| ≤
(|L|

d

)
− |S0|

2
=

(
3

4
+ o(1)

) (|L|
d

)
.

Therefore:

|A(q)
L,d,λ| ≤ 2k−|L||S| ≤

(
3

4
+ o(1)

)
2k

√
π|L|/2 =

(
3

4
+ o(1)

)
2k

√
π`

,

as required. ¥

In order to deduce the claim from (7.65), we treat the two cases k+h < n

and k + h = n in Claims 7.6.5 and 7.6.6 below.

Claim 7.6.5. Let A,B be as above. If k + h < n, then the pair A,B is

suboptimal.

Proof. In this case, we may assume that k + h = n − 1, otherwise (7.59)

implies that |A||B| ≤ (1
2

+ o(1))2n/
√

π`. Recalling (7.49) and (7.50), we

have:
L99 · · · · · · k · · · · · · 99K ||L99 1 99K|| L99· · · h · · · 99K

MA =

(
Ih′

0

0

Ik−h′

∗
∗

Ih′

0

∗
∗

)

L99 · · · · · · k · · · · · · 99K ||L99 1 99K|| L99· · · h · · · 99K

MB =

( −Ih′

∗
0

∗
0

∗
Ih′

0

0

Ih−h′

)
. (7.66)
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Let m = h − h′ = O(1), and consider a choice of coefficients for rows h′ +
1, . . . , h of MB, yielding (together with χB1) a vector wB. First, by (7.59),

each of the 2m − 1 choices of coefficients such that (w
(n−m+1)
B . . . w

(n)
B ) 6= 0

can each be completed to a pair (A,B) ∈ A× B, in at most

2h−m · (2 + o(1))
2k

√
π`

= (1 + o(1))
2n−m

√
π`

ways. Let B0 denote the sets B ∈ B which can be produced from the remain-

ing combination for wB (the one for which w
(n−m+1)
B = . . . = w

(n)
B = 0). In

order to show that A,B is suboptimal, it is enough to show that:

|A||B0| ≤ (α + o(1))
2n−m

√
π`

for some α < 1 , (7.67)

since this would imply:

|A||B| ≤ (2m − 1)(1 + o(1))
2n−m

√
π`

+ (α + o(1))
2n−m

√
π`

=

(
1− 1− α

2m
+ o(1)

)
2n

√
π`

. (7.68)

If for some index j ∈ [h′] we have w
(n−h+j)
B 6= 1 − w

(j)
B , then row j of MB

has at most one legal coefficient, hence |B0| ≤ 2h−m−1, and the same holds in

case wB /∈ {0, 1}n (if j ∈ {h′ + 1, . . . , n− h} is such that w
(j)
B /∈ {0, 1}, then

B0 = ∅). As |A| ≤ (2 + o(1)) 2k√
π`

and k + h < n, it follows that in the above

two cases |A||B0| ≤
(

1
2

+ o(1)
)

2n−m√
π`

, satisfying (7.67) for α = 1
2
.

Assume therefore that w
(n−h+j)
B = 1 − w

(j)
B for all j ∈ [h′], and that

wB ∈ {0, 1}n, and define:

L = [h′] ∪ {h′ + 1 ≤ i ≤ k : w
(i)
B = 1} .

Recalling that w
(n−h+h′+1)
B = . . . = w

(n)
B = 0, (7.66) implies that every B

produced from wB satisfies:

` = |A ∩B| = 1{k+1∈A∩B} +
∑
i∈L

Xi , (7.69)
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for all A ∈ A, where Xi ∈ {0, 1} denotes the coefficient for row i in a

combination which produces A from MA. We may assume that B0 6= ∅
(otherwise (7.67) immediately holds), and by (7.69) we obtain that |L| ≥
`− 1, and in particular, |L| ≥ (1 + o(1))`.

If column k + 1 of MA has o(k) = o(|L|) non-zero entries in some rows

U , fix an enumeration on the coefficients of these rows, and let L′ = L \ U ,

noting that |L′| = (1 − o(1))|L| ≥ (1 − o(1))`. The enumeration on the

coefficients for the rows U determines whether or not k + 1 ∈ A∩B, and by

(7.69), this determines the value of
∑

i∈L′ Xi. Therefore, by the properties

of the binomial distribution, there are at most
( |L′|
b|L′|/2c

) ≤ 2|L
′|/

√
π|L′|/2

combinations for the coefficients of the rows L′. We conclude that:

• In case |L| ≥ (1− o(1))k, recalling (7.62), we get |A| ≤ (1 + o(1)) 2k√
π`

.

• Otherwise, k − |L| = Ω(k), and after choosing a combination for the

rows L′, we are left with rows [k]\ (L∪U) which contain Ω(k) non-zero

entries in some heavy column q of MA (recall that each heavy column

has k − O(1) non-zero entries). The Littlewood-Offord Lemma gives

a factor of O(1/
√

k) on the number of combinations for the remaining

rows, which, when multiplied by the previous factor of O(1/
√
|L′|) =

O(1/
√

k) gives |A| ≤ O(2k/k) = O(2k/`). In particular, we have |A| ≤
(1 + o(1)) 2k√

π`
(with room to spare).

Altogether, as |B0| ≤ 2h−m ≤ 2n−m−k−1, in both cases we obtain that (7.67)

holds for α = 1
2
.

It remains to treat the case where column k +1 of MA has Ω(k) non-zero

entries; by the arguments in the beginning of the proof of Claim 7.6.3, it

follows that column k + 1 is heavy. Therefore, recalling that B0 6= ∅ and

using the definition (7.64), it follows that:

|A| =





|A(k+1)
L,`,0 |+ |A(k+1)

L,`,1 | if w
(k+1)
B = 0

|A(k+1)
L,`,0 |+ |A(k+1)

L,`−1,1| if w
(k+1)
B = 1

.

Applying Claim 7.6.4 (recall that |L| ≥ `− 1) gives:

|A| ≤ 2 ·
(

3

4
+ o(1)

)
2k

√
π`

=

(
3

2
+ o(1)

)
2k

√
π`

,
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and as |B0| ≤ 2h−m ≤ 2n−m−k−1, (7.67) holds for α = 3
4
, as required. ¥

Claim 7.6.6. Let A,B be as above. If k + h = n, then the pair A,B is

suboptimal.

Proof. The proof will follow from arguments similar to those in the proof

of Claim 7.6.5; the factor of 1
2

which followed from the case k + h < n

is replaced by the duality between MA,MB (7.41) when k + h = n. The

assumption k + h = n gives (7.49) and (7.50) the following form:

L99 · · · · · · k · · · · · · 99K || L99· · · h · · · 99K

MA =

(
Ih′

0

0

Ik−h′

Ih′

0

∗
∗

)

L99 · · · · · · k · · · · · · 99K || L99· · · · · ·h · · · · · · 99K

MB =

( −Ih′

∗
0

∗
Ih′

0

0

Ih−h′

)
.

Let q ∈ [n] denote a heavy column of MA; by the above structure of MA, we

can assume without loss of generality that q = n. Let p ∈ [k] be such that

(MA)p,n /∈ {0,±1} (such a p exists by (7.60)). Recall that, as k + h = n,

the orthogonality of MA,MB implies that (7.41) holds, and thus (MB)h,p =

−(MB)p,n /∈ {0,±1}.
Consider the following set of rows of MB:

W =

{ {p} ∪ {h′ + 1, . . . , h− 1} if p ∈ [h′] ,

{h′ + 1, . . . , h− 1} otherwise .

Let m = |W |, and consider one of the 2m − 1 choices of coefficients for the

rows W of MB, such that the sum of χB1 and the resulting combination of

these rows, satisfies w
(k+j)
B 6= 0 for some j ∈ W . Observe that wB allows at

most one coefficient for row h of MB, since all the remaining rows [h−1]\W

have 0 entries at column p, whereas (MB)h,p /∈ {0,±1}. Therefore, by (7.59),

each of the 2m − 1 possibilities for such vectors wB can produce at most:

2h−m−1 · (2 + o(1))
2k

√
π`

= (1 + o(1))
2n−m

√
π`
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pairs (A, B) ∈ A × B. Consider the remaining combination of the rows W ,

satisfying w
(k+j)
B = 0 for all j ∈ W , and let B0 denote the sets B ∈ B which

can be produced from wB. Using this notation, it is enough to show that

(7.67) holds, and the claim will follow from the resulting calculation (7.68).

As before, the fact that (MB)h,p /∈ {0,±1} and that the remaining rows

[h − 1] \ W have 0 entries in column p, implies that there is at most one

coefficient possible for row h. If no coefficient for row h is legal, we get

B0 = ∅ and (7.67) holds, otherwise let w̃B denote the sum of wB with the

appropriate multiple of row h of MB. We are left with h−m− 1 rows of MB
whose coefficients were not yet determined: rows [h− 1] \W = [h′] \ {p}.

If w̃
(j)
B 6= 1 − w̃

(k+j)
B for some j ∈ [h′] \ {p} or w̃B 6= {0, 1}n, we obtain

an additional factor of at most 1
2

from one of the remaining rows of MB,
and |B0| ≤ 2h−m−2. Combining this with (7.59) implies that (7.67) holds for

α = 1
2
. Assume therefore that w̃

(j)
B = 1− w̃

(k+j)
B for all j ∈ [h′] \ {p} and that

w̃B ∈ {0, 1}n, and define:

L = [h′] \ {p} ∪
{

i ∈ {h′ + 1, . . . , k} ∪ {p} : w̃
(i)
B = 1

}
.

Since every set B produced from w̃B satisfies |B ∩ {j, k + j}| = 1 for all

j ∈ [h′] \ {p} and k + j /∈ B for all j ∈ W , we deduce that, if p /∈ [h′] (in

which case W = {h′ + 1, . . . , h− 1}):

` = |A ∩B| = 1{n∈A∩B} +
∑
i∈L

Xi , (7.70)

for all A ∈ A, where Xi ∈ {0, 1} denotes the coefficient for row i in a

combination which produces A from MA. On the other hand, if p ∈ [h′],
then p ∈ W and it follows that w̃

(k+p)
B = 0, and:

• If w̃
(p)
B = 0, then p /∈ L, and indeed, Xp does not contribute to |A ∩B|

for all A ∈ A and B produced by w̃B, as neither p nor k + p belong to

B.

• If w̃
(p)
B = 1, then p ∈ L, and indeed Xp contributes 1 to |A ∩ B| for all

A ∈ A and B produced by w̃B, as p ∈ B and k + p /∈ B.
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We deduce that (7.70) holds for p ∈ [h′] as-well. Recalling that B0 6= ∅ (oth-

erwise (7.67) immediately holds) (7.70) gives |L| ≥ `− 1, and in particular,

|L| ≥ (1 + o(1))`. Using the definition (7.64), it follows that:

|A| =





|A(n)
L,`,0|+ |A(n)

L,`,1| if w̃
(n)
B = 0

|A(n)
L,`,0|+ |A(n)

L,`−1,1| if w̃
(n)
B = 1

.

Applying Claim 7.6.4 (recall that |L| ≥ `− 1) gives:

|A| ≤ 2 ·
(

3

4
+ o(1)

)
2k

√
π`

=

(
3

2
+ o(1)

)
2k

√
π`

,

and as |B0| ≤ 2h−m−1, (7.67) holds for α = 3
4
, as required. ¥

This completes the proof of Claim 7.6.3 and of Lemma 7.4.2.

7.7 Concluding remarks and open problems

• We have shown that if two families of subsets of an n-element set,

A,B, are `-cross-intersecting, and ` is sufficiently large, then |A||B| ≤(
2`
`

)
2n−2`, and in addition, we have given a complete characterization

of all the extremal pairs A,B for which equality is achieved.

• It would be interesting to prove that the above result holds for all values

of ` (instead of all ` ≥ `0 for some `0). Perhaps knowing the precise

structure of the extremal pairs A,B, as described in Theorem 7.1.1

(assuming that this holds for all `), will assist in proving this result.

• Finally, one may consider the corresponding problem where the pair

A,B does not have one possible cross-intersection, but rather a set L

of legal cross-intersections. Such notions have been studied in [2], [95],

[71], with different restrictions on L, and it would be interesting to

derive tight bounds on |A||B|, and possibly describe the structure of

all the extremal pairs, when in addition, each member of L is larger

than some predefined integer `.
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Tensor graph powers and graph

isoperimetric inequalities





Chapter 8

Independent sets in tensor

graph powers

The results of this chapter appear in [12]

The tensor product of two graphs, G and H, has a vertex set V (G)×V (H)

and an edge between (u, v) and (u′, v′) iff both uu′ ∈ E(G) and vv′ ∈ E(H).

Let A(G) denote the limit of the independence ratios of tensor powers of

G, lim α(Gn)/|V (Gn)|. This parameter was introduced in [37], where it was

shown that A(G) is lower bounded by the vertex expansion ratio of indepen-

dent sets of G. In this chapter we study the relation between these parameters

further, and ask whether they are in fact equal. We present several families

of graphs where equality holds, and discuss the effect the above question has

on various open problems related to tensor graph products.

8.1 Introduction

The tensor product (also dubbed as categorical or weak product) of two

graphs, G × H, is the graph whose vertex set is V (G) × V (H), where two

vertices (u, v),(u′, v′) are adjacent iff both uu′ ∈ E(G) and vv′ ∈ E(H), i.e.,

the vertices are adjacent in each of their coordinates. Clearly, this product is

associative and commutative, thus Gn is well defined to be the tensor product

of n copies of G.
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The tensor product has attracted a considerable amount of attention

ever since Hedetniemi conjectured in 1966 ([66]) that χ(G × H) is equal

to min{χ(G), χ(H)} (where χ(G) denotes the chromatic number of G), a

problem which remains open (see [109] for an extensive survey of this prob-

lem). For further work on colorings of tensor products of graphs, see [9], [61],

[74], [100], [101], [108], [110].

It is easy to verify that Hedetniemi’s conjecture is true when there is a

homomorphism from G to H, and in particular when G = H, by examining

a copy of G in G×H, and it follows that χ(Gn) = χ(G) for every integer n.

Furthermore, a similar argument shows that ω(G × H) (the clique number

of G × H) equals min{ω(G), ω(H)} for every two graphs G and H, and

in particular, ω(Gn) = ω(G) for every integer n. However, the behavior

of the independence ratios of the graphs Gn is far more interesting. Let

i(G) = α(G)/|V (G)| denote the independence ratio of G. Notice that for

every two graphs G and H, if I is an independent set of G, then the cartesian

product I × V (H) is independent in G×H, hence every two graphs G and

H satisfy:

i(G×H) ≥ max{i(G), i(H)} . (8.1)

Therefore, the series i(Gn) is monotone non-decreasing and bounded, hence

its limit exists; we denote this limit, introduced in [37], where it is called the

Ultimate Categorical Independence Ratio of G, by A(G). In contrast to the

clique numbers and chromatic numbers, A(G) may indeed exceed its value

at the first power of G, i(G). The authors of [37] proved the following simple

lower bound for A(G): if I is an independent set of G, then A(G) ≥ |I|
|I|+|N(I)| ,

where N(I) denotes the vertex neighborhood of I. We thus have the following

lower bound on A(G): A(G) ≥ a(G), where

a(G) = max
I ind. set

|I|
|I|+ |N(I)| .

It easy to see that a(G) resembles i(G) in the sense that a(G × H) ≥
max{a(G), a(H)} (to see this, consider the cartesian product I × V (H),

where I is an independent set of G which attains the ratio a(G)). How-

ever, as opposed to i(G), it is not clear if there are any graphs G,H such

that a(G×H) > max{a(G), a(H)} and yet a(G), a(H) ≤ 1
2
. This is further

discussed later.
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It is not difficult to see that if A(G) > 1
2

then A(G) = 1, thus A(G) ∈
(0, 1

2
] ∪ {1}, as proved in [37] (for the sake of completeness, we will provide

short proofs for this fact and for the fact that A(G) ≥ a(G) in Section 8.2).

Hence, we introduce the following variant of a(G):

a∗(G) =

{
a(G) if a(G) ≤ 1

2

1 if a(G) > 1
2

,

and obtain that A(G) ≥ a∗(G) for every graph G. The following question

seems crucial to the understanding of the behavior of independence ratios in

tensor graph powers:

Question 8.1.1. Does every graph G satisfy A(G) = a∗(G)?

In other words, are non-expanding independent sets of G the only reason

for an increase in the independence ratio of larger powers? If so, this would

immediately settle several open problems related to A(G) and to fractional

colorings of tensor graph products. Otherwise, an example of a graph G sat-

isfying A(G) > a∗(G) would demonstrate a thus-far unknown way to increase

A(G). While it may seem unreasonable that the complicated parameter A(G)

translates into a relatively easy property of G, so far the intermediate results

on several conjectures regarding A(G) are consistent with the consequences

of an equality between A(G) and a∗(G).

As we show later, Question 8.1.1 has the following simple equivalent form:

Question 8.1.1’. Does every graph G satisfy a∗(G2) = a∗(G)?

Conversely, is there a graph G which satisfies the following two properties:

1. Every independent set I of G has at least |I| neighbors (or equivalently,

a(G) ≤ 1
2
).

2. There exists an independent set J of G2 whose vertex-expansion ratio,
|N(J)|
|J | , is strictly smaller than |N(I)|

|I| for every independent set I of G.

In this chapter, we study the relation between A(G) and a∗(G), show

families of graphs where equality holds, and discuss the effects of Question

8.1.1 on several conjectures regarding A(G) and fractional colorings of tensor

graph products. The rest of the chapter is organized as follows:
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In Section 8.2 we present several families of graphs where equality holds

between A(G) and a∗(G). First, we extend some of the ideas of [37] and

obtain a characterization of all graphs G which satisfy the property A(G) = 1,

showing that for these graphs a∗(G) and A(G) coincide. In the process,

we obtain a polynomial time algorithm for determining whether a graph G

satisfies A(G) = 1. We conclude the section by observing that A(G) = a(G)

whenever G is vertex transitive, and when it is the disjoint union of certain

vertex transitive graphs.

Section 8.3 discusses the parameters i(G) and a(G) when G is a tensor

product of two graphs, G1 and G2. Taking G1 = G2, we show the equivalence

between Questions 8.1.1 and 8.1.1’. Next, when G1 and G2 are both vertex

transitive, the relation between i(G) and a(G) is related to a fractional ver-

sion of Hedetniemi’s conjecture, raised by Zhu in [108]. We show that for

every two graphs G and H, A(G+H) = A(G×H), where G+H is the disjoint

union of G and H. This property links the above problems, along with Ques-

tion 8.1.1, to the problem of determining A(G + H), raised in [37] (where

it is conjectured to be equal to max{A(G), A(H)}). Namely, the equality

A(G+H) = A(G×H) implies that if A(H) = a∗(H) for H = G1 +G2, then:

i(G1 ×G2) ≤ a∗(G1 + G2) = max{a∗(G1), a
∗(G2)} .

This raises the following question, which is a weaker form of Question 8.1.1:

Question 8.1.2. Does the inequality i(G × H) ≤ max{a∗(G), a∗(H)} hold

for every two graphs G and H?

We proceed to demonstrate that several families of graphs satisfy this

inequality, and in the process, obtain several additional families of graphs G

which satisfy A(G) = a(G) = a∗(G).

Section 8.4 is devoted to concluding remarks and open problems. We list

several additional interesting questions which are related to a(G), as well as

summarize the main problems which were discussed in the previous sections.

Among the new mentioned problems are those of determining or estimating

the value of A(G) for the random graph models Gn,d, Gn, 1
2

and for the random

graph process.



8.2 Equality between A(G) and a∗(G) 185

8.2 Equality between A(G) and a∗(G)

8.2.1 Graphs G which satisfy A(G) = 1

In this section we prove a characterization of graphs G satisfying A(G) = 1,

showing that this is equivalent to the non-existence of a fractional perfect

matching in G. A fractional matching in a graph G = (V,E) is a function

f : E → R+ such that for every v ∈ V ,
∑

v∈e f(e) ≤ 1 (a matching is the

special case of restricting the values of f to {0, 1}). The value of the frac-

tional matching is defined as f(E) =
∑

e∈E f(e) (≤ |V |
2

). A fractional perfect

matching is a fractional matching which achieves this maximum: f(E) = |V |
2

.

Theorem 8.2.1. For every graph G, A(G) = 1 iff a∗(G) = 1 iff G does not

contain a fractional perfect matching.

The proof of Theorem 8.2.1 relies on the results of [37] mentioned in the

introduction; we recall these results and provide short proofs for them.

Claim 8.2.2 ([37]). For every graph G, A(G) ≥ a(G).

Proof. Let I be an independent set which attains the maximum of a(G).

Clearly, for every k ∈ N, all vertices in Gk, which contain a member of

I ∪N(I) in one of their coordinates, and in addition, whose first coordinate

out of I ∪N(I) belongs to I, form an independent set. As k tends to infinity,

almost every vertex has a member of I∪N(I) in at least one of its coordinates,

and the second restriction implies that the fractional size of the set above

tends to |I|
|I|+|N(I)| = a(G). ¥

Claim 8.2.3 ([37]). If A(G) > 1
2

then A(G) = 1.

Proof. Assume, without loss of generality, that i(G) > 1
2
, and let I be a

maximum independent set of G. For every power k, the set of all vertices

of Gk, in which strictly more than k
2

of the coordinates belong to I, is in-

dependent. Clearly, since |I|
|G| > 1

2
, the size of this set tends to |V (G)|k as k

tends to infinity (as the probability of more Heads than Tails in a sufficiently

long sequence of tosses of a coin biased towards Heads is nearly 1), hence

A(G) = 1. ¥
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Proof of Theorem 8.2.1. By Claims 8.2.2 and 8.2.3, if a(G) > 1
2

(or equiv-

alently, a∗(G) = 1) then A(G) = 1. Conversely, assuming that a∗(G) =

a(G) ≤ 1
2
, we must show that A(G) < 1. This will follow from the following

simple lemma, proved by Tutte in 1953 (cf., e.g., [82] p. 216):

Lemma 8.2.4. For a given set S ⊂ V (G), let N(S) denote that set of all

vertices of G which have a neighbor in S; then every set S ⊂ V (G) satisfies

|N(S)| ≥ |S| iff every independent set I ⊂ V (G) satisfies |N(I)| ≥ |I|.

Proof of lemma. One direction is obvious; for the other direction, take a

subset S with |N(S)| < |S|. Define S ′ to be {v ∈ S | N(v) ∩ S 6= ∅}, and

examine I = S \ S ′. Since S ′ ⊂ N(S) and |N(S)| < |S|, I is nonempty,

and is obviously independent. Therefore |N(I)| ≥ |I|, however |N(I)| ≤
|N(S)| − |S ′| < |S| − |S ′| = |I|, yielding a contradiction. ¥

Returning to the proof of the theorem, observe that by our assumption

that a(G) ≤ 1
2

and the lemma, Hall’s criterion for a perfect matching applies

to the bipartite graph G × K2 (where K2 is the complete graph on two

vertices). Therefore, G contains a factor H ⊂ G of vertex disjoint cycles and

edges (to see this, as long as the matching is nonempty, repeatedly traverse

it until closing a cycle and omit these edges). Since removing edges from G

may only increase A(G), it is enough to show that A(H) < 1.

We claim that the subgraph H satisfies A(H) ≤ 1
2
. To see this, argue

as follows: direct H according to its cycles and edges (arbitrarily choosing

clockwise or counter-clockwise orientations), and examine the mapping from

each vertex to the following vertex in its cycle. This mapping is an invertible

function f : V → V , such that for all v ∈ V , vf(v) ∈ E(H). Now let I be

an independent set of Hk. Pick a random vertex u ∈ V (Hk), uniformly over

all the vertices, and consider the pair {u, v}, where v = f(u) is the result

of applying f on each coordinate of u. Obviously v is uniformly distributed

over Hk as-well, thus:

E |I ∩ {u, v}| ≥ 2

|Hk| |I| .

Choosing a vertex u for which |I ∩ {u, v}| is at least its expected value, and
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recalling that u and v are adjacent in Hk, we get:

2

|Hk| |I| ≤ |I ∩ {u, v}|) ≤ 1 .

Hence, i(Hk) ≤ 1
2
, and thus A(H) ≤ 1

2
.

An immediate corollary from the above proof that A(G) = 1 iff a∗(G) = 1

is the equivalence between the property A(G) ≤ 1
2

and the existence of a

fractional perfect matching in the graph G. It is well known (see for instance

[82]) that for every graph G, the maximal fractional matching of G can be

achieved using only the weights {0, 1
2
, 1}. Therefore, a fractional perfect

matching is precisely a factor H ⊂ G, comprised of vertex disjoint cycles and

edges, and we obtain another format for the condition a(G) ≤ 1
2
: A(G) ≤ 1

2

iff G has a fractional perfect matching; otherwise, A(G) = 1.

Notice that a fractional perfect matching f of G immediately induces a

fractional perfect matching on Gk for every k (assign an edge of Gk a weight

equaling the product of the weights of each of the edges in the corresponding

coordinates). As it is easy to see that a fractional perfect matching implies

that i(G) ≤ 1
2
, this provides an alternative proof that if a(G) ≤ 1

2
then

A(G) ≤ 1
2
. ¥

Since Lemma 8.2.4 also provides us with a polynomial algorithm for de-

termining whether a(G) > 1
2

(determine whether Hall’s criterion applies to

G×K2, using network flows), we obtain the following corollary:

Corollary 8.2.5. Given an input graph G, determining whether A(G) = 1

or A(G) ≤ 1
2

can be done in polynomial time.

8.2.2 Vertex transitive graphs

The observation that A(G) = a(G) whenever G is vertex transitive (notice

that A(G) ≤ 1
2

for every nontrivial regular graph G) is a direct corollary of

the following result of [9] (the proof of this fact is by covering Gk uniformly

by copies of G):

Proposition 8.2.6 ([9]). If G is vertex transitive, then A(G) = i(G).
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Clearly, for every graph G, i(G) ≤ a(G). Hence, for every vertex transi-

tive graph G the following holds:

A(G) = i(G) ≤ a(G) ≤ A(G) ,

proving the following corollary:

Observation 8.2.7. For every vertex transitive graph G, A(G) = a∗(G) =

a(G).

We conclude this section by mentioning several families of vertex tran-

sitive graphs G and H whose disjoint union G + H satisfies A(G + H) =

a(G + H) = max{A(G), A(H)}. These examples satisfy both the property

of Question 8.1.1 and the disjoint union conjecture of [37].

The next two claims follow from the results of Section 8.3, as we later

show. For the first claim, recall that a circular complete graph (defined in

[108]), Kn/d, where n ≥ 2d, has a vertex set {0, . . . , n − 1} and an edge

between i, j whenever d ≤ |i − j| ≤ n − d. A Kneser graph, KNn,k, where

k ≤ n, has
(

n
k

)
vertices corresponding to k-element subsets of {1, . . . , n}, and

two vertices are adjacent iff their corresponding subsets are disjoint.

Claim 8.2.8. Let G and H be two vertex transitive graphs, where H is one

of the following: a Kneser graph, a circular complete graph, a cycle or a

complete bipartite graph. Then G + H satisfies A(G + H) = a(G + H) =

max{A(G), A(H)}.

Claim 8.2.9. Let G and H be two vertex transitive graphs satisfying χ(G) =

ω(G) ≤ ω(H). Then A(G + H) = a(G + H) = max{A(G), A(H)}.

8.3 The tensor product of two graphs

8.3.1 The expansion properties of G2

Question 8.1.1, which discusses the relation between the expansion of inde-

pendent sets of G, and the limit of independence ratios of tensor powers

of G, can be translated into a seemingly simpler question (stated as Ques-

tion 8.1.1’) comparing the vertex expansions of a graph and its square: can
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the minimal expansion ratio |N(I)|/|I| of independent sets I decrease in the

second power of G?

To see the equivalence between Questions 8.1.1 and 8.1.1’, argue as fol-

lows: assuming the answer to Question 8.1.1 is positive, every graph G sat-

isfies:

a∗(G) = A(G) = A(G2) = a∗(G2) ,

and hence a∗(G2) = a∗(G) (recall that every graph H satisfies a(H2) ≥
a(H)). Conversely, suppose that there exists a graph G such that A(G) >

a∗(G). By the simple fact that every graph H satisfies i(H) ≤ a∗(H) we

conclude that there exists an integer k such that a∗(G2k
) ≥ i(G2k

) > a∗(G),

and therefore there exists some integer ` ≤ k for which a(G2`
) > a(G2`−1

).

8.3.2 The relation between the tensor product and dis-

joint unions

In this section we prove the following theorem, which links between the quan-

tities i(G1 × G2), a(G1 × G2), χf (G1 × G2) and A(G1 + G2), where χf (G)

denotes the fractional chromatic number of G:

Theorem 8.3.1. For every two vertex transitive graphs G1 and G2, the fol-

lowing statements are equivalent:

i(G1 ×G2) ≤ max{a∗(G1), a
∗(G2)} (8.2)

a∗(G1 ×G2) ≤ max{a∗(G1), a
∗(G2)} (8.3)

χf (G1 ×G2) = min{χf (G1), χf (G2)} (8.4)

A(G1 + G2) = max{A(G1), A(G2)} (8.5)

Proof. The proof of Theorem 8.3.1 relies on the following proposition:

Proposition 8.3.2. For every two graphs G and H, A(G+H) = A(G×H).

We note that this generalizes a result of [37], which states that A(G + H)

is at least max{A(G), A(H)}. Indeed, that result immediately follows from

the fact that A(G×H) is always at least the maximum of A(G) and A(H)

(by (8.1)).
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Proof of Proposition 8.3.2. Examine (G + H)n, and observe that a vertex

whose i-th coordinate is taken from G is disconnected from all vertices whose

i-th coordinate is taken from H. Hence, we can break down the n-th power

of the disjoint union G + H to 2n disjoint graphs, and obtain:

α ((G + H)n) =
n∑

k=0

(
n

k

)
α

(
GkHn−k

)
. (8.6)

To prove that A(G+H) ≥ A(G×H), fix ε > 0, and let N denote a sufficiently

large integer such that i
(
(G×H)N

) ≥ (1 − ε)A(G × H). The following is

true for every n > 2N and N ≤ k ≤ n−N :

i(GkHn−k) = i
(
(G×H)NGk−NHn−k−N

)

≥ i
(
(G×H)N

) ≥ (1− ε)A(G×H) ,

where the first inequality is by (8.1). Using this inequality together with

(8.6) yields:

i ((G + H)n) ≥ 1

|(G + H)n|
n−N∑

k=N

(
n

k

)
α(GkHn−k)

≥
∑n−N

k=N

(
n
k

)|G|k|H|n−k

(|G|+ |H|)n
(1− ε)A(G×H)

−→
n→∞

(1− ε)A(G×H) .

Therefore A(G + H) ≥ (1− ε)A(G×H) for any ε > 0, as required.

It remains to show that A(G + H) ≤ A(G×H). First observe that (8.1)

gives the following relation:

∀ k, l ≥ 1 , i(GkH l) ≤ i(GkH l×GlHk) = i(Gk+lHk+l) ≤ A(G×H) . (8.7)

Using (8.6) again, we obtain:

i ((G + H)n) =
n∑

k=0

(
n

k

)
α(GkHn−k)

(|G|+ |H|)n
=

n∑

k=0

(
n

k

)
i(GkHn−k) · |G|

k|H|n−k

(|G|+ |H|)n

≤ |G|n
(|G|+ |H|)n

i(Gn) +
|H|n

(|G|+ |H|)n
i(Hn) +

(
1− |G|n + |H|n

(|G|+ |H|)n

)
A(G×H)

≤ |G|n
(|G|+ |H|)n

A(G) +
|H|n

(|G|+ |H|)n
A(H) +

(
1− |G|n + |H|n

(|G|+ |H|)n

)
A(G×H)

−→ A(G×H) ,
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where the first inequality is by (8.7), and the second is by definition of A(G).

¥

Equipped with the last proposition, we can now prove that Question 8.1.2

is indeed a weaker form of Question 8.1.1, namely that if A(G) = a∗(G) for

every G, then i(G1×G2) ≤ max{a∗(G1), a
∗(G2)} for every two graphs G1, G2.

Indeed, if A(G1 + G2) = a∗(G1 + G2) then inequality (8.2) holds, as well as

the stronger inequality (8.3):

a∗(G1 ×G2) ≤ A(G1 ×G2) = A(G1 + G2)

= a∗(G1 + G2) = max{a∗(G1), a
∗(G2)} ,

as required.

Having shown that a positive answer to Question 8.1.1 implies inequal-

ity (8.3) (and hence inequality (8.2) as well), we show the implications of

inequality (8.2) when the two graphs are vertex transitive.

Recall that for every two graphs G1 and G2,

i(G1 ×G2) ≥ max{i(G1), i(G2)} ,

and consider the case when G1, G2 are both vertex transitive and have edges.

In this case, i(Gi) = a(Gi) = a∗(Gi) (i = 1, 2), hence inequalities (8.2) and

(8.3) are equivalent, and are both translated into the form

i(G1 ×G2) = max{i(G1), i(G2)} .

Next, recall that for every vertex transitive graph G, i(G) = 1/χf (G). Hence,

inequality (8.2) (corresponding to Question 8.1.2), when restricted to vertex

transitive graphs, coincides with (8.4). Furthermore, by Observation 8.2.7

and Proposition 8.3.2, for vertex transitive G1 and G2 we have:

i(G1 ×G2) = A(G1 ×G2) = A(G1 + G2)

≥ max{A(G1), A(G2)} = max{i(G1), i(G2)} ,

hence in this case (8.4) also coincides with (8.5). Thus, all four statements

are equivalent for vertex transitive graphs. ¥
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By the last theorem, the following two conjectures, raised in [37] and

[108], coincide for vertex transitive graphs:

Conjecture 8.3.3 ([37]). For every two graphs G and H, the following holds:

A(G + H) = max{A(G), A(H)}.
Conjecture 8.3.4 ([108]). For every two graphs G and H, the following

holds: χf (G×H) = min{χf (G), χf (H)}.
The study of Conjecture 8.3.4 is somewhat related to the famous and long

studied Hedetniemi conjecture (stating that χ(G×H) = min{χ(G), χ(H)}),
as for every two graphs G and H, ω(G × H) = min{ω(G), ω(H)}, and fur-

thermore ω(G) ≤ χf (G) ≤ χ(G).

It is easy to see that the inequality

χf (G×H) ≤ min{χf (G), χf (H)}

is always true. It is shown in [100] that Conjecture 8.3.4 is not far from being

true, by proving that for every graphs G and H,

χf (G×H) ≥ 1

4
min{χf (G), χf (H)} .

So far, Conjecture 8.3.4 was verified (in [108]) for the cases in which one of

the two graphs is either a Kneser graph or a circular-complete graph. This

implies the cases of H belonging to these two families of graphs in Claim

8.2.8. Claim 8.2.9 is derived from the the following remark, which provides

another family of graphs for which Conjecture 8.3.4 holds.

Remark 8.3.5: Let G and H be graphs such that χ(G) = ω(G) ≤ ω(H).

It follows that ω(G × H) = ω(G) = χ(G × H), and thus χf (G × H) =

min{χf (G), χf (H)}, and χ(G ×H) = min{χ(G), χ(H)}. In particular, this

is true when G and H are perfect graphs.

8.3.3 Graphs satisfying the property of Question 8.1.2

In this subsection we note that several families of graphs satisfy inequality

(8.2) (and the property of Question 8.1.2). This appears in the following

propositions:
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Proposition 8.3.6. For every graph G and integer `, the following holds:

i(G×C`) ≤ max{a(G), a(C`} (and hence, i(G×C`) ≤ max{a∗(G), a∗(C`)}).
This result can be extended to G×H, where H is a disjoint union of cycles.

Proof. We need the following lemma:

Lemma 8.3.7. Let G and H be two graphs which satisfy at least one of the

following conditions:

1. a(G) ≥ 1
2
, and every S $ V (H) satisfies |N(S)| > |S|.

2. a(G) > 1
2

and every S ⊂ V (H) satisfies |N(S)| ≥ |S|.
Then every maximum independent set I ⊂ V (G × H) contains at least one

“full copy” of H, i.e., for each such I there is a vertex v ∈ V (G), such that

{(v, w) : w ∈ H} ⊂ I.

Proof of lemma. We begin with the case a(G) ≥ 1
2

and |N(S)| > |S| for every

S $ V (H). Let J be a smallest (with respect to either size or containment)

nonempty independent set in G such that |J |
|J |+|N(J)| ≥ 1

2
. Clearly, |N(J)| ≤

|J |. We claim that this inequality proves the existence of a one-one function

f : N(J) → J , such that vf(v) ∈ E(G) (that is, there is a matching between

N(J) and J which saturates N(J)). To prove this fact, take any set S ⊂ N(J)

and assume |N(S)∩J | < |S|; it is thus possible to delete N(S)∩J from J (and

at least |S| vertices from N(J)) and since |N(S)∩J | < |S| ≤ |N(J)| ≤ |J | we

are left with a nonempty J ′ $ J satisfying |N(J ′)| ≤ |J ′|. This contradicts

the minimality of J . Now we can apply Hall’s Theorem to match a unique

vertex in J for each vertex in N(J).

Assume the lemma is false, and let I be a counterexample. Examine

the intersection of I with a pair of copies of H, which are matched in the

matching above between N(J) and J . As we assumed that there are no full H

copies in I, each set S of vertices in a copy of H has at least |S|+1 neighbors

in an adjacent copy of H. Thus, each of the matched pairs of N(J) → J

contains at most |H| − 1 vertices of I. Define I ′ as the result of adding

all missing vertices from the H copies of J to I, and removing all existing

vertices from the copies of N(J) (all other vertices remain unchanged). Then

I ′ is independent, and we obtain a contradiction to the maximality of I.

The case of a(G) > 1
2

and |N(S)| ≥ |S| for every S ⊂ V (H) is essentially

the same. The set J is now the smallest independent set of G for which
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|N(J)| < |J |, and again, this implies the existence of a matching from N(J)

to J , which saturates N(J). By our assumption on H, each pair of copies of H

in the matching contributes at most |H| vertices to a maximum independent

set I of G × H, and by the assumption on I, the unmatched copies of H

(recall |J | > |N(J)|) are incomplete. Therefore, we have strictly less than

|H||J | vertices of I in (N(J)∪J)×H, contradicting the maximality of I. ¥

Returning to the proof of the proposition, let I be a maximum indepen-

dent set of G× C`. Remove all vertices, which belong to full copies of C` in

I, if there are any, along with all their neighbors (note that these neighbors

are also complete copies of C`, but this time empty ones). These vertices

contribute a ratio of at most a(G), since their copies form an independent

set in G. Let G′ denote the induced graph of G on all remaining copies. The

set I ′, defined to be I ∩ (G′×C`), is a maximum independent set of G′×C`,

because for any member of I we removed, we also removed all of its neighbors

from the graph.

Notice that C` satisfies the expansion property required from H in Lemma

8.3.7: for every k, every set S $ V (C2k+1) satisfies |N(S)| > |S|, and every

set S ⊂ V (C2k) satisfies |N(S)| ≥ |S|. We note that, in fact, by the method

used in the proof of Lemma 8.2.4 it is easy to show that every regular graph

H satisfies |N(S)| ≥ |S| for every set S ⊂ V (H), and if in addition H is

non-bipartite and connected, then every S $ V (H) satisfies |N(S)| > |S|.
We can therefore apply the lemma on G′×C`. By definition, there are no

full copies of C` in I ′, hence, by the lemma, we obtain that a(G′) ≤ 1
2

(and

even a(G′) < 1
2

in case ` is odd). In particular, we can apply Hall’s Theorem

and obtain a factor of edges and cycles in G′. Each connected pair of non-

full copies has an independence ratio of at most i(C`) = a(C`) (by a similar

argument to the one stated in the proof of the lemma), and double counting

the contribution of the copies in the cycles we conclude that |I′|
|G′||C`| ≤ a(C`).

Therefore i(G × C`) is an average between values, each of which is at most

max{a(G), a(C`)}, completing the proof. ¥

Proposition 8.3.8. For every graph G and integer k, the following holds:

i(G×Kk) ≤ max{a(G), a(Kk)} (and hence, such graphs satisfy the inequality

of Question 8.1.2). This result can be extended to G×H, where H is a disjoint
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union of complete graphs.

Proof. Let I denote a maximum independent set of G×Kk, and examine all

copies of Kk which contain at least two vertices of I. Such a copy of Kk in

G×Kk forces its neighbor copies to be empty (since two vertices of Kk have

the entire graph Kk as their neighborhood). Therefore, by the maximality

of I, such copies must contain all vertices of Kk. Denote the vertices of G

which represent these copies by S ⊂ V (G); then S is an independent set of

G, and the copies represented by S ∪N(S) contribute an independence ratio

of at most a(G). Each of the remaining copies contains at most one vertex,

giving an independence ratio of at most 1
k

= a(Kk). Therefore, i(G × Kk)

is an average between values which are at most max{a(G), a(Kk)}, and the

result follows. ¥

Corollary 8.3.9. Let G be a graph satisfying a(G) = 1
2
; then for every graph

H the following inequality holds: i(G×H) ≤ max{a(G), a(H)}.

Proof. By Theorem 8.2.1 we deduce that G contains a fractional perfect

matching; let G′ be a factor of G consisting of vertex disjoint cycles and

edges. Since a(G′) ≤ 1
2

as-well, it is enough to show that i(G′ × H) ≤
max{a(G′), a(H)}. Indeed, since G′ is a disjoint union of the form C`1 +

. . . + C`k
+ K2 + . . . + K2, the result follows from Proposition 8.3.6 and

Proposition 8.3.8. ¥

8.4 Concluding remarks and open problems

We have seen that answering Question 8.1.1 is imperative to the understand-

ing of the behavior of independent sets in tensor graph powers. While it is

relatively simple to show that A(G) equals a(G) whenever G is vertex tran-

sitive, proving this equality for G = G1 +G2, the disjoint union of two vertex

transitive graphs G1 and G2, seems difficult; it is equivalent to Conjecture

8.3.4, the fractional version of Hedetniemi’s conjecture, for vertex transi-

tive graphs. These two conjectures are consistent with a positive answer to

Question 8.1.1, and are in fact direct corollaries in such a case.
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The assertion of Conjecture 8.3.3 for several cases can be deduced from

the spectral bound for A(G) proved in [9]. For a regular graph G with n

vertices and eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn, denote Λ(G) = −λn

λ1−λn
. As

observed in [9], the usual known spectral upper bound for the independence

number of a graph implies that for each regular G, A(G) ≤ Λ(G). It is not

difficult to check that for regular G and H, Λ(G×H) = max{Λ(G), Λ(H)}.
Therefore, by Proposition 8.3.2, if G and H are regular and satisfy Λ(G) ≤
Λ(H) = A(H), then the assertion of Conjecture 8.3.3 holds for G and H.

Several examples of graphs H satisfying Λ(H) = A(H) are mentioned in [9].

It is interesting to inspect the expected values of A(G) for random graph

models. First, consider Gt ∼ Gn,t, the random graph process on n vertices

after t steps, where there are t edges chosen uniformly out of all possible

edges (for more information on the random graph process, see [34]). It is not

difficult to show, as mentioned in [24], that a(Gt) is given by the minimal

degree of Gt, δ(Gt), as long as δ(Gt) is fixed and |G| is sufficiently large.

When considering A(G), the following is a direct corollary of the fractional

perfect matching characterization for A(G) = 1 (Theorem 8.1.1), along with

the fact that the property “G contains a fractional perfect matching” almost

surely has the same hitting time as the property “δ(G) ≥ 1”:

Remark 8.4.1: With high probability, the hitting time of the property

A(G) < 1 equals the hitting time of δ(G) ≥ 1. Furthermore, almost every

graph process at that time satisfies A(G) = 1
2
.

Question 8.4.2. Does almost every graph process satisfy A(G) = 1
δ(G)+1

as

long as δ(G) is fixed?

Second, the expected value of a(G) for a random regular graph G ∼ Gn,d is

easily shown to be Θ( log d
d

), as the independence ratio of Gn,d is almost surely

between log d
d

and 2 log d
d

as n →∞ (see [32], [107]). As for A(G), the following

is easy to prove, by the spectral upper bound Λ(G) mentioned above, and

by the eigenvalue estimations of [57]:

Remark 8.4.3: Let G denote the random regular graph Gn,d; almost surely:

Ω( log d
d

) ≤ A(G) ≤ O( 1√
d
) as d →∞.

Question 8.4.4. Is the expected value of A(G) for the random regular graph

G ∼ Gn,d equal to Θ( log d
d

)?
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The last approach can be applied to the random graph G ∼ Gn, 1
2

as well.

To see this, consider a large regular factor (see [96]), and use the eigenvalue

estimations of [59] to obtain that almost surely Ω( log n
n

) ≤ A(G) ≤ O(
√

log n
n

),

whereas a(G) is almost surely (2 + o(1)) log2 n
n

.

Question 8.4.5. Is the expected value of A(G) for the random graph G ∼
Gn, 1

2
equal to Θ( log n

n
)?

We conclude with the question of the decidability of A(G). Clearly, de-

ciding if a(G) > β for a given value β is in NP, and we can show that it is in

fact NP-complete. It seems plausible that A(G) can be calculated (though

not necessarily by an efficient algorithm) up to an arbitrary precision:

Question 8.4.6. Is the problem of deciding whether A(G) > β, for a given

graph G and a given value β, decidable?
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Chapter 9

The isoperimetric constant of

the random graph process

The results of this chapter appear in [24]

The isoperimetric constant of a graph G on n vertices, i(G), is the mini-

mum of |∂S|
|S| , taken over all nonempty subsets S ⊂ V (G) of size at most n/2,

where ∂S denotes the set of edges with precisely one end in S. A random

graph process on n vertices, G̃(t), is a sequence of
(

n
2

)
graphs, where G̃(0)

is the edgeless graph on n vertices, and G̃(t) is the result of adding an edge

to G̃(t− 1), uniformly distributed over all the missing edges. We show that

in almost every graph process i(G̃(t)) equals the minimal degree of G̃(t) as

long as the minimal degree is o(log n). Furthermore, we show that this result

is essentially best possible, by demonstrating that along the period in which

the minimum degree is typically Θ(log n), the ratio between the isoperimetric

constant and the minimum degree falls from 1 to 1
2
, its final value.

9.1 Introduction

Let G = (V, E) be a graph. For each subset of its vertices, S ⊆ V , we define

its edge boundary, ∂S, as the set of all edges with exactly one endpoint in S:

∂S = {(u, v) ∈ E : u ∈ S, v /∈ S} .
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The isoperimetric constant, or isoperimetric number, of G = (V, E), i(G), is

defined to be:

i(G) = min
∅6=S⊂V

|∂S|
min{|S|, |V \ S|} = min

∅6=S⊂V

|S|≤ 1
2
|V |

|∂S|
|S| .

It is well known that this parameter, which measures edge expansion

properties of a graph G, is strongly related to the spectral properties of G.

Indeed:
λ

2
≤ i(G) ≤

√
λ(2∆(G)− λ) , (9.1)

where ∆(G) denotes the maximal degree of G, and λ denotes the second

smallest eigenvalue of the Laplacian matrix of G (defined as D(G) − A(G),

where D(G) is the diagonal matrix of degrees of vertices of G, and A(G) is the

adjacency matrix of G): for proofs of these facts, see [17] and [87]. The upper

bound in (9.1) can be viewed as a discrete version of the Cheeger inequality

bounding the first eigenvalue of a Riemannian manifold, and indeed, there is

a natural relation between the study of isoperimetric inequalities of graphs

and the study of Cheeger constants in spectral geometry. For instance, see

[38], where the author relates isoperimetric constants and spectral properties

of graphs with those of certain Riemann surfaces. The eigenvalue bounds in

(9.1) also relate i(G) (as well as a variation of it, the conductance of G) to

the mixing time of a random walk in G, defined to be the minimal time it

takes a random walk on G to approach the stationary distribution within a

variation distance of 1/2.

A closely related variant of the isoperimetric constant is the Cheeger

constant of a graph, where the edge boundary of S is divided by its volume

(defined to be the sum of its degrees) instead of by its size. For further

information on this parameter, its relation to the isoperimetric constant, and

its corresponding eigenvalue bounds (analogous to (9.1)), see [40], as well as

[41], Chapter 2.

There has been much study of the isoperimetric constants of various

graphs, such as grid graphs, torus graphs, the n-cube, and more generally,

cartesian products of graphs. See, for instance, [36],[35],[42],[68], [87]. In

[33], Bollobás studied the isoperimetric constant of random d-regular graphs,
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and used probabilistic arguments to prove that, for each d, infinitely many

d-regular graphs G satisfy i(G) ≥ d
2
− O(

√
d). Alon proved in [5] that this

inequality is in fact tight, by providing an upper bound of i(G) ≤ d
2
− c

√
d,

where c > 0 is some absolute constant, for any d-regular graph G on a suffi-

ciently large number of vertices.

In this chapter, we study the isoperimetric constant of general random

graphs G(n, p), G(n,M), and the random graph process, and show that in

these graphs, the ratio between the isoperimetric constant and the minimal

degree exhibits an interesting behavior.

We briefly recall several elementary details on these models (for further

information, c.f., e.g., [34], Chapter 2). The random graph G(n, p) is a graph

on n vertices, where each pair of distinct vertices is adjacent with probability

p, and independently of all other pairs of vertices. The distribution of G(n, p)

is closely related with that of G(n,M), the uniform distribution on all graphs

on n vertices with precisely M edges, if we choose p = M/
(

n
2

)
. The random

graph process on n vertices, G̃(t), is a sequence of
(

n
2

)
graphs, where G̃(0) is

the edgeless graph on n vertices, and G̃(t) is the result of adding an edge to

G̃(t − 1), uniformly distributed over all the missing edges. Notice that at a

given time 0 ≤ t ≤ (
n
2

)
, G̃(t) is distributed as G(n,M) with M = t.

For a given graph process G̃ on n vertices, we define the hitting time of

a monotone graph property A (a family of graphs closed under isomorphism

and the addition of edges) as:

τ(A) = min {0 ≤ t ≤
(

n

2

)
: G̃(t) ∈ A} .

We use the abbreviation τ(δ = d) for the hitting time τ({G : δ(G) ≥ d}) of

a given graph process, where δ(G) denotes the minimal degree of G. Finally,

we say that a random graph G satisfies some property with high probability,

or almost surely, or that almost every graph process satisfies a property, if the

probability for the corresponding event tends to 1 as the number of vertices

tends to infinity.

Consider the beginning of the random graph process. It is easy to see that

for every graph G, i(G) is at most δ(G), the minimal degree of G (choose a

set S consisting of a single vertex of degree δ(G)). Hence, at the beginning

of the graph process, i(G̃(0)) = 0 = δ(G̃(0)), and this remains the case
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as long as there exists an isolated vertex in G̃(t). Next, consider the time

where the minimal degree and maximal degree of the random graph process

become more or less equal. At this point, we can examine random δ-regular

graphs for intuition as to the behavior of the isoperimetric constant, in which

case the results of [5] and [33] suggest that i(G̃(t)) is roughly δ/2. Hence, at

some point along the random graph process, the behavior of the isoperimetric

constant changes, and instead of being equal to δ it drifts towards δ/2 (it is

easy to confirm that the isoperimetric constant of the complete graph is dn
2
e).

The following results summarize the behavior of the isoperimetric constant

of the random graph process (and, resulting from which, of the appropriate

random graphs models):

In Section 9.2 we prove that, for almost every graph process, there is

equality between the isoperimetric constant and the minimal degree, as long

as the minimal degree is o(log n). In other words, we prove a hitting time

result: the minimal degree increases by 1 exactly when the isoperimetric

constant increases by 1 throughout the entire period in which δ = o(log n).

Theorem 9.1.1. Let ` = `(n) denote a function satisfying `(n) = o(log n).

Almost every graph process G̃ on n vertices satisfies i(G̃(t)) = δ(G̃(t)) for

every t ∈ [0, τ(δ = `)]. Furthermore, with high probability, for every such t,

every set S which attains the minimum of i(G̃(t)) is an independent set of

vertices of degree δ(G̃(t)).

In Section 9.3 we show that the o(log n) bound in Theorem 9.1.1 is essen-

tially best possible. Indeed, during the period in which the minimal degree

is Θ(log n), i(G) drifts towards 1
2
δ(G), as the next theorem demonstrates:

Theorem 9.1.2. For every 0 < ε < 1
2

there exists a constant C = C(ε) > 0,

such that the random graph G ∼ G(n, p), where p = C log n
n

, almost surely

satisfies:

i(G) ≤
(

1

2
+ ε

)
δ(G) = Θ(log n) .

Furthermore, with high probability, every set S of size bn
2
c satisfies: |∂S|

|S| <(
1
2

+ ε
)
δ(G).

An analogous statement holds for G(n,M) as well, where M = Cn log n

for a sufficiently large C = C(ε).
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We note that throughout the chapter, all logarithms are natural.

9.2 The behavior of i(G) when δ = o(log n)

9.2.1 Proof of Theorem 9.1.1

Since every graph G satisfies i(G) ≤ δ(G), proving that, for every d ≤ `,

with high probability, at time τ(δ = d) the isoperimetric constant of G is at

least d, will prove the theorem. We show that for every d = d(n) = o(log n),

the probability for this event is at least 1− o( 1
log n

), and the theorem follows

from the union bound on the events corresponding to all possible values of

d ≤ `, as we explain in the end of this section.

Recall that almost every graph process G̃ satisfies δ(G̃) ≤ d− 1 at time

md =

(
n

2

)
log n + (d− 1) log log n− ω(n)

n
,

and δ(G̃) ≥ d at time

Md =

(
n

2

)
log n + (d− 1) log log n + ω(n)

n
,

where d ≥ 1 is some fixed integer, the ω(n)-term represents a function grow-

ing to infinity arbitrarily slowly while satisfying ω(n) ≤ log log log n (see,

e.g., [34], Chapter 3). Hence, τ(δ = d) is between md and Md. Using the

same methods described in [34], it is easy to extend this statement to every

d = d(n) = o(log n), as the next proposition summarizes:

Proposition 9.2.1. Let ` = `(n) = o(log n). For every 1 ≤ d ≤ ` define:

r = r(n) =
log n

d
.

Next, define the following threshold functions:

md =

(
n

2

)
log n + (d− 1) log r − (2d + ω(n))

n
, (9.2)
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and:

Md =

(
n

2

)
log n + (d− 1) log r + (2d + ω(n))

n
, (9.3)

where ω(n) ≤ log log r and limn→∞ ω(n) = ∞. Then, almost every graph

process G̃ satisfies δ(G̃(md)) ≤ d− 1 and δ(G̃(Md)) ≥ d for every 1 ≤ d ≤ `.

Notice that r ≤ log n, and that r tends to infinity as n → ∞, hence

these definitions coincide with the previous definitions of md and Md for a

fixed d, and it is left to verify them for 1 ¿ d ¿ log n. Proposition 9.2.1

follows from standard first moment and second moment considerations, and

we postpone its proof to Section 9.2.2. Assume therefore, throughout the

proof of Theorem 9.1.1, that the hitting time τ(δ = d) is almost surely in the

interval (md,Md] for every 1 ≤ d ≤ `.

Consider a set S ⊂ V of size |S| ≤ n/2; we need to show that, with high

probability, every such set satisfies |∂S| ≥ δ(G̃(t))|S| at every time t ≤ τ(δ =

`) in the random graph process. Clearly, at a given time t = M , the random

variable |∂S| has a binomial distribution with parameters B (|S|(n− |S|), p),

where p = M/
(

n
2

)
. When |S| is sufficiently large (namely, larger than n1/4),

the result follows from standard large deviation bounds and bounds on the

tail of the binomial distribution. However, these bounds are not tight enough

for small values of |S|, which require a separate and more delicate treatment.

Throughout the rest of this section, fix d = d(n) = o(log n), and define

md, Md and r according to Proposition 9.2.1.

The following lemma shows that every small set S has a boundary of size

at least δ(G)|S| almost surely:

Lemma 9.2.2. With probability at least 1 − o(n−1/5), the random graph

process G̃ satisfies that every G ∈ {G̃(t) : md ≤ t ≤ τ(δ = d)} has the

property |∂S| ≥ δ(G)|S| for every set S of size |S| ≤ n1/4. Furthermore, if

such a set S satisfies |∂S| = δ(G)|S|, it is necessarily an independent set of

vertices whose degrees are δ(G).

Proof. Given a graph G = (V,E), we call a set S ⊂ V bad if it satisfies

|∂S| < δ(G)|S|. The idea of the proof is as follows: we show that, with high

probability, every induced subgraph on k ≤ n1/4 vertices has a low average

degree. Since bad sets have a boundary of at most δ(G)|S|, this implies that
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bad sets, as well as sets which are “almost” bad, must contain many vertices

whose degrees are low in G. The result is derived from several properties

of the set of all vertices of low degrees. We begin with defining this set of

vertices and examining its properties:

Definition 9.1. Let G = (V, E). The set of vertices Small(G) is defined to

be:

Small = Small(G) = {v ∈ V : d(v) < 4(d + 6)} .

Claim 9.2.3. With probability at least 1−o(n−1/5), the random graph process

G̃ has the following property: for every md ≤ t ≤ Md, Small is an inde-

pendent set, and every two vertices of Small have no common neighbors in

V .

Proof. Notice that the set Small changes along the random graph process,

as vertices are removed from it once they reach a degree of 4(d+6). We show

a slightly stronger result: if S0 denotes Small(G̃(md)), then S0 satisfies the

above properties almost surely for every md ≤ t ≤ Md. Since Small(G̃(t)) ⊆
S0 for every t ≥ md, this will imply the claim. In order to prove this result,

we show that, with high probability, S0 satisfies the above properties at time

t = md, and that the addition of Md−md edges almost surely does not harm

these properties of S0.

Let p = md/
(

n
2

)
, and let G0 ∼ G(n, p). The same consideration will

show that Small satisfies the properties of the claim with the mentioned

probability, both in G(n, p) and in G(n,md); for the sake of simplicity, we

perform the calculations in the G(n, p) model, and note that they hold for the

G(n,md) model as well. Indeed, the main tool in the proof is an upper bound

on the probability that a given vertex would have a low degree (a degree

of L = o(n) when the edge probability is p), and the probabilities of the

relevant events in G(n,md) are already upper bounded by the corresponding

probabilities in G(n, p).

Both of the properties mentioned in the claim are immediate consequences

of the next upper bound for the probability of the event {B(n−L, p) ≤ D},
where 4d ≤ D ≤ 30d and L = o(n). We use the fact that, by this choice

of parameters, D = o ((n− L)p), implying the following monotonicity of the
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binomial distribution:

Pr[B(n− L, p) ≤ D] ≤ (D + 1)

(
n− L

D

)
pD(1− p)n−L−D

≤ (D + 1)
(epn

D

)D

e−p(1−o(1))n

≤ (30d + 1)

(
(e + o(1)) log n

4d

)30d

e−(1−o(1)) log n

≤ (30d + 1)r30de−(1−o(1)) log n

= exp (O(1) + log d + 30d log r − (1− o(1)) log n)

= exp

(
O(1) + log d + 30 log n

log r

r
− (1− o(1)) log n

)

= exp (−(1− o(1)) log n) = o(n−0.9) .

Set D = 4(d + 6), and let Au,v denote the event that the edge (u, v) belongs

to the induced graph on Small, for a given pair of vertices u, v ∈ V . The

following holds:

Pr[Au,v] = p Pr[B(n− 2, p) < D − 1]2 ≤ (1 + o(1)) log n

n2.8
= o(n−2.5) .

Thus, the probability that there exists such a pair of vertices is at most(
n
2

)
Pr[Au,v] = o(n−1/2), and Small(G0) is an independent set with proba-

bility 1− o(n−1/2). Next, let Au,v,w denote the event that u, v ∈ Small(G0)

and w is a common neighbor of u and v, for some u, v, w ∈ V . Again, we

get:

Pr[Au,v,w] = p2
(
p Pr[B(n− 3, p) < D − 2]2

+ (1− p) Pr[B(n− 3, p) < D − 1]2
)
≤ p2n−1.8 = o(n−3.5) ,

and therefore
(

n
3

)
Pr[Au,v,w] = o(n−1/2).

We have shown that with probability at least 1 − o(n−1/2), Small(G0)

satisfies the two properties of the claim, and by the same argument, S0 =

Small(G̃(md)) satisfies the two properties of the claim with probability at

least 1− o(n−1/2). We now give a rough upper bound on the size of S0 using

the above upper bound on B(n, p):

E|S0| ≤ n Pr[B(n− 1, p) < D] = o(n0.1) .
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Hence, by Markov’s inequality, Pr[|S0| ≥ n0.3] ≤ n−1/5. Altogether, we have

shown that, with probability 1 − o(n−1/5), the set Small at time t = md

satisfies the requirements of the claim, and is of size at most n0.3.

Assume that indeed |S0| ≤ n0.3 and that the distance between every pair

of vertices of S0 is at least 3 at time md. We wish to show that this property is

maintained throughout the period t ∈ (md, Md]. Notice that the probability

that an edge will be added between a given pair of vertices u, v in this period

is

p̂ = (1 + o(1)) (Md −md) /

(
n

2

)
= (2 + o(1))

2d + ω(n)

n
.

Hence, the probability that an internal edge is added to S0 is at most:

(|S0|
2

)
p̂ ≤ n0.6(1 + o(1))(2d + ω(n))

n
= o(n−1/5) .

Since the set of neighbors of S0, N(S0), consists of at most 4(d + 6)|S0|
vertices, the probability that an edge is added between N(S0) and a vertex

of S0 is at most:

|N(S0)||S0|p̂ ≤ n0.6(2 + o(1))4(d + 6)(2d + ω(n))

n
= o(n−1/5) .

Finally, the probability that two edges are added between one vertex of V \S0

and two vertices of S0 is at most:

n

(|S0|
2

)
p̂2 ≤ n1.6(2 + o(1))(2d + ω(n))2

n2
= o(n−1/5) .

Altogether, with probability 1−o(n−1/5) the set S0 maintains the property

that the distance between each pair of its vertices is at least 3 in the period

md ≤ t ≤ Md. This completes the proof of the claim. ¥

The following claim is crucial to the handling of small sets in G, showing

that the average degree of the subgraph induced by a small set is small:

Claim 9.2.4. With probability at least 1−o(n−1/5), the random graph process

G̃ has the following property: for every t ≤ Md, every induced subgraph of

G̃(t) on k ≤ n1/4 vertices contains at most 2k edges.
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Proof. Since this property is monotone with respect to the removal of edges,

it is enough to prove the claim for t = Md. Let p = Md/
(

n
2

)
and G ∼ G(n, p).

Fix 1 ≤ k ≤ n1/4; the probability that an induced subgraph H on k vertices

has at least 2k edges is:

Pr[|E(H)| ≥ 2k] = Pr[B(

(
k

2

)
, p) ≥ 2k] ≤

((
k
2

)

2k

)
p2k

≤ (kp)2k ≤
(

(1 + o(1)) log n

n3/4

)2k

.

Summing over all the subgraphs of size at most k, we obtain that the prob-

ability that such a subgraph exists is at most:

∑

k≤n1/4

∑

|H|=k

Pr[|E(H)| ≥ 2k] ≤
∑

k≤n1/4

(
n

k

)(
(1 + o(1) log n

n3/4

)2k

≤
∑

k≤n1/4

(
n−

1
2
+o(1)

)k

= o(n−1/5) .

Again, performing the same calculation in G(n,Md) gives the same result: the

probability that a specific set of 2k edges belongs to G(n,Md) is
(

N−2k
Md−2k

)
/
(

N
Md

)

(where N =
(

n
2

)
), which equals ((1 + o(1))Md/N)2k = ((1 + o(1))p)2k. ¥

Equipped with Claim 9.2.3 and Claim 9.2.4, we are ready to prove Lemma

9.2.2.

Recall that a set S is bad iff |∂S| < δ(G)|S|. We call a bad set S

elementary if it does not contain a smaller bad set, i.e., every T ⊂ S, T 6= S

is not bad. Clearly, in order to show that there are no bad sets of size at

most n1/4, it is enough to show that there are no elementary bad sets of such

size. With high probability, every G ∈ {G̃(t) : md ≤ t ≤ Md} satisfies

both Claim 9.2.3 and Claim 9.2.4. Since md < τ(δ = d) ≤ Md, every graph

G = G̃(t) in the interval md ≤ t ≤ τ(δ = d) satisfies both claims, as well as

δ(G) ≤ d. We claim that this implies the required result; to see this, consider

a graph G which satisfies the above properties, and let δ = δ(G). We first

prove that there are no elementary bad sets of size at most n1/4 in G:

Let S denote an elementary bad set S of size k ≤ n1/4. Notice that

necessarily k ≥ 2, since a single vertex has at least δ edges and hence cannot
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account for a bad set. By Claim 9.2.4, the induced graph H on S contains

at most 2k edges. Since the boundary of S contains at most δk − 1 ≤ dk

edges, this implies that |S ∩ Small| ≥ 3
4
k , otherwise the number of edges

in H would satisfy:

|E(H)| = 1

2

∑
v∈S

dH(v) ≥ 1

2

(
k

4
4(d + 6)− dk

)
≥ 3k ,

leading to a contradiction. Assume therefore that at most k/4 vertices in S

do not belong to Small. We define A = S ∩ Small, and B = S \ A. By

Claim 9.2.3, A is an independent set, and furthermore, no two vertices of A

have a common neighbor in B. Hence, each vertex of B is adjacent to at

most one vertex of A, and if we denote by A′ ⊆ A the vertices of A, which

are not adjacent to any vertex of S, the following holds:

|A′| ≥ |A| − |B| ≥ (
3

4
− 1

4
)k =

1

2
k .

In particular, A′ is nonempty; we claim that this contradicts the fact that S

is elementary. Indeed, each vertex v ∈ A′ is not adjacent to any vertex in S,

hence it contributes d(v) edges to ∂S. Removing the vertex v would result

in a nonempty (k ≥ 2) strictly smaller subset T of S which satisfies:

|∂T | = |∂S| − d(v) ≤ |∂S| − δ < δ(|S| − 1) = δ|T | ,

establishing a contradiction. We conclude that G does not contain bad sets

of size at most n1/4.

Next, consider a set S of size |S| ≤ n1/4 which satisfies |∂S| = δ|S|.
If |S| = 1, obviously S consists of a single vertex of degree δ and we are

done. Otherwise, repeating the above arguments for bad sets, we deduce

that |S ∩ Small| ≥ 3
4
|S| (this argument merely required that |∂S| ≤ δ|S|)

and that S contains a nonempty set A′, whose vertices are not adjacent to

any vertex of S. Consider a vertex v ∈ A′; this vertex contributes d(v) ≥ δ

edges to ∂S. However, d(v) cannot be greater than δ, otherwise the set

S ′ = S \ {v} would satisfy |∂S ′| < δ|S ′|, contradicting the fact that there are

no bad sets of size at most n1/4 in G. Therefore, all the vertices of A′ are of

degree δ, and are not adjacent to any of the vertices of S. If we denote the
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remaining vertices by S ′ = S \ A′, S ′ satisfies |∂S ′| = δ|S| − δ|A′| = δ|S ′|,
and, by induction, the result follows.

This completes the proof of Lemma 9.2.2. ¥

The large sets are handled by the following lemma, which shows that even

at time md (when the minimal degree is still at most d−1) these sets already

have boundaries of size at least d|S|+ 1.

Lemma 9.2.5. With probability at least 1− o(n−1/5), the graph G̃(md) sat-

isfies |∂S| > d|S| for every set S of size n1/4 ≤ |S| ≤ n/2 (and hence G̃(t)

has this property for every t ≥ md with probability at least 1− o(n−1/5)).

Proof. Define p = md/
(

n
2

)
. For the sake of simplicity, the calculations are

performed in the G(n, p) model and we note that by the same considerations

the results apply for the corresponding G(n,md) model as well. To show

that, with probability 1 − o(n−1/5), the random graph G ∼ G(n, p) satisfies

|∂S| > d|S| for sets S of the given size, argue as follows:

Fix a set S ⊂ V of size k, n
log n

≤ k ≤ n/2, and let AS denote the event

{|∂S| ≤ dk}. Let µ denote E|∂S| = k(n − k)p. By the Chernoff bound,

Pr[|∂S| < µ− t] ≤ exp
(
− 1

2µ
t2

)
. Therefore, setting t = µ− (dk + 1), we get:

Pr[AS] = Pr[|∂S| < dk + 1] ≤ exp

(
−1

2

(
1− d + 1

k

(n− k)p

)2

k(n− k)p

)

≤ exp

(
−1

2

(
1− (2 + o(1))d

log n

)2

k

(
1

2
− o(1)

)
log n

)

= exp

(
−1− o(1)

4
k log n

)
.
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Hence, the probability that there exists such a set S is at most:

n/2∑

k= n
log n

(
n

k

)
exp

(
−1− o(1)

4
k log n

)
≤

n/2∑

k= n
log n

(
e
n

k

)k

exp

(
−1− o(1)

4
k log n

)

≤
n/2∑

k= n
log n

exp

(
k(log log n + 1)− 1− o(1)

4
k log n

)

≤
n/2∑

k= n
log n

(
n−

1
4
+o(1)

)k

= o(n−1/5) .

Let S ⊂ V be a set of size n1/4 ≤ k ≤ n
log n

. Notice that:

(n− k)p = (1 + o(1)) log n , (9.4)

and hence, dk < µ, and we can give the following upper bound on the

probability that |∂S| ≤ dk:

Pr[|∂S| ≤ dk] ≤ (dk + 1) Pr[|∂S| = dk]

= (dk + 1)

(
k(n− k)

dk

)
pdk(1− p)k(n−k)−dk

≤ (dk + 1)

(
ek(n− k)p

dk

)dk

e−pk(n−k−d)

= (dk + 1)(e/d)dk (p(n− k))dk e−kpn+pk2+pkd .

We now use (9.4) and the facts that pk ≤ 1 + o(1) and d = o(k), and obtain:

Pr[|∂S| ≤ dk] ≤ O(1)dk(e/d)dk (log n)dke(2d+ω(n)+1+o(1))k+d

nkrk(d−1)

≤
(

eω(n)+2d+O(1) log n

n

)k

.

Summing over all sets S of size k, we get:

∑

|S|=k

Pr[|∂S| ≤ dk] ≤
(en

k

)k
(

eω(n)+2d+O(1) log n

n

)k

=

(
eω(n)+2d+O(1) log n

k

)k

≤
(

O(1)n2/r log r log n

n1/4

)k

=
(
n−

1
4
+o(1)

)k

.
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Thus:

∑

n1/4≤|S|≤ n
log n

Pr[|∂S| ≤ d|S|] ≤
∑

k≥n1/4

(
n−

1
4
+o(1)

)k

= o(n−1/5) .

¥

Since G̃ satisfies the properties of both Lemma 9.2.2 and Lemma 9.2.5

for a given d ≤ ` = o(log n) with probability at least 1 − o(n−1/5), the

union bound over all possible values of d implies that these properties are

satisfied almost surely for every d ≤ `. Theorem 9.1.1 follows directly: to see

this, assume that indeed a random graph process G̃ satisfies the mentioned

properties for every d ≤ `, and consider some d ≤ `. By the properties of

Lemma 9.2.2, in the period t ∈ [md, τ(δ = d)] every set of size k ≤ n1/4

has at least δk edges in its corresponding cut, and if there are precisely δk

edges in the cut, then S is an independent set of vertices of degree δ. In

particular, at time t = τ(δ = d), every set S of at most n1/4 vertices has

a ratio |∂S|
|S| of at least d, and a ratio of precisely d implies that S is an

independent set of vertices of degree d. By monotonicity, this is true for

every t ∈ [τ(δ = d), τ(δ = d + 1)). Next, by the properties of Lemma 9.2.5,

every set of size k ≥ n1/4 has at least dk + 1 edges in its corresponding cut

at time t = md. In particular, for every t ∈ [τ(δ = d), τ(δ = d + 1)), every

set S, larger than n1/4 vertices, has a ratio |∂S|
|S| strictly larger than d. These

two facts imply the theorem. ¥

9.2.2 Proof of Proposition 9.2.1

A standard first moment consideration shows that indeed, with high proba-

bility, δ(G(n,Md)) ≥ d for every d ≤ `. We perform the calculations in the

G(n, p) model and note that the same applies to G(n,Md).

For each v ∈ V (G), let Av and Bv denote the events {d(v) = d − 1}
and {d(v) ≤ d − 1} respectively, and set Yd = |{v : d(v) = d − 1}| and

Zd = |{v : d(v) ≤ d − 1}|. Recall that d = o(log n), and furthermore, we

may assume that d tends to infinity as n → ∞, since md and Md coincide

with the well known threshold functions for constant values of d. Choosing
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p = Md/
(

n
2

)
, the following holds:

Pr[Av] =

(
n− 1

d− 1

)
pd−1(1− p)n−d

≤
(

(1 + o(1))e log n

d

)d−1

e−(1− d
n

)(log n+(d−1) log r+2d+ω(n))

≤ 1

n1−d/n

(
(1 + o(1))er

r1−d/n

)d−1

e−(1−o(1))(2d+ω(n))

=
nd/n

n

(
(1 + o(1))er

log n
rn

)d−1

e−(1−o(1))(2d+ω(n)) ≤ 1

n
e−(1−o(1))(d+ω(n)) .

(9.5)

Since d ≤ (n− 1)p, we have:

Pr[Bv] ≤ d Pr[Av] ≤ 1

n
e−(1−o(1))(d+ω(n)) .

Hence,

EZd ≤ e−(1−o(1))(d+ω(n)) ,

and summing over every d ≤ ` we obtain:
∑

d≤`

Pr[Zd > 0] ≤ e−(1−o(1))ω(n)
∑

d≤`

e−(1−o(1))d = o(1) .

A second moment argument proves that almost surely δ(G(n, p)) ≤ d −
1 for every d ≤ `. To see this, argue as follows (again, calculations are

performed in the G(n, p) model): following the same definitions, only this

time with p = md/
(

n
2

)
, apply the bound

(
a
b

) ≥ (
a
b

)b
and the well known

bound 1− x ≥ e−x/(1−x) for 0 ≤ x < 1, to obtain:

Pr[Av] =

(
n− 1

d− 1

)
pd−1(1− p)n−d ≥

≥
(

(1 + o(1)) log n

d

)d−1

e(− log n−(d−1) log r+2d+ω(n))/(1−p) ≥ 1

n
Ω(ed+ω(n)) ,

where in the last inequality we omitted the the 1/(1− p) factor in the expo-

nent, since, for instance, n1− 1
1−p = n

−p
1−p ≥ n−O(1) log n

n = eo(1). Therefore:

EYd = Ω(ed+ω(n)) .
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Take u ∈ V (G) with u 6= v; denoting PK
L = Pr[B(K, p) = L], the following

holds:

Cov(Au, Av) = Pr[Au ∧ Av]− Pr[Au] Pr[Av]

= p(Pn−2
d−2 )2 + (1− p)(Pn−2

d−1 )2 − (Pn−1
d−1 )2 .

Since Pn−1
d−1 = pPn−2

d−2 + (1− p)Pn−2
d−1 , we get:

Cov(Au, Av) = p(1− p)(Pn−2
d−2 )2 + (1− p)p(Pn−2

d−1 )2 − 2p(1− p)Pn−2
d−2Pn−2

d−2

= p(1− p)(Pn−2
d−1 − Pn−2

d−2 )2 ≤ p(Pn−2
d−1 )2 .

Notice that Pn−2
d−1 corresponds to the event Av for a graph on n−1 vertices, and

hence a similar calculation to the one in (9.5) shows that Pn−2
d−1 = O(exp(3d+

ω(n))/n). Altogether we get:

Cov(Au, Av) ≤ O(1)p
e6d+2ω(n)

n2
≤ O(1)EYd

e5d+ω(n) log n

n3
= o(n−2)EYd ,

which gives the following upper bound on the variance of Yd:

Var(Yd) ≤ EYd +
∑

u6=v

Cov(Au, Av) ≤ EYd + n2o(n−2)EYd = (1 + o(1))EYd .

Applying Chebyshev’s inequality gives:

Pr[Yd = 0] ≤ Var(Yd)

(EYd)2
≤ 1 + o(1)

EYd

≤ O(e−d−ω(n)) ,

and summing over every d ≤ ` we obtain:

∑

d≤`

Pr[Yd = 0] ≤ O(1)e−ω(n)
∑

d≤`

e−d = o(1) ,

as required. ¥

9.3 The behavior of i(G) when δ = Ω(log n)

Proof of Theorem 9.1.2: A bisection of a graph G on n vertices is a

partition of the vertices into two disjoint sets (S, T ), where |S| = bn
2
c and
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T = V \ S. Fix ε1 > 0; we first prove that, with high probability, every

bisection (S, V \ S) of G(n, p) has strictly less than
(

1
2

+ ε1

)
np|S| edges in

the cut it defines, provided that limn→∞ np = ∞. We omit the floor and

ceiling signs to simplify the presentation of the proof.

Let S be an arbitrary set of n/2 vertices. The number of edges in the

boundary of S has a binomial distribution with parameters B(n2/4, p), hence

(by our assumption on p) its expected value µ tends to infinity faster than

n. By the Chernoff bound, Pr[|∂S| ≥ (1 + t)µ] ≤ exp(−µt2/4) provided that

t < 2e− 1, thus we get:

Pr[|∂S| ≥
(

1

2
+ ε1

)
np|S|] = Pr[|∂S| ≥ (1 + 2ε1) µ] ≤ exp(−Ω(µ)) .

Since this probability is o(2−n), the expected number of bisections, in which

the corresponding cuts contain at least
(

1
2

+ ε1

)
np|S| edges, is o(1).

Next, fix ε2 > 0. We claim that the minimal degree of G(n, p), where

p = C log n
n

and C = C(ε2) is sufficiently large, is at least (1−ε2)np. Applying

the Chernoff bound on the binomial distribution representing the degree of

a given vertex v gives:

Pr[d(v) ≤ (1− ε2)np] = Pr[d(v) ≤ (1− ε2 + o(1))Ed(v)]

exp

(
−C

ε2
2

2
(1− o(1)) log n

)
,

and for C > 2
ε2
2

this probability is smaller than 1
n
.

Altogether, for a sufficiently large C, the following holds with high prob-

ability: every bisection (S, V \ S) satisfies:

|∂S|
|S| <

1
2

+ ε1

1− ε2

δ(G) =

(
1

2
+ ε

)
δ(G) ,

where ε = ε1+ε2/2
1−ε2

. ¥

Remark 9.3.1: We note that the above argument gives a crude estimate

on the value of C = C(ε). Since the first claim, concerning the behavior

of bisections, holds for every value of C, we are left with determining when

typically the minimal degree of G becomes sufficiently close to the average
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degree. This threshold can be easily computed, following arguments similar

to the ones in the proof of Proposition 9.2.1; the following value of C(ε) is

sufficient for the properties of the theorem to hold with high probability:

C >
1 + 2ε

2ε− log(1 + 2ε)
.

Remark 9.3.2: Theorem 9.1.2 provides an upper bound on i(G), which

is almost surely arbitrarily close to δ
2

while the graph satisfies δ = Θ(log n).

We note that the arguments of Theorem 9.1.1 can be repeated (in a simpler

manner) to show that with high probability i(G̃(t)) ≥ δ/2 for every t, and

hence the bound in Theorem 9.1.2 is tight.

9.4 Concluding remarks

We have shown that there is a phase transition when the minimal degree

changes from o(log n) to Ω(log n); it would be interesting to give a more

accurate description of this phase transition. Theorem 9.1.1 treats δ(G) =

o(log n), and Theorem 9.1.2 shows that, almost surely, i(G) < δ(G) once p =

C log n/n, where C > 2/(1− log 2) ≈ 6.52, in which case δ(G) > (C/2) log n.

Hence we are left with the range in which δ(G) = c log n, where

0 < c ≤ 1/(1− log 2) ≈ 3.26 .

It seems plausible that in this range i(G) = δ(G), i.e., that the isoperimetric

constant is determined either by the typical minimal degree, or by the typical

size of a bisection.

The vertex version of the isoperimetric constant (minimizing the ratio

|δS|/|S|, where δS ⊂ V \ S is the vertex neighborhood of S) is less natural,

since the minimum has to be defined on all nonempty sets of size at most

n/(K+ε) if we wish to allow the constant to reach the value K. Nevertheless,

the methods used to prove Theorem 9.1.1 can prove similar results for the

vertex case, at least as long as the minimum degree is constant. Indeed, in

that case, the probability for two vertices to have a common neighbor is small

enough not to have an effect on the results.
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Finally, it is interesting to consider the isoperimetric constant of certain

subgraphs along the random graph process. To demonstrate this, we consider

the period of G̃ in which the minimal degree is 0, i.e., t ≤ τ(δ = 1). The

existence of isolated vertices in G̃(t) implies that i(G̃(t)) = 0, however we

may consider a connected component of G(t) and analyze its isoperimetric

constant. For instance, the largest component at time t, C1(t), after a short

while (say, at t = cn for some c > 0) satisfies i(C1(t)) < ε for every ε > 0.

In general, an easy calculation shows that for such values of t, with high

probability there exist small sets which have an edge boundary smaller than

their size. For instance, when p = c/n for some c < 1, G(n, p) almost

surely satisfies that all connected components are of size O(log n), hence

each component C has a ratio |∂C|
|C| of 0. Furthermore, if we take p = C/n

for some C > 1, and consider the giant component H (recall that for this

value of p, almost surely there is a single component of size Θ(n), and all

other components are of size O(log n)), i(H) < ε for every ε > 0. One way

to see this, is to consider a collection of arbitrarily long paths, each of which

connects to the giant component at precisely one end.
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[46] P. Erdős, On a lemma of Littlewood and Offord, Bull. Amer. Math. Soc.

(2nd ser.) 51 (1945), 898-902.
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