
MAXIMUM OF BRANCHING BROWNIAN MOTION

IN A PERIODIC ENVIRONMENT

EYAL LUBETZKY, CHRIS THORNETT, AND OFER ZEITOUNI

Abstract. We study the maximum of Branching Brownian motion (BBM) with

branching rates that vary in space, via a periodic function of a particle’s location. This

corresponds to a variant of the F-KPP equation in a periodic medium, extensively

studied in the last 15 years, admitting pulsating fronts as solutions. Recent progress

on this PDE due to Hamel, Nolen, Roquejoffre and Ryzhik (’16) implies tightness

for the centered maximum of BBM in a periodic environment. Here we establish the

convergence in distribution of specific subsequences of this centered maximum, and

identify the limiting distribution. Consequently, we find the asymptotic shift between

the solution to the corresponding F-KPP equation with Heavyside initial data and

the pulsating wave, thereby answering a question of Hamel et al. Analogous results

are given for the cases where the Brownian motion is replaced by an Ito diffusion

with periodic coefficients, as well as for nearest-neighbor branching random walks.

1. Introduction

In classical Branching Brownian motion (BBM), initially there is a single particle at

the origin, performing standard Brownian motion; a particle is associated with a rate-1

exponential clock which, upon ringing, causes it to be replaced by two new particles

at that location, each evolving thereafter independently in the above manner. The

location of the rightmost particle in this process after time t, denoted Mt, has been

extensively studied, due in part to its connection to the behavior of extreme values in the

Discrete Gaussian Free Field (and other log-correlated fields; see for instance [5, 24]),

and to the F-KPP equation, proposed almost a century ago by Fisher [10] and by

Kolmogorov, Petrovskii and Piskunov [17] to model the spread of an advantageous

gene in a population:

∂u

∂t
=

1

2

∂2u

∂x2
+ F (u) (1.1)

with

F (u) = u2 − u , u(0, x) = 1{x≥0} . (1.2)

As found by McKean [20], BBM gives a probabilistic representation to (1.1) with initial

conditions u(0, x) = f(x) via u(t, x) = E
[∏

v∈Nt f(x+X
(v)
t )
]
, where Nt is the set of

particles at time t, and X
(v)
t is the location of the particle v at that time. With this

interpretation, u(t, x) = P(minv∈Nt(x+X
(v)
t ) > 0) = P(Mt ≤ x) solves (1.1), (1.2).
1
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Bramson [6, 8] was then able to use probabilistic methods—which later had a large

impact in the study of extremes of logarithmically correlated fields—in a sharp analysis

of the maximum of BBM: the median of Mt is m̄t =
√

2t− 3
2
√

2
log t+ c+ o(1) (with its

logarithmic “Bramson correction” term differing from the second order term 1
2
√

2
log t

in the maximum of et i.i.d. Brownian motions), and Mt − m̄t converges in law to a

random variable W , later identified by Lalley and Selke [18] to be a randomly shifted

Gumbel random variable.

A version of the F-KPP equation studied by H. Berestycki, H. Hamel [2], followed

by a series of papers (cf. [3, 4, 13] to name a few), replaced the function F (u) in (1.2)

by a function F (x, u) that is periodic in x and is a KPP-type nonlinearity. The case

F (x, u) = g(x)(u2 − u) for g ∈ C1(R) strictly positive and 1-periodic (1.3)

corresponds to BBM in a periodic environment, where the constant branching rate is

replaced by a space-dependent rate prescribed by the function g. That is, if bv and dv
are the birth time and death times of the particle v, respectively, and we fictitiously

extend X
(v)
s beyond its death time dv, then

P
(
dv − bv > t

∣∣∣ bv, {X(v)
s : bv ≤ s <∞}

)
= exp

[
−
∫ bv+t

bv

g
(
X(v)
s

)
ds

]
. (1.4)

Upon dying, the particle then gives birth to two identical particles at its position who

then continue independently under Brownian motion.

A recent breakthrough in analyzing the solution to this flavor of the F-KPP equation

(and more generally, allowing F (x, u) = g(x)f(u) for any f ∈ C1([0, 1]) of KPP-type)

due to Hamel, Nolen, Roquejoffre and Ryzhik [12] generalized Bramson’s results to

the case of periodic environments. In particular, for the maximum Mt of BBM with

branching rates given by g as per (1.3), the results of [12] imply that its median m̄t is

within order 1 of

mt = v∗t− 3

2λ∗
log t for explicit v∗(g), λ∗(g) > 0 , (1.5)

and that Mt −mt is tight.

Before we state our main result, let us briefly define v∗ and λ∗. As discussed in

[12], the key is a class of eigenproblems. For every λ ∈ R, let γ(λ) and ψ(·, λ) be the

principal eigenvalue and positive eigenfunction of the periodic problem

1

2
ψxx + λψx +

(
1

2
λ2 + g(x)

)
ψ = γ(λ)ψ ,

ψ(x+ 1, λ) = ψ(x, λ) ,
(1.6)

normalized so that
∫ 1

0 ψ(x, λ)dx = 1. We define

v∗ := min
λ>0

γ(λ)

λ
, λ∗ = arg min

λ>0

γ(λ)

λ
. (1.7)

The existence of λ∗ will be proved in Section 2.
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Our main result establishes that, in this setting, {Mt−mt} is tight, and we identify

sequences {tn} along which {Mtn−mtn} converge in distribution, along with the limits.

Theorem 1. Let Mt be the maximum at time t of BBM with branching rates given by a

C1(R) strictly positive and 1-periodic function g as in (1.4), and let mt = v∗t− 3
2λ∗ log t.

Then there exist a random variable Θ (possibly on a larger probability space) and a

positive, continuous, 1-periodic function ν such that

lim
t→∞

∣∣∣P(Mt ≤ mt + y
)
− E

[
exp

(
−Θν(mt + y)e−λ

∗y
)]∣∣∣ = 0

for all y ∈ R. In particular, if {tn} is an increasing sequence such that (mtn) has

constant fractional part, then Mtn −mtn converges in distribution.

The random variable Θ can be described as an appropriate limit, see (4.7) below. The

implicitly defined function ν(·), whose existence is a consequence of Proposition 3.6,

captures the possible variability of the tail of the law of Mt as function of the initial

condition. We do not rule out the possibility that ν(·) is actually a constant.

Our analysis has the following consequence for the behavior of the solution to the

F-KPP equation in a periodic medium:

Corollary 2. Let u(t, x) be the solution to the F-KPP equation

∂u

∂t
=

1

2

∂2u

∂x2
+ g(x)(u2 − u) ,

u(0, x) = 1{x≥0} ,

(1.8)

and let mt = v∗t− 3
2λ∗ log t. There exists a function U(z, x), satisfying U(z+1/v∗, x) =

U(z, x− 1), such that

lim
t→∞

sup
x∈R

∣∣u(t, x)− U
(
mt/v

∗, x
)∣∣ = 0 .

The function U(·, ·) is given explicitly in (4.9).

Recall that, in the context of the F-KPP equation in a periodic medium such as

the one described in the above corollary, a pulsating wave is a solution Uv(t, x) to

this equation which satisfies Uv(t + 1/v, x) = Uv(t, x − 1). It is known that no such

solution exists for v < v∗ , whereas if v ≥ v∗ then such a solution exists and is unique

up to time-shifts (see [12, p. 467] and the references therein for more details). It was

shown in [12, Thm. 1.2] (in a much greater generality than we can treat by probabilistic

methods, and in particular for more general nonlinearities and initial conditions) that

the solution u(t, x) to (1.8) satisfies |u(t, x)−Uv∗(t− 3
2v∗λ∗ log t+ξ(t), x)| → 0 uniformly

in x > 0 for some bounded function ξ(t).

Combining this with Corollary 2 and (1.5), and using that mt/v
∗ → ∞ as t → ∞,

we see that |U(t, x) − Uv∗(t + ζ(t), x)| → 0 as t → ∞, uniformly in x > 0, for some

bounded function ζ(t). Equation 4.9 then gives a representation of the pulsating wave.
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The structure of the paper is the following. Section 2 discusses some preliminaries

from the theory of Branching Brownian motions and large deviations, such as Many-

to-One (Two) lemmas, tilting, and barrier estimates; the proof of a technical ballot

theorem (Lemma 2.8) is postponed to Appendix A. Section 3, which is the heart of

the paper and technically the most challenging, uses these to derive the crucial Propo-

sition 3.6, which gives the exact asymptotics for the right tail of the law of Mt. The

argument uses a first and second moment method, in the spirit of standard proofs in

the theory of branching random walks, see e.g. [1] and [23]; Our argument is closest

to [7]. However, the periodicity of the coefficients forces significant departure from the

standard approach, and in particular forces us to work with certain stopping lines in

order to recover an independent increments structure. The proof of the main results

follows relatively quickly from the tail estimate, and is provided in Section 4. Fi-

nally, Section 5 discusses extensions to Branching Brownian Motion with periodic drift

and diffusion coefficients, and to branching integer-valued random walks with periodic

branching rates.

2. Preliminaries

We begin with some important preliminary estimates. First, we define some of the

notation we will need later on.

In addition to our BBM, it will be helpful to consider a standard Brownian motion

{Bt} and its measure Px under which B0 = x. We will abbreviate P := P0, and let

{FBt }t≥0 be its natural filtration.

Analogously, it will often be convenient to consider a different probability measure

Px under which the BBM begins at x, rather than zero. Note that this equivalent to

replacing the branching rate g with g(x + ·) and the process {X(v)
t } with {x + X

(v)
t }.

Replacing g by g(x+ ·) in (1.6) above, one sees that the eigenvalues (and in particular

λ∗ and v∗) do not change, whereas ψ is replaced by ψ(x + ·, λ). Notice that since,

for any given λ, ψ(·, λ) is positive, continuous and 1-periodic, it is bounded above and

below by positive constants. When we refer to this fact, we will often simply say “ψ is

bounded” for brevity.

Recall thatNt denotes the set of particles alive at time t, and that X
(v)
t is the position

at time t of a particle v ∈ Nt. For every v ∈ Nt, we extend the latter definition and

let X
(v)
s for s ≤ t denote the position of the unique ancestor of v that is alive at time

s (whenever v ∈ Ns this unique ancestor would be v itself). Similarly, for a particle

v which is alive before time t, we let M
(v)
t be the maximum of X

(w)
t amongst those

particles w ∈ Nt which are direct descendants of v.

Let U =
⋃
t≥0Nt be the set of all particles. Given a P-almost surely finite {Bt}-

stopping time τ , we let τ (v) be the analogous stopping time for {X(v)
t } and define the

stopping line

Lτ :=
{

(v, t) ∈ U × [0,∞) : v ∈ Nt, τ (v) = t
}
,
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and consider Nτ := {u ∈ U : (u, t) ∈ Lτ for some t}. Observe that if τ = t is constant,

then Nτ = Nt, so our notation is consistent.

Finally, we note that we will regularly use C to denote a universal positive con-

stant which may change from line to line. For any specific constant that is kept fixed

throughout, we will use a different symbol.

2.1. Many-to-few lemmas and large deviations estimates. The Many-to-One

Lemma and Many-to-Two Lemma, which can be traced back to the works [15,21] (see

also [14]), will both be essential for our analysis. The stopping line version we state,

along with a more general introduction to stopping lines, can be found in [19, §2.3].

Lemma 2.1 (Many-to-One Lemma). Let τ be a Px-almost surely finite {FBt }-stopping

time, and let f : C[0,∞)→ R be a measurable bounded function such that f
(
{Bs}s≥0

)
is FBτ -measurable. Then

Ex
[ ∑
v∈Nτ

f
(
{X(v)

s }s≥0

)]
= Ex

[
e
∫ τ
0 g(Bs)dsf

(
{Bs}s≥0

)]
.

In the next lemma, we set Is = {z ∈ R : z ≤ q(s)} where q(·) is some continuous

function (in our application, q(·) will always be an affine function). The statement

holds in greater generality and can be deduced from [19, Lemma 2.3.3] by considering

the process X
(v)
· stopped upon exiting the domain {(s, z) : s ≤ t, z ∈ Is}.

Lemma 2.2 (Many-to-Two Lemma). Assume the set-up of Lemma 2.1, and in addition

suppose f is of the form

f
(
{Bs}s≥0

)
= h(τ)1{Bs∈Is for s≤τ}1{Bτ∈A} ,

where A ⊂ R is a closed set. Define

p(s, x, dy) := Ex
[ ∑
v∈Ns

1{X(v)
u ∈Iu for u<s, τ (v)>s,X

(v)
s ∈dy}

]
.

Then

Ex
[ ∑
v,w∈Nτ
v 6=w

f
(
{X(v)

s }s≥0

)
f
(
{X(w)

s }s≥0

)]

= 2h(t)2

∫ t

0

∫
Is

g(y)

(
Ey
[ ∑
v∈Nt−s

1{X(v)
u ∈Is+u for u≤t−s}1{X(v)

t−s∈A}

])2

p(s, x, dy) ds (2.1)
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if τ = t is a constant, and

Ex
[ ∑
v,w∈Nτ
v 6=w

f
(
{X(v)

s }s≥0

)
f
(
{X(w)

s }s≥0

)]

= 2

∫ ∞
0

∫
Is

g(y)

(
Ey
[ ∑
v∈Nτ

h
(
s+ τ (v)

)
1{X(v)

u ∈Is+u for u≤τ (v)}1{X(v)

τ(v)
∈A}

])2

p(s, x, dy) ds

(2.2)

if τ is the first hitting time of a closed set F ⊂ R.

After applying these lemmas, we will want to use an exponential change of measure

(tilt) that makes the e
∫ τ
0 g(Bs)ds term vanish. With ψ as in (1.6), define the function

φ(x, λ) := λ+
ψx(x, λ)

ψ(x, λ)
= ∂x

(
λx+ logψ(x, λ)

)
. (2.3)

Notice that φ(·, λ) is 1-periodic, and it follows from the definition and (1.6) that

1

2
φx +

1

2
φ2 = γ(λ)− g(x) . (2.4)

With φ(·, λ) as in (2.3), consider the process {Yt}t≥0 satisfying

dYt = φ(Yt, λ)dt+ dWt, Y0 = x ,

where {Wt}t≥0 is a standard Wiener process, and let Px
λ denote the associated measure.

Since φ(·, λ) is 1-periodic, it follows that the law of {Yt − Y0}t≥0 is the same under

Px
λ as under Px+1

λ . Moreover, this process provides us with our desired tilt.

Lemma 2.3. For any x ∈ R, λ > 0, t > 0 and measurable function F : C[0, t]→ R+,

we have that

Ex
λ

[
F
(
{Ys}s≤t

)]
= Ex

[
ψ(Bt, λ)

ψ(x, λ)
eλ(Bt−x)+

∫ t
0 g(Bs)ds−γ(λ)tF

(
{Bs}s≤t

)]
. (2.5)

Proof. This will follow immediately from the Girsanov formula if we can show that∫ t

0
φ(Bs, λ)dBs −

1

2

∫ t

0
φ2(Bs, λ)ds

= logψ(Bt, λ)− logψ(B0, λ) + λ(Bt −B0) +

∫ t

0
g(Bs)ds− γ(λ)t . (2.6)

(Note that for fixed t, the left hand side is uniformly bounded, and so Novikov’s con-

dition [22, Proposition VIII.1.15] is trivially satisfied.) To prove (2.6), first note that

by (2.3) and Ito’s lemma,

λ(Bt −B0) + logψ(Bt, λ)− logψ(B0, λ) =

∫ t

0
φ(Bs, λ)dBs +

1

2

∫ t

0
φx(Bs, λ)ds .
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Rearranging the above display, we find∫ t

0
φ(Bs, λ)dBs −

1

2

∫ t

0
φ2(Bs, λ)ds

= logψ(Bt, λ)− logψ(B0, λ) + λ(Bt −B0)−
∫ t

0

(
1

2
φx(Bs, λ) +

1

2
φ2(Bs, λ)

)
ds ;

plugging in (2.4), we obtain (2.6) and complete the proof. �

Remark 2.4. Since the Radon-Nikodym derivative is a martingale, (2.5) remains true

when t is replaced by a bounded stopping time τ . It hence also holds for any stopping

time τ if there exists a deterministic t > 0 such that F is zero on τ > t, since on this

event τ is equal to the bounded stopping time τ ∧ t.

We are interested in performing this tilt with λ = λ∗ of (1.7), which we have not yet

shown to exist. We do this in the following lemma.

Lemma 2.5. The function γ is analytic and convex on R. Moreover, there exists a

unique λ∗ > 0 such that
γ(λ∗)

λ∗
= min

λ>0

γ(λ)

λ
,

and this quantity is positive.

Proof. That γ is analytic follows from standard analytic perturbation theory, see for in-

stance [16, Example VII.2.12]). Moreover, since ψ is bounded, we may apply Lemma 2.3

with F ≡ 1 to deduce

Ex

[
exp

(
λBt +

∫ t

0
g(Bs)ds

)]
= eλx+γ(λ)t+O(1) . (2.7)

(In fact, the O(1) term is also uniform for λ ∈ K if K is compact, but we do not use

this.) Note that (2.7) implies the convexity of γ(·) in view of Hölder’s inequality. If

α and β are the respective lower and upper bounds of g, then (2.7) and the identity

Ex[eλBt ] = eλx+λ2t/2 imply that

γ(λ) ∈
[λ2

2
+ α,

λ2

2
+ β

]
. (2.8)

It follows that γ(λ)
λ → +∞ as both λ→ 0+ and λ→ +∞. Thus, since γ is continuous,

it follows that

v∗ = min
λ>0

γ(λ)

λ
exists, and applying (2.8) again implies that v∗ > 0. Let λ∗ be a minimizer. Then

0 =
d

dλ

γ(λ)

λ

∣∣∣
λ=λ∗

=
γ′(λ∗)− γ(λ∗)

λ∗

λ∗
,

that is, v∗ = γ′(λ∗). If λ∗ were not unique, the convexity of γ would imply that γ′ is

constant on an interval, and analyticity would then imply that γ is affine. But this is

clearly impossible by (2.8), so λ∗ is unique. �
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From now on, we will deal exclusively with λ = λ∗. Since λ∗v∗ − γ(λ∗) = 0 and ψ is

bounded, Lemma 2.1 and Lemma 2.3 imply

Ex
[ ∑
v∈Nt

1{X(v)
t −v∗t∈[y,y+1]}

]
= Ex

[
e
∫ t
0 g(Bs)ds ; Bt − v∗t ∈ [y, y + 1]

]
= e−λ

∗(v∗t+y+O(1))+γ(λ∗)tPx
λ∗

(
Yt − v∗t ∈ [y, y + 1]

)
= e−λ

∗y+O(1)Px
λ∗

(
Yt − v∗t ∈ [y, y + 1]

)
,

for any x, y ∈ R. Thus, studying asymptotics for {Yt} will be crucial in our proof. We

begin with a large deviations principle.

Lemma 2.6. Let µxt be the law of {Ytt } under Px
λ∗. Then {µxt } satisfies a large devia-

tions principle with good, convex rate function

I(z) := γ∗(z)−
{
λ∗z − γ(λ∗)

}
,

where γ∗(z) = supλ∈R
{
λz − γ(λ)

}
denotes the Legendre transform of γ.

Proof. That I is a convex rate function follows from the convexity of γ and the definition

of γ∗. For the large deviations principle, observe from (2.5) that for any η ∈ R,

1

t
log Ex

λ∗
[
eηYt

]
=

1

t
log Ex

[
ψ(Bt, λ

∗)

ψ(x, λ∗)
e(λ∗+η)(Bt−x)+

∫ t
0 g(Bs)ds

]
+
λ∗x

t
− γ(λ∗) . (2.9)

Since ψ is bounded, it follows from (2.7) that

lim
t→∞

1

t
log Ex

λ∗
[
eηYt

]
= γ(λ∗ + η)− γ(λ∗) .

The right hand side of the above display is a globally differentiable function of η by

Lemma 2.5, and so by the Gärtner–Ellis Theorem (cf., e.g., [9, §2.3]), it follows that

{µxt } satisfies a large deviations principle with rate function

J(z) := sup
η∈R

{
ηz −

[
γ(λ∗ + η)− γ(λ∗)

]}
= I(z) ,

as claimed. Finally, to see that I is a good rate function, fix λ+ > λ∗ > λ−. Then, if

z > 0 then

(λ+ − λ∗)z − (γ(λ+)− γ(λ∗)) ≤ I(z)

while if z < 0 then

(λ− − λ∗)z − (γ(λ−)− γ(λ∗)) ≤ I(z) .

This implies that I(z)/|z| →|z|→∞ ∞, as needed. �

Corollary 2.7. For any x ∈ R, one has that Yt/t→ v∗, Px
λ∗-almost surely.

Proof. Note that I(z) = 0 if and only if z = γ′(λ∗) = v∗. Thus, for any ε > 0, one has

δ := I(v∗ − ε/2) ∧ I(v∗ + ε/2) > 0, and

Px
λ∗

(
|Yt − v∗t| > tε/2

)
≤ Ce−δt/2 . (2.10)
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Moreover, by applying Lemma 2.3 and performing a standard computation for Brow-

nian motion, one has

P (x, T ) := Px
λ∗

(
max
t∈[0,1]

|Yt − Y0 − v∗t| > Tε/2

)
≤ Ce−δT/2 (2.11)

uniformly for x ∈ [0, 1]. Observing that P (x, T ) is 1-periodic in x, the bound in (2.11)

is thus uniform for x ∈ R. Thus, for any n ∈ N, one has

Px
λ∗

 ⋃
t∈[n,n+1]

{|Yt − v∗t| > tε}

 ≤ Pλ∗

(
|Yn − v∗n| > nε/2

)
+ Px

λ∗

(
max
t∈[0,1]

|Yn+t − Yn − v∗t)| > nε/2
)

≤ Ce−nδ + Exλ∗
[
P (Yn, n)

]
≤ Ce−nδ ,

where the second line follows from the Markov property. It thus follows from the

Borel-Cantelli lemma that

lim sup
t→∞

∣∣∣Yt
t
− v∗

∣∣∣ ≤ ε
Px
λ∗-almost surely, and the claim follows. �

Combining Corollary 2.7 with the discussion above Lemma 2.6, we see that the

expected number of particles within o(t) of v∗t has order 1. To improve these estimates,

one could develop more precise results for the asymptotic behavior of {Yt}; however,

we will instead use a renewal approach.

We introduce the hitting times: for k ∈ N,

Tk := inf
{
t ≥ 0 : Yt ≥ k

}
. (2.12)

This is a Px
λ∗-almost surely finite stopping time with exponential tails, since k

t <
v∗

2

for sufficiently large t > 0, and so

Px
λ∗

(
Tk ≥ t

)
≤ Px

λ∗

(
Yt ≤ k

)
≤ Px

λ∗

(
Yt
t
≤ v∗

2

)
= e−tI(v

∗/2)+o(t)

by Lemma 2.6. Moreover, YTk = k Px
λ∗-almost surely, provided x ≤ k. The key

observation is that, by the strong Markov property, {Tk − Tk−1}k≥2 is IID under Px
λ∗

for any x ∈ [0, 1], with law equal to that of T1 under Pλ∗ . Moreover, Tk → +∞
Px
λ∗-almost surely, and so

E0
λ∗T1 = lim

k→∞

Tk
k

= lim
k→∞

Tk
YTk

=
1

v∗

Px
λ∗-almost surely by Corollary 2.7. This motivates the definition

Sk := Tk −
k

v∗
, (2.13)
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which is a mean zero random walk which satisfies Eλ∗ [eηS1 ] < ∞ for |η| ≤ ε, for some

ε > 0.

Intuitively, for N ∼ v∗t, Yt − v∗t should have asymptotics which are not too dif-

ferent from those of N − v∗TN = −v∗SN . Since the asymptotics of sums of IIDs are

well understood, it will be beneficial in many cases to convert required estimates into

statements about {Sk}. This motivates the next subsection, where we will state some

barrier estimates both of {Sk} and {Yt} which we will need in our proof of Theorem 1.

2.2. Barrier estimates. Our first result in this subsection, Lemma 2.8, is a collection

of barrier estimates for {Sk}, and will serve as our primary tool moving forward. The

lemma is a slight generalization of [7, Lemma 2.2 and Lemma 2.3], and the proof, based

on the latter, is given in Appendix A.

In what follows, we will make use of functions F which satisfy, for some z ≥ 0, a > 0,

supp(F ) = [z, z + a] and F is bounded and Lipschitz on (z, z + a), (2.14)

where supp(F ) is the support of F .

Lemma 2.8. Let {dN} be a real sequence which satisfies |dN | ≤ c0 logN/N for some

c0 > 0; define S
(N)
k := Sk + kdN . Then there exists C > 0 such that, for the a > 0 as

given by (2.14),

Px
λ∗

(
y + S

(N)
N ∈ [z, z + a],min

k≤N

(
y + S

(N)
k

)
≥ 0
)
≤ C(y ∨ 1)(z ∨ 1)

N3/2
(2.15)

for all N ≥ 1, y, z ≥ 0 and x ∈ [0, 1), and

Px
λ∗

(
y + S

(N)
N ∈ [0, a],min

k≤N

(
y + S

(N)
k

)
≥ 0
)
≥ y ∨ 1

CN3/2
(2.16)

for all N ≥ 1, 0 ≤ y ≤
√
N and x ∈ [0, 1). Moreover, there exists β∗ > 0 and an

increasing function V : [0,∞)→ (0,∞) satisfying limy→∞
V (y)
y = 1 such that

lim
N→∞

N3/2Ex
λ∗

[
F
(
y + S

(N)
N

)
; min
k≤N

(
y + S

(N)
k

)
≥ 0

]
= β∗V x(y)

∫ z+a

z
F (w)V (w)dw ,

(2.17)

for all y ≥ 0, x ∈ [0, 1), and F satisfying (2.14), where

V x(y) := Ex
λ∗ [V (y + S1) ; y + S1 ≥ 0] .

Furthermore, if h is a strictly increasing, concave function satisfying h(0) = 0 and

h(k) ≤ c1 log(k+1) for some c1 > 0, then there exists δm > 0 satisfying limm→∞ δm = 0

such that

lim sup
N→∞

Ex
λ∗

[
F
(
y + S

(N)
N

)
; min
k≤N

(
y + y1/10 + S

(N)
k + h

(
k ∧ (N − k)

))
≥ 0

]
≤ (1 + δy∧z)β

∗V (y)

∫ z+a

z
F (w)V (w)dw (2.18)
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for all y ≥ 1, x ∈ [0, 1), and F satisfying (2.14). Finally, there exists C,N0 > 0 such

that

Px
λ∗

(
y + S

(N)
j ∈ [z, z + a], min

k≤j

(
y + S

(N)
k + h

(
k ∧ (N − k)

))
≥ 0

)
≤
Cy
(
z + h(N − j)

)
N3/2

(2.19)

for all N ≥ N0, N/2 ≤ j ≤ N , and y, z ≥ 1.

The constants in (2.15), (2.16) and (2.19) depend on a and c0 (and c1 in the latter

case), but not on x or the choice of {dN}; similarly, the constant β∗ and the function

V depend only on the distribution of S1; and the rates of convergence in (2.17) and

(2.18) may depend on y, c0, and the bounds and Lipschitz constant of F (and c1 in the

latter case), but not on x or {dN}.

While Lemma 2.8 contains most of the estimates we need to prove Theorem 1, we

will occasionally need versions of (2.15) and (2.16) for {Yt}. We end this section by

providing these results.

Lemma 2.9. Let t 7→ qt be a continuous function such that qt ≥ ε > 0 and 0 <

v∗ − qt < c0 log t/t for some ε, c0 > 0, and define

Et,y,z :=
{
y −

(
Yt − qtt) ∈ [z, z + 1], max

s≤t

(
Ys − qts

)
≤ y
}
.

Then there exists a constant C > 0 such that

Px
λ∗

(
Et,y,z

)
≤ Cy(z ∨ 1)

t3/2
(2.20)

for all t ≥ 1, y ≥ 1, z ≥ 0, and x ∈ [0, 1), and

Px
λ∗

(
Et,y,0

)
≥ y

Ct3/2
(2.21)

for all t ≥ 1, 1 ≤ y ≤
√
t and x ∈ [0, 1).

Proof. We begin with (2.20). Fix ε ∈ (0, v∗/2) and assume |y − z| ≤ εt, since if

not, a basic large deviations estimate (c.f. Lemma 2.6) yields a sharper bound. For

0 ≤ j ≤ bzc+ 1 and 0 ≤ ` ≤ btc, define n(j) := bqtt+ y − zc+ j and

Bj,` :=
{
t− Tn(j) ∈ [`, `+ 1), Tn(j)+1 > t

}
.

By the strong Markov property, one has

Px
λ∗

(
Et,y,z ∩Bj,`

)
≤ Ex

λ∗

[
Px
λ∗

(
y −

(
Yt − qtt

)
∈ [z, z + 1], Tn(j)+1 > t

∣∣FYTn(j)) ;

t− Tn(j) ∈ [`, `+ 1), max
k≤n(j)

(
k − qtTk

)
≤ y
]
. (2.22)



12 E. LUBETZKY, C. THORNETT, AND O. ZEITOUNI

Let d̂t := 1
qt
− 1

v∗ , observing that

0 < d̂t ≤ c1 log t/t ≤ c2 log n(j)/n(j)

for constants c1, c2 > 0 depending on ε and c0, but not on j (since n(j) ≤ (v∗ + ε)t).

Thus, defining Ŝ
(t)
k := Sk − kd̂t, (2.15) of Lemma 2.8 implies

Px
λ∗

(
p1 + Ŝ

(t)
n(j) ∈ [p2, p2 + a], min

k≤n(j)

(
p1 + Ŝ

(t)
k

)
≥ 0
)
≤ C(p1 ∨ 1)(p2 ∨ 1)

n(j)3/2
(2.23)

for all p1, p2 > 0, where the constant C > 0 does not depend on j. Moreover, one has

k − qtTk = −qtŜ(t)
k , and{

t− Tn(j) ∈ [`, `+ 1)
}

=
{
y −

(
n(j)− qtTn(j)

)
∈ (L,L+ qt]

}
,

where L := z − j − qt(`+ 1) + {qtt+ y − z}. Hence, by (2.23), we have

Px
λ∗

(
t− Tn(j) ∈ [`, `+ 1), max

k≤n(j)

(
k − qtTk

)
≤ y
)
≤ C(y ∨ 1)(L ∨ 1)

n(j)3/2
≤ C(y ∨ 1)(z ∨ 1)

t3/2
,

(2.24)

where the second inequality follows since n(j) ≥ (qt − ε)t and qt → v∗.

Now notice that, on the event
{
t− Tn(j) ∈ [`, `+ 1)

}
, one has

Px
λ∗

(
Tn(j)+1 > t

∣∣FYTn(j)

)
≤ Pλ∗

(
T1 > `

)
≤ Ce−δ`

and

Px
λ∗

(
y −

(
Yt − qtt

)
∈ [z, z + 1]

∣∣FYTn(j)) ≤ Pλ∗

(
min
s≥0

Ys ≤ −(j − 1)
)
≤ Ce−δj

for appropriate δ > 0. This last inequality comes from the fact that, if τj−1 is the first

time {Ys} hits −(j − 1), then τj−1 is the sum of j − 1 IID copies of τ1, which is finite

with probability ρ < 1 since Yt/t→ v∗ > 0.

Combining the previous two displays, one deduces

Px
λ∗

(
y −

(
Yt − qtt

)
∈ [z, z + 1], Tn(j)+1 > t

∣∣FYTn(j)) ≤ Ce−δ(j∨`) ≤ Ce−δ(j+`)/2 (2.25)

on the event
{
t− Tn(j) ∈ [`, `+ 1)

}
. Plugging (2.25) back into (2.22) along with (2.24)

and summing over j and `, we conclude that

Px
λ∗

(
Et,y,z

)
≤
bzc+1c∑
j=0

btc∑
`=0

Pλ∗

(
Et,y ∩Bj,`

)

≤ C
bzc+1c∑
j=0

btc∑
`=0

e−δ(j+`)/2(y ∨ 1)(z ∨ 1)

t3/2

≤ C(y ∨ 1)(z ∨ 1)

t3/2
,

proving (2.20).
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We are left with proving (2.21). Let N := bqtt+ y − 2c, and consider the event

Gt,y : =
{
t− TN ∈

[
1

2qt
, 1
qt

]
, max
k≤N

(
k − qtTk

)
≤ y − 1

}
=

{
y − 1

qt
+ Ŝ

(t)
N ∈ {qtt+ y}+ [0, 3

2 ], min
k≤N

(
y − 1

qt
+ Ŝ

(t)
k

)
≥ 0

}
,

where Ŝ
(t)
k is as before. On Gt,y, for k ≤ N and s ∈ [Tk−1, Tk] one has

Ys − qts ∈ k − qtTk−1 = 1 +
(
k − 1− qtTk−1

)
≤ y ,

and hence by the strong Markov property,

Px
λ∗
(
Et,y,0

)
≥ Ex

λ∗

[
Px
λ∗

(
y −

(
Yt − qtt

)
∈ [0, 1], max

TN≤s≤t

(
Ys − qts

)
≤ y

∣∣FYTN) ; Gt,y

]
.

(2.26)

Set L̃ := qtt+ y −N , which is in [1, 2]. On the event
{
t− TN ∈

[
1

2qt
, 1
qt

] }
, we have

Px
λ∗

(
y−
(
Yt − qtt

)
∈ [0, 1], max

TN≤s≤t

(
Ys − qts

)
≤ y

∣∣FYTN)
≥ min

s∈
[

1
2qt

, 1
qt

]Pλ∗

(
L̃−

(
Ys − qts

)
∈ [0, 1], max

u≤s

(
Yu − qtu

)
≤ L̃

)
≥ C min

s∈
[

1
2qt

, 1
qt

]P
(
L̃−

(
Bs − qts

)
∈ [0, 1], max

u≤s

(
Bu − qtu

)
≤ L̃

)
,

where the latter inequality follows by applying Lemma 2.3 and bounding the Radon-

Nikodym derivative from below. Using elementary tools for Brownian motion, this last

probability can be bounded below by a constant C > 0. Thus, plugging into (2.26), we

see

Px
λ∗
(
Et,y,0

)
≥ CPx

λ∗
(
Gt,y

)
. (2.27)

Finally, since 0 < d̂t ≤ c1 log t/t for some c1 > 0, (2.16) of Lemma 2.8 implies

Px
λ∗
(
Gt,y

)
≥ Cy

t3/2
,

and combined with (2.27), this implies (2.21) and completes the proof. �

3. Estimates on the right tail of BBM

In this section, we state and prove several important estimates of Px(Mt > mt + y).

To begin with, we focus on upper and lower bounds, but eventually we will need

asymptotics as t→∞ followed by y →∞.

Throughout this section, we fix qt := mt/t. Note that qt satisfies the conditions of

Lemma 2.9.
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3.1. Upper and lower bounds. The main goal of this subsection is to show that

Px(Mt > mt + y)/(ye−λ
∗y) is bounded above and below by positive constants. We

begin with the following. In analogy with (2.12), introduce for k ∈ N and v ∈ U ,

T
(v)
k := inf

{
t ≥ 0 : X

(v)
t ≥ k

}
. (3.1)

With this, recall the notation NTN , see the discussion in the beginning of Section 2.

Lemma 3.1. Define the event

GN,z :=
⋃

v∈NTN

⋃
k≤N

{
z + γ(λ∗)

(
T

(v)
k − k/v∗

)
− 3k

2N
logN + h

(
k ∧ (N − k)

)
< 0

}
,

where h(i) := 3 log(i∨ 1). Then there exist C, δ > 0 such that for all N ≥ 2, z ≥ 1 and

x ∈ [0, 1),

Px
(
GN,z

)
≤ Cze−zgN,δ(z) , (3.2)

where

gN,δ(z) = exp

{
−δz

(
z

N logN
∧ 1

)}
.

Remark 3.2. For x = 0, this is simply Lemma 2.4 in [BDZ] for the Branching Ran-

dom Walk {T (v)
k }k≥1,v∈NTk . However, this Branching Random Walk does not satisfy

the assumptions of that paper (in particular, one has E[
∑

v∈NT1
1] = +∞), and the

uniformity in x ∈ [0, 1) may not be immediately obvious, so we provide a full proof.

Proof. Let W
(N,v)
k := γ(λ∗)

(
T

(v)
k − k/v∗

)
− 3k

2N logN , and let W
(N)
k be its analogue

when T
(v)
k is replaced by Tk. Also set Φk,N (z) = z+h

(
k∧ (N − k)

)
. By a simple union

bound and the Many-to-One Lemma (Lemma 2.1), one has

Px
(
GN,z

)
≤

N−1∑
k=0

Px
( ⋃
v∈NTk

Φk+1,N (z) +W
(N,v)
k+1 < 0,min

j≤k

(
Φj,N (z) +W

(N,v)
j

)
≥ 0

)

≤
N−1∑
k=0

Ex

[
e
∫ Tk
0 g(Bs)ds ; Φk+1,N (z) +W

(N)
k+1 < 0,min

j≤k

(
Φj,N (z) +W

(N)
j

)
≥ 0

]
.

(3.3)

Observe that {Φk+1,N (z) +W
(N)
k+1} ⊆ {Tk+1 ≤ FN,k(z)} for some deterministic func-

tion FN,k, so by Remark 2.4 we may apply the change of measure in Lemma 2.3 to
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deduce

Ex

[
e
∫ Tk
0 g(Bs)ds ; Φk+1,N (z) +W

(N)
k+1 < 0,min

j≤k

(
Φj,N (z) +W

(N)
j

)
≥ 0

]
≤ e−Φk+1,N (z)+

3(k+1)
2N

logNPx
λ∗

(
Φk+1,N (z) +W

(N)
k+1 < 0,min

j≤k

(
Φj,N (z) +W

(N)
j

)
≥ 0

)
≤ e−Φk+1,N (z)+

3(k+1)
2N

logNPx
λ∗

(
Φk,N (z) +W

(N)
k ∈ [0, c0], min

j≤k

(
Φj,N (z) +W

(N)
j

)
≥ 0

)
(3.4)

for some constant c0 > 0; this last inequality follows since Tk+1 > Tk and Φk+1,N (z)−
Φk,N (z) is uniformly bounded. It is straightforward to see that

e−Φk+1,N (z)+
3(k+1)

2N
logN ≤ (k + 1)3/2e−Φk+1,N (z) ≤ Ce−z(k ∨ 1)3/2(

(k ∨ 1) ∧ (N − k)
)3 , (3.5)

and so we are left with bounding

Ψx
k,N (z) := Px

λ∗

(
Φk,N (z) +W

(N)
k ∈ [0, c0], min

j≤k

(
Φj,N (z) +W

(N)
j

)
≥ 0

)
.

Notice that W
(N)
k /γ(λ∗) is precisely equal to S

(N)
k when dN = − 3

2γ(λ∗)
logN
N , so we

may apply (2.15) of Lemma 2.8 to deduce

Ψx
k,N (z) ≤

C
(
z + h(k ∧ (N − k))

)
(k ∨ 1)3/2

≤ Cz(N − k)

(k ∨ 1)3/2

for N/2 ≤ k ≤ N . Notice this bound remains true if we multiply the right hand side

by gN,δ(z) provided z ≤
√
N logN . If z >

√
N logN (regardless of the value of k), we

instead use a local central limit theorem to write

Ψx
k,N (z) ≤ Ce−δ

′z2/(k∨1)

(k ∨ 1)1/2
≤

CgN,δ(z)

(k ∨ 1)3/2

for suitable δ, δ′ > 0. (Indeed, if
√
N logN < z ≤ N logN then the exponent of gN,δ(z)

features z2/(N logN) which is dominated by z2/k since k ≤ N ; the latter is larger than

a constant multiple of logN . On the other hand, if z > N logN , then gN,δ(z) = exp(δz)

which dominates exp(−δ′z2/k)/k.)

It remains to handle k ≤ N/2 and z ≤
√
N logN . In that case, note that the

left-hand side of (3.5) is bounded from above by

C

(k ∨ 1)3
e−z+

3
2

(k∨1) logN
N ≤ C ′

(k ∨ 1)2
e−zgN,δ(z) ,

using that the function f(x) = 3
2x

logN
N − log x is uniformly bounded from above for

1 ≤ x ≤ N/2.
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Combining the preceding displays with (3.5) and plugging into (3.4), we find

Ex

[
e
∫ Tk
0 g(Bs)ds ; Φk+1,N (z) +W

(N)
k+1 < 0,min

j≤k

(
Φj,N (z) +W

(N)
j

)
≥ 0

]
≤

Cze−zgN,δ(z)(
(k ∨ 1) ∧ (N − k)

)2 .
Plugging into (3.3) and summing over k, we deduce (3.2) and complete the proof. �

Our main application of Lemma 3.1 in this section is the following.

Corollary 3.3. There exist C, δ > 0 such that for all t ≥ 2, y ≥ 1 and x ∈ [0, 1),

Px
(
Mt > mt + y

)
≤ Cye−λ∗ygt,δ(y) . (3.6)

Proof. Fix ε ∈ (0, v∗/2). If y > εt, one can use a simple first moment estimate (without

barrier) to obtain stronger results, so assume y ≤ εt. Let N := bmt + yc. Observe that

{Mt > mt + y} ⊆
⋃

v∈NTN

{
T

(v)
N < t

}
.

Moreover, λ∗N ≥ λ∗(y − 1) + γ(λ∗)t − 3
2 log t ≥ λ∗(y − c0) + γ(λ∗)t − 3

2 logN for

some constant c0 > 0. The latter of these inequalities follows since y ≤ εt and hence

N/t ∈ [v∗ − ε, v∗ + ε] for sufficiently large t. Thus, using γ(λ∗) = λ∗v∗, we deduce{
T

(v)
N < t

}
⊆
{
γ(λ∗)

{
T

(v)
N −N/v∗

)
< γ(λ∗)t− λ∗N

}
⊆
{
γ(λ∗)

(
T

(v)
N −N/v∗

)
< −λ∗(y − c0) +

3

2
logN

}
.

Hence, {
Mt > mt + y

}
⊆ GN,λ∗(y−c0) ,

and the result follows from Lemma 3.1. �

We also require a complementary lower bound, for which we use a second moment

method.

Lemma 3.4. There exists a constant C > 0 such that for all t ≥ 1, 1 ≤ y ≤
√
t, and

x ∈ [0, 1],

Px
(
Mt > mt + y

)
≥ Cye−λ∗y . (3.7)

Proof. Define the random variable

Zt,y :=
∑
v∈Nt

1{y+2−(X
(v)
t −mt)∈[0,1],maxs≤t(X

(v)
s −qts)≤y+2} .

An application of Cauchy-Schwarz yields

Px
(
Mt > mt + y

)
≥ Px

(
Zt,y ≥ 1

)
≥ Ex[Zt,y]

2

Ex[Z2
t,y]

. (3.8)
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Applying the Many-to-One Lemma (Lemma 2.1), Lemma 2.3, and (2.21) of Lemma 2.9,

one obtains

Ex
[
Zt,y

]
= Ex

[
e
∫ t
0 g(Bs)ds ; y + 2−

(
Bt −mt

)
∈ [0, 1], max

s≤t

(
Bs − qts

)
≤ y + 2

]
≥ Ce−λ∗(mt+y)+γ(λ∗)tPx

(
y + 2−

(
Yt −mt

)
∈ [0, 1], max

s≤t

(
Ys − qts

)
≤ y + 2

)
≥ Cye−λ∗y . (3.9)

(Note that the boundedness of ψ and the equality λ∗v∗ = γ(λ∗), were also used.) To

get an upper bound on Ex
[
Z2
t,y

]
, we first apply the Many-to-Two Lemma (Lemma 2.2)

to write, with X
(t,v)
u = X

(v)
u − qtu,

Ex[Z2
t,y]− Ex[Zt,y] = 2

∫ t

0

∫ ∞
0

g
(
qts+ y + 2− z

)
· Eqts+y+2−z

[ ∑
v∈Nt−s

1
{X(t,v)

t−s −X
(v)
0 ∈[z−1,z],maxu≤t−sX

(t,v)
u −X(v)

0 ≤z}

]2

· Ex
[ ∑
v∈Ns

1
{y+2−X(t,v)

s ∈dz,maxu≤sX
(t,v)
u ≤y+2}

]
ds .

For given s and z, one can repeat the steps in (3.9), replacing the lower bound (2.21)

with the analogous upper bound (2.20), to obtain

Eqts+y+2−z
[ ∑
v∈Nt−s

1
{X(t,v)

t−s −X
(v)
0 ∈[z−1,z],maxu≤t−sX

(t,v)
u −X(v)

0 ≤z}

]
≤ Ce

3(t−s)
2t

log t−λ∗z z ∨ 1

(t− s)3/2 ∨ 1
. (3.10)

Plugging this into the previous display, splitting the inner region of integration into

{[k − 1, k] : k ∈ N}, and using the boundedness of g, we find

Ex[Z2
t,y]− Ex[Zt,y] ≤ C

∫ t

0

∞∑
k=1

e
3(t−s)
t

log t−2λ∗k k2

(t− s)3

· Ex
[ ∑
v∈Ns

1
{y+2−X(t,v)

s ∈[k−1,k],maxu≤sX
(t,v)
u ≤y+2}

]
ds . (3.11)
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Applying the same argument as (3.10) to this final expectation, we deduce

Ex[Z2
t,y]− Ex[Zt,y] ≤ C

∫ t

0

∞∑
k=1

e
3(t−s)
t

log t−2λ∗k k2

(t− s)3
e

3s
2t

log t−λ∗(y−z) yk

s3/2 ∨ 1
ds

≤ Cye−λ∗y ·
∫ t

0

t3/2

[s(t− s)]3/2 ∨ 1
ds ·

∞∑
k=1

k3e−λ
∗k

≤ Cye−λ∗y ·
∫ t

0

1

[s ∧ (t− s)]3/2 ∨ 1
ds

≤ Cye−λ∗y ,

where log t/t ≤ log s/s for s ≤ t was used in the second step. Combined with (3.8) and

(3.9), this implies (3.7) and completes the proof. �

We end this subsection with the following, which is an obvious consequence of Corol-

lary 3.3 and Lemma 3.4, but will nonetheless be useful to state.

Corollary 3.5. There exist constants C, δ > 0 such that for all u ≥ 1, z ≥ − log u+ 1,

and x ∈ [0, 1),

Px
(
Mu > v∗u+ z

)
≤ Cu−3/2(z + log u)e−λ

∗zgu,δ(z) , (3.12)

and for all u ≥ 1, 1 ≤ z ≤
√
u, and x ∈ [0, 1),

Px
(
Mu > v∗ + z

)
≥ C−1u3/2ze−λ

∗z . (3.13)

Both (3.12) and (3.13) remain true if v∗u is replaced by qtu for some t ≥ u2.

3.2. Exact asymptotics. In this subsection, we obtain estimates for Px(Mt > mt+y)

as t→∞ followed by y →∞. We are primarily concerned with the following.

Proposition 3.6. There exists a positive, continuous, 1-periodic function ν such that

lim
y→∞

lim sup
t→∞

sup
x∈[0,1)

∣∣∣∣ Px
(
Mt > mt + y

)
ψ(x, λ∗)ν(mt + y)ye−λ∗(y−x)

− 1

∣∣∣∣ = 0 . (3.14)

To prove this, we will first need to compare the probability of {Mt > mt + y} with

a suitable expectation, and then use the sharp result (2.17) of Lemma 2.8 to find the

limiting behavior of this expectation.

In what follows, we will consider u = u(y) satisfying

0 ≤ u ≤ y and lim
y→∞

u =∞ , (3.15)

let

N = bmt + y − uc , (3.16)
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and define the following events:

D
(v)
t,y :=

{
T

(v)
N < t, min

k≤N

(
λ∗y +W

(N,v)
k

)
≥ 0

}
,

E
(v)
t,y :=

{
T

(v)
N < t, min

s≤T (v)
N

(
y + c0 + qts−X(v)

s

)
≥ 0

}
,

F
(v)
t,y :=

{
T

(v)
N < t, min

k≤N

(
λ∗y + log u+ h

(
k ∧ (N − k)

)
+W

(N,v)
k

)
≥ 0

}
,

where W
(N,v)
k = γ(λ∗)(T

(v)
k − k/v∗)− 3

2 logN and h(i) = 3 log(i+ 1) as in Lemma 3.1.

Note that, for a suitable choice of constant c0, one has

D
(v)
t,y ⊆ E

(v)
t,y ⊆ F

(v)
t,y (3.17)

if y ≤
√
t and u is sufficiently large. To see this, observe first by Taylor expansion that

1

qt
− 1

v∗
=

3

2(v∗)2λ∗
log t

t
+O

( log t

t

)2
=

3

2γ(λ∗)

logN

v∗t
+O

(1

t

)
=

3

2γ(λ∗)

logN

N
+O

(1

t

)
,

and so

W
(N,v)
k

γ(λ∗)
= Tk − k

(
1

v∗
+

3

2γ(λ∗)

logN

N

)
= Tk − k/qt +O(1) .

Hence, on D
(v)
t,y , for k ≤ N − 1 and s ∈ [T

(v)
k , T

(v)
k+1), one has

0 ≤ qt
γ(λ∗)

(
λ∗y +W

(N,v)
k

)
= y + qtT

(v)
k − k +O(1) ≤ y + qts−X(v)

s +O(1) ,

and on E
(v)
t,y , for k ≤ N one has

0 ≤ y + c0 + qtT
(v)
k − k =

qt
γ(λ∗)

(
λ∗y +W

(N,v)
k

)
+O(1)

≤ qt
γ(λ∗)

(
λ∗y + log u+ h

(
k ∧ (N − k)

)
+W

(N,v)
k

)
.

Now, for v alive before time t, let M
(v)
t be the maximum of X

(w)
t over w ∈ Nt which

are descendants of v. We define

Λt,y :=
∑

v∈NTN

1
D

(v)
t,y∩{M

(v)
t >mt+y}

,

∆t,y :=
∑

v∈NTN

1
E

(v)
t,y ∩{M

(v)
t >mt+y}

,

Ξt,y :=
∑

v∈NTN

1
F

(v)
t,y ∩{M

(v)
t >mt+y}

.

Our first step in proving Proposition 3.6 is the following.
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Lemma 3.7. One has

lim
y→∞

lim sup
t→∞

sup
x∈[0,1)

∣∣∣∣Px
(
Mt > mt + y

)
Ex[Λt,y]

− 1

∣∣∣∣ = 0 . (3.18)

In order to prove Lemma 3.7, we first show that the expectations of Λt,y and Ξt,y are

asymptotically equivalent. We are then able to use Lemma 3.1 and a second moment

argument to obtain upper and lower bounds, respectively.

Lemma 3.8. One has

lim
y→∞

lim sup
t→∞

sup
x∈[0,1)

Ex[Ξt,y]

Ex[Λt,y]
= 1 . (3.19)

Proof. By Lemma 2.1,

Ex
[
Ξt,y − Λt,y

]
= Ex

[ ∑
v∈NTN

1
(F

(v)
t,y \E

(v)
t,y )∩{M(v)

t >mt+y}

]

= Ex
[
e
∫ TN
0 g(Bs)dsρt−TN (mt + y −N) ; Ft,y \Dt,y

]
,

where Dt,y (respectively, Ft,y) is the analogue of D
(v)
t,y (respectively, F

(v)
t,y ) when {T (v)

k }
is replaced by {Tk}, and

ρs(z) := P(Ms > z) . (3.20)

Applying Lemma 2.3, and in what follows denoting by {x} the fractional part of x, we

have

Ex
[
Ξt,y − Λt,y

]
=

ψ(x, λ∗)

ψ(N,λ∗)
Ex
λ∗

[
e−λ

∗(N−x)+γ(λ∗)TNρt−TN (mt + y −N);Ft,y \Dt,y

]
=
ψ(x, λ∗)

ψ(0, λ∗)

∫ ζt,y

− log u
e−λ

∗(y−x)+zρ(ζt,y−z)/γ(λ∗)

(
u+ {mt + y − u}

)
·N3/2Px

λ∗

(
λ∗y +W

(N)
N ∈ dz, Ft,y \Dt,y

)
, (3.21)

where ζt,y := λ∗
(
u+{mt + y−u}

)
+ 3

2 log t
N and W

(N)
k is the analogue of W

(N,v)
k when

{T (v)
k } is replaced by {Tk}; recall that W

(N)
k = γ(λ∗)S

(N)
k when dN = −3

2γ(λ∗) logN
N .

We split the integral on the right hand side of (3.21) into the regions [− log u, u1/3],

[u1/3, u2/3], and [u2/3, ζt,y]. For the first and third of these, we ignore the Dt,y term

altogether and write

N3/2Px
λ∗

(
λ∗y +W

(N)
N ∈ [z, z + 1], Ft,y

)
≤ Cy(z + log u) ∨ 1

by (2.19) of Lemma 2.8. Moreover, observe that

u+ {mt + y − u} = v∗
(
ζt,y − z
γ(λ∗)

)
+ z/λ∗ +

3

2λ∗
log

t

N
,

and hence

ρ(ζt,y−z)/γ(λ∗)

(
u+ {mt + y − u}

)
≤ C(z + 3

2 log u)(ζt,y − z)−3/2e−zgu,δ(z) (3.22)
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by (3.12) of Corollary 3.5. Combining these two estimates, we see that the integral of

the right hand side of (3.21) is bounded by

Cye−λ
∗yu−1/2 log u (3.23)

in the region [− log u, u1/3], and by

Cye−λ
∗y

∞∑
i=bu2/3c

i2e−δi ≤ Cye−λ∗ye−δu2/3/2 (3.24)

in the region [u2/3, ζt,y].

In the region [u1/3, u2/3], we note that the integrand is bounded and Lipschitz (since

ρ is a differentiable function of s), and so satisfies (2.14); hence, by (2.18) and (2.17)

of Lemma 2.8, we have∫ u2/3

u1/3
e−λ

∗(y−x)+zρ(ζt,y−z)/γ(λ∗)

(
u+ {mt + y − u}

)
·N3/2Px

λ∗

(
λ∗y +W

(N)
N ∈ dz, Ft,y \Dt,y

)
≤ 2δu1/3

∫ u2/3

u1/3
e−λ

∗(y−x)+zρ(ζt,y−z)/γ(λ∗)

(
u+ {mt + y − u}

)
·N3/2Px

λ∗

(
λ∗y +W

(N)
N ∈ dz, Dt,y

)
≤ 2δu1/3E

x
[
Λt,y

]
, (3.25)

for sufficiently large t, where δz → 0 as z →∞. Plugging (3.23)–(3.25) into (3.21), we

deduce

Ex
[
Ξt,y

]
≤ Cu−1/4ye−λ

∗y +
(
1 + 2δu1/3

)
Ex
[
Λt,y

]
for t sufficiently large. To complete the proof, it thus suffices to show

Ex
[
Λt,y

]
≥ Cye−λ∗y . (3.26)

But this is straightforward – using the same steps that led to (3.21), we have

Ex
[
Λt,y

]
=
ψ(x, λ∗)

ψ(0, λ∗)

∫ ζt,y

0
e−λ

∗(y−x)+zρ(ζt,y−z)/γ(λ∗)

(
u+ {mt + y − u}

)
·N3/2Px

λ∗

(
λ∗y +W

(N)
N ∈ dz, Dt,y

)
, (3.27)

so restricting to the interval [1,
√
u] and applying (2.16) of Lemma 2.8 and (3.13) of

Corollary 3.5 (in analogue to the computation in (3.22)), we deduce

Ex
[
Λt,y

]
≥ Ce−λ∗y

b
√
uc∑

i=1

ei · (i+ 3
2 log u)u−3/2e−i · yi

≥ Cye−λ∗yu−3/2

b
√
uc∑

i=1

i2

≥ Cye−λ∗y ,
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demonstrating (3.26) and completing the proof. �

Since (3.17) implies that we have Λt,y ≤ ∆t,y ≤ Ξt,y for sufficiently large t, y,

Lemma 3.8 implies that all three expectations are asymptotically equivalent. This will

allow us to find an upper bound on Px
(
Mt > mt + y

)
of the form

(
1 + o(1)

)
Ex
[
Λt,y

]
.

In order to find a corresponding lower bound, we use a second moment method. The

second moment is controlled in the following Lemma.

Lemma 3.9. One has

lim
y→∞

lim sup
t→∞

sup
x∈[0,1)

Ex
[
∆2
t,y

]
Ex
[
∆t,y

] = 1 . (3.28)

Proof. Throughout, we abbreviate ỹ = y + c0. By the Many-to-Two Lemma

(Lemma 2.2), we have

Ex
[
∆2
t,y −∆t,y

]
= 2

∫ t

0
ds

∫ (qts+ỹ)∧N

−∞
g(z)Ex

[ ∑
v∈Ns

1{T (v)
N >s,X

(v)
s ∈dz,maxw≤s(X

(v)
w −qtw)≤ỹ}

]

·
(
Ez
[ ∑
v∈NTN

ρ
t−s−T (v)

N

(
mt + y −N

)
1{T (v)

N <t−s,max
w≤T (v)

N

(X
(v)
w −qt(s+w))≤ỹ}

])2

.

(3.29)

We now bound this last expectation, which we abbreviate as Ψt,s(y, z). For ζ = qts+

y − z′, one applies the Many-to-One Lemma (Lemma 2.1) followed by Lemma 2.3 to

find

Ψt,s(y, z) = Eqts+ỹ−ζ
λ∗

[
e−λ

∗(N−Y0)+γ(λ∗)TNρt−s−TN (mt + y −N) ;

TN < t− s, max
w≤TN

(
Yw − qtw − Y0

)
≤ ζ
]

=

∫ u+{mt+y−u}−c0

0
e−λ

∗(ζ−ξ)ρ(u+{mt+y−u}−ξ)/qt
(
u+ {mt + y − u}

)
·Eqts+ỹ−ζ

[
e

3TN
2t

log t; ζ − (N − qtTN − Y0) ∈ dξ, max
w≤TN

(
Yw − qtw − Y0

)
≤ ζ
]
.

As in the steps leading to (3.22), we apply (3.12) of Corollary 3.5 to find

ρ(u+{mt+y−u}−ξ)/qt
(
u+ {mt + y − u}

)
≤ C(u+ {mt + y − u}− ξ)−3/2(ξ + log u)e−λ

∗ξgu,δ(ξ) .

Plugging this into the above display and applying (2.15) of Lemma 2.8 (noting, as in

the proof of Lemma 3.4, that k − qtTk = −qt(S(t)
k − kd̂t) with 0 ≤ d̂t ≤ c0 log t/t), we
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have

Ψt,s(y, z) ≤ Ce−λ
∗ζ
bu′−c0c∑
i=0

(u′ − i)−3/2(i+ log u)gu,δ(i)e
3(t−s)

2t
log t

·Pqts+ỹ−ζ
λ∗

(
ζ − (N − qtTN − Y0) ∈ [i, i+ 1], max

k≤N
(qtTk − k − Y0) ≤ ζ

)

≤ Cζe−λ∗ζ e
3(t−s)

2t
log t

(N − bqts+ ỹ − ζc)3/2

bu′−c0c∑
i=0

(u′ − i)−3/2(i+ 1)(i+ log u)gu,δ(i) ,

where u′ = u+ {mt + y − u}. By splitting the sum into i ≤ u/2 and i > u/2, one sees

that it is bounded by Cu−3/2. Plugging this bound back into (3.29), we have

Ex
[
∆2
t,y −∆t,y

]
≤ C

∫ t

0

∫ ∞
0

Ex
[ ∑
v∈Ns

1{ỹ−(X
(v)
s −qts)∈dζ,maxw≤s(X

(v)
w −qtw)≤ỹ}

]

· (ζ ∨ 1)2e−2λ∗ζe3(t−s) log t/t

u3[(N − bqts+ ỹ − ζc) ∨ 1]3
ds

≤ C
∫ t

0

∞∑
j=1

Ex
[ ∑
v∈Ns

1{ỹ−(X
(v)
s −qts)∈[j−1,j],maxw≤s(X

(v)
w −qtw)≤ỹ}

]
j2e−2λ∗je3(t−s) log t/t

u3[(t− s) ∨ 1]3
ds ,

(3.30)

where the last line follows since N − bqts + ỹ − ζc = qt(t − s) + ζ + O(1). Now using

the same steps as in the analogous calculation in Lemma 3.4, one has

Ex
[ ∑
v∈Ns

1{ỹ−(X
(v)
s −qts)∈[j−1,j],maxw≤s(X

(v)
w −qtw)≤ỹ}

]
≤ Cyje−λ

∗(y−j)e
3s
2t

log t

(s ∨ 1)3/2
,

and so plugging this back into (3.30), we deduce

Ex
[
∆2
t,y −∆t,y

]
≤ Cu−3ye−λ

∗y

∫ t

0

t3/2e
3(t−s)

2t
log t

[s ∨ 1]3/2[(t− s) ∨ 1]3 ∨ 1

∞∑
j=1

j3e−λ
∗jds

≤ Cu−3ye−λ
∗y

∫ t

0

t3/2

[s(t− s)]3/2 ∨ 1
ds

≤ Cu−3/2ye−λ
∗y

∫ t

0

1

[s ∧ (t− s)]3/2 ∨ 1
ds ≤ Cu−3ye−λ

∗y .

Finally, by (3.26), we have

Ex
[
∆t,y

]
≥ Ex

[
Γt,y
]
≥ Cye−λ∗y ,

and so it follows that

Ex
[
∆t,y

]
≤ Ex

[
∆2
t,y

]
≤ Ex

[
∆t,y

]
+ Cu−3ye−λ

∗y ≤ (1 + Cu−3)Ex
[
∆t,y

]
,



24 E. LUBETZKY, C. THORNETT, AND O. ZEITOUNI

implying (3.28) and completing the proof �

With Lemmas 3.8 and 3.9, we are able to prove Lemma 3.7.

Proof of Lemma 3.7. Observe that

Px
(
Mt > mt + y

)
≤ Ex

[
Ξt,y

]
+ Px

(
GN,λ∗y+log u

)
,

where GN,z is as in Lemma 3.1. Applying this Lemma along with (3.26), one has

Px
(
GN,λ∗y+log u

)
≤ C(y + log u)u−1e−λ

∗y ≤ Cu−1Ex
[
Λt,y

]
,

where we also used log u ≤ u ≤ y. Thus, by Lemma 3.8 we have

lim sup
y→∞

lim sup
t→∞

sup
x∈[0,1)

Px(Mt > mt + y)

Ex[Λt,y]

≤ lim sup
y→∞

lim sup
t→∞

sup
x∈[0,1)

(Ex
[
Ξt,y

]
Ex
[
Λt,y

] + Cu−1

)
= 1 . (3.31)

For the lower bound, we have

Px
(
Mt > mt + y

)
≥

Ex
[
∆t,y

]2
Ex
[
∆2
t,y

] ≥ Ex
[
Λt,y

]
·
Ex
[
∆t,y

]
Ex
[
∆2
t,y

] ,
and so by Lemma 3.9 we have

lim inf
y→∞

lim inf
t→∞

inf
x∈[0,1)

Px
(
Mt > mt + y

)
Ex
[
Λt,y

] ≥ lim inf
y→∞

lim inf
t→∞

inf
x∈[0,1)

Ex
[
∆t,y

]
Ex
[
∆2
t,y

] = 1 . (3.32)

Combining (3.31) and (3.32) yields (3.18), completing the proof. �

With Lemma 3.7 at our disposal, we may proceed with the proof of Proposition 3.6.

Proof of Proposition 3.6. Recall from (3.27) that

Ex
[
Λt,y

]
=
ψ(x, λ∗)

ψ(0, λ∗)

∫ ζt,y

0
e−λ

∗(y−x)+zρ(ζt,y−z)/γ(λ∗)

(
u+ {mt + y − u}

)
·N3/2Px

λ∗

(
λ∗y +W

(N)
N ∈ dz, Dt,y

)
,

where ζt,y = λ∗(u+ {mt + y− u}) + 3
2 log t

N . The idea now is to let t→∞ followed by

y →∞ in such a way that {mt} and {y} are fixed. To that end, for p, q ∈ [0, 1), let

tp0 := 1, tpn+1 := min
{
t > tpn : {mt} = p

}
and

yqk := k + q .

So as to not burden the notation, we will usually suppress the dependence on n and k,

but we must be careful to note that each convergence is uniform in p and q.
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Observe along these sequences, one has

ξu,p+q = lim
t→∞

ζt,y = λ∗(u+ {p+ q − u}) +
3

2
log v∗ ,

with the convergence being uniform in p and q. Moreover,

z 7→ ezρ(ξu,p+q−z)/γ(λ∗)

(
u+ {p+ q + u}

)
is a positive, bounded, Lipschitz function on [0, ξu,p+q], with upper bound and Lipschitz

constant independent of p and q, but possibly depending on u. Thus, by (2.17) of

Lemma 2.8, we have

lim
n→∞

Ex
[
Λtpn,y

]
=
ψ(x, λ∗)

ψ(0, λ∗)

∫ ξu,p+q

0
e−λ

∗(y−x)+zρ(ξu,p+z−z)/γ(λ∗)

(
u+ {p+ q − u}

)
· β∗V x

( y
v∗

)
V
( z

γ(λ∗)

)
dz

uniformly in x, p, and q. In particular, since V x(y/v∗)/y → 1/v∗ as y → ∞ uniformly

in x ∈ [0, 1), this implies

Ex
[
Λt,y

]
ψ(x, λ∗)ye−λ∗(y−x)

∼ β∗

v∗ψ(0, λ∗)

∫ ξu,p+q

0
V

(
z

γ(λ∗)

)
ezρ(ξu,p+q−z)/γ(λ∗)

(
u+{p+q−u}

)
dz

:= F (u, p+ q)

as t → ∞ followed by y → ∞ along the sequences {tpn}, {yqk}, and the convergence is

uniform in x, p and q. Hence, by Lemma 3.7, we have

lim
k→∞

lim sup
n→∞

sup
x,p,q∈[0,1)

∣∣∣∣Px
(
Mtpn

> mtpn
+ yqk

)
ψ(x, λ∗)yqke

−λ∗(yqk−x)
− F (u, p+ q)

∣∣∣∣ = 0 . (3.33)

Notice, however, that the first term does not depend on u at all, whereas the only

dependence the second term has on t, y is in its dependence on u. Thus, by taking

different u, u′ satisfying (3.15), we see that

lim
u,u′→∞

sup
p,q∈[0,1)

∣∣∣∣ F (u, p+ q)

F (u′, p+ q)
− 1

∣∣∣∣ = 0 ,

and hence there exists ν(p+ q) such that limu→∞ F (u, p+ q) = ν(p+ q), uniformly in

p and q.

To see that ν is continuous and 1-periodic, observe that F (u,w) is 1-periodic in

w and continuous except possibly at points for which w − u is an integer; for fixed

w0, ε > 0, one can let u → ∞ along points at which w − u is not an integer for

any w ∈ (w0 − ε, w0 + ε), and then since the convergence is uniform one sees that ν

is continuous on (w0 − ε, w0 + ε). The positivity of ν then follows from Lemma 3.4,

completing the proof. �
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4. Proof of the Main Results

With Proposition 3.6 at our disposal, Theorem 1 follows by a standard cutting ar-

gument.

Proof of Theorem 1. We will show a slightly more general version, namely that there

exists a positive random variable Θ (possibly defined on a larger probability space, with

law that may depend on x) such that

lim
t→∞

sup
x,y∈R

∣∣∣∣Px(Mt − x ≤ mt + y
)
− Ex

[
exp

{
−Θν(mt + x+ y)e−λ

∗y
}]∣∣∣∣ = 0 , (4.1)

where ν is the function in Proposition 3.6.

Let Φx
s (z) := Px

(
Ms − x > ms + z

)
. For s < t, we have

Px
(
Mt − x ≤ mt + y

)
= Ex

[ ∏
v∈Ns

Px
(
M

(v)
t ≤ mt + x+ y

∣∣Fs)]

= Ex
[ ∏
v∈Ns

(
1− ΦX

(v)
s

t−s
(
y +H(t,v)

s

))]

= Ex
[

exp

{ ∑
v∈Ns

log
(

1− ΦX
(v)
s

t−s
(
y +H(t,v)

s

))}]
(4.2)

where H
(t,v)
s := mt +mt−s − (X

(v)
s −X(v)

0 ). Define also H
(v)
s := v∗s− (X

(v)
s −X(v)

0 ) =

limt→∞H
(t,v)
s . Consider the event

As :=

{
min
v∈Ns

H(v)
s ≥ 1

4λ∗
log s

}
; (4.3)

an application of Corollary 3.4 shows that

εs := sup
x∈R

Px
(
Acs
)
→ 0 as s→∞ .

Now fix δ > 0. By a Taylor expansion, there exists δ′ > 0 such that∣∣∣∣ log(1 + z)

z
− 1

∣∣∣∣ < δ

whenever |z| < δ′. By Corollary 3.3 and Proposition 3.6, there exists z0 such that

lim sup
s→∞

∣∣∣∣ Φx
s (z)

ψ(x, λ∗)ν(ms + x+ z)ze−λ∗z
− 1

∣∣∣∣ ∨ Φx
s (z) < δ ∧ δ′

for all x ∈ R and z ≥ z0. Plugging the previous two displays into (4.2), we find that,

for all s ≥ e4λ∗(z0−y) and each p ∈ [0, 1),

lim sup
n→∞

Px
(
Mtpn
− x ≤ mtpn

+ y
)

≤ Ex
[
exp

{
−e−λ∗yν(p+ x+ y)(1− δ)

(
Θs + yΓs

)}
; As

]
+ εs (4.4)
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and

lim inf
n→∞

Px
(
Mtpn
− x ≤ mtpn

+ y
)

≥ Ex
[
exp

{
−e−λ∗yν(p+ x+ y)(1 + δ)

(
Θs + yΓs

)}
; As

]
− εs , (4.5)

where {tpn} is defined in the proof of Proposition 3.6, and

Γs :=
∑
v∈Ns

ψ(X(v)
s , λ∗)e−λ

∗H
(v)
s , Θs :=

∑
v∈Ns

ψ(X(v)
s , λ∗)H(v)

s e−λ
∗H

(v)
s . (4.6)

Combining (4.4) and (4.5), and noting also the inequality

Γs
Θs

1As ≤
4λ∗

log s
,

we deduce that

lim
n→∞

Px
(
Mtpn
− x ≤ mtpn

+ y
)

= lim
s→∞

Ex
[
exp

{
−e−λ∗yν(p+ x+ y)Θs1As

}]
,

uniformly in x and p, and in particular both limits exist. Since ν is continuous and

limy→+∞ e
−λ∗y = 0, limy→−∞ e

−λ∗y = +∞, one has that Ex
[
e−ηΘs1As

]
converges for

all η > 0, and hence by a standard argument that we have the convergence in law

Θs1As ⇒ Θ (4.7)

for some non-negative random variable Θ (recall that As and Θs are defined in (4.3)

and (4.6)). Thus, we have shown

lim
n→∞

Px
(
Mtpn
− x ≤ mtpn

+ y
)

= Ex
[
exp

{
−Θν(p+ x+ y)e−λ

∗y
}]

(4.8)

uniformly in p and x. Finally, since ν is continuous, the right hand side of (4.8) is a

continuous function of y, and thus the convergence is also uniform in y. This completes

the proof. �

With (4.1), Corollary 2 follows easily.

Proof of Corollary 2. Recall that, if u(t, x) solves the F-KPP equation in a periodic

medium as given in (1.8) then

u(t, x) = Px
(

min
v∈Nt

X
(v)
t ≥ 0

)
= Px

(
max
v∈Nt

(
−X(v)

t

)
≤ 0
)
.

Since {−X(v)
t }t≥0,v∈Nt is also a Branching Brownian Motion (with branching rates given

by the function x 7→ g(−x), which does not change the eigenvalue γ(λ) in (1.6), and

hence does not change v∗ or λ∗), one can apply the general form (4.1) or Theorem 1 to

deduce

lim
t→∞

sup
x∈R

∣∣∣u(t,mt + x)− Emt+x
[
exp

{
−Θν(0)e−λ

∗x
}]∣∣∣ = 0 ,
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where Θ and ν are the analogues of Θ and ν, respectively, for the Branching Brownian

Motion {−X(v)
t }t≥0,v∈Nt . In particular, using the change of variables x → x −mt, we

find

lim
t→∞

sup
x∈R

∣∣∣u(t, x)− U(mt/v
∗, x)

∣∣∣ = 0

where

U(z, x) := Ex
[
exp

{
−Θν(0)e−λ

∗(x−v∗z)
}]

. (4.9)

One can note in the proof of Theorem 1 that Θs has the same law under Px as under

Px+1, and so the same is true for Θ, and hence also Θ. It follows that U satisfies

U(z + 1/v∗, x) = U(z, x− 1), completing the proof. �

5. Extensions

This problem can be extended in a number of possible directions. In this section,

we briefly explore two of these possibilities: the case where the inhomogeneity is not

just in the branching rate, but also in the offspring distribution and the underlying

dynamics of each particle; and the analogous discrete version of this latter case, that

is, a Branching Random Walk with spatially dependent offspring distribution.

We note that, throughout this section, we will define measure Px, Px, and Px
λ. Much

like in our main text, we will omit the superscript when x = 0.

5.1. Spatial dependence on offspring distribution and underlying dynamics.

Theorem 1 can be substantially generalized without dramatically changing the proof.

Specifically, while we have considered a periodic branching rate, the offspring distribu-

tion (in this case, binary branching) and underlying dynamics (Brownian motion) are

not spatially dependent. In this subsection, we consider a generalization of our problem

where all of these factors are allowed to depend on space in a periodic manner.

Let {Xt} be a process under the probability measure Px with dynamics

dXt = µ(Xt)dt+ σ(Xt)dWt, X0 = x , (5.1)

where µ and σ are 1-periodic C1 functions, with σ > 0, and {Wt} is a standard Brownian

motion. Additionally, let g be a positive, 1-periodic C1 function, and for each x ∈ R, let

π(x) be a distribution on N such that π0(x) = π1(x) = 0, its first and second moments

ρ(x) and κ(x) are bounded functions of x, and x 7→ πn(x) is a 1-periodic C1 function

for each n.

Under the measure Px, let {X(v)
t }t≥0,v∈Nt be a Branching process with branching rate

g(x), offspring distribution π(x), and underlying dynamics given by (5.1). As before,

we define

Mt := max
v∈Nt

X
(v)
t .

The statement of our extension is similar to Theorem 1, but we will need a new eigen-

value equation to find v∗ and λ∗. Specifically, let γ(λ) and ψ(·, λ) be the respective
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principal eigenvalue and positive eigenfunction of the equation

σ2(x)

2
ψxx +

(
µ(x) + λσ2(x)

)
ψx +

(
λµ(x) +

λ2σ2(x)

2
+
(
ρ(x)− 1

)
g(x)

)
ψ = γ(λ)ψ ,

ψ(x+ 1, λ) = ψ(x, λ) ,

(5.2)

normalized so that
∫ 1

0 ψ(x, λ)dx = 1.

By integrating (5.2) over a single period, it is clear that

γ(λ) ∈
[λ2

2
+ α− λ‖µ‖∞,

λ2

2
+ β + λ‖µ‖∞

]
,

where α and β are the respective minimum and maximum of the function x 7→
(
ρ(x)−

1
)
g(x). It thus follows that γ(λ)

λ → +∞ both as λ→ 0+ and as λ→ +∞, and hence

v∗ = min
λ>0

γ(λ)

λ
=
γ(λ∗)

λ∗

exists. (Note that the uniqueness of λ∗ follows, as in Lemma 2.5, from the analyticity

of γ.) As in our main text, we then define mt = v∗t− 3
2λ∗ log t.

The analogue of Theorem 1 holds in this setting provided v∗ > 0. Explicitly, we have

the following.

Theorem 5.1. Assume v∗ > 0. Then there exist a random variable Θ and a positive,

continuous, 1-periodic function ν such that

lim
t→∞

∣∣∣P(Mt ≤ mt + y
)
− E

[
exp

(
−Θν(mt + y)e−λ

∗y
)]∣∣∣ = 0

for all y ∈ R.

Let us briefly state how this would be proved. The Many-to-One and Many-to-Two

lemmas in this case say

Ex
[ ∑
v∈Nt

f
(
{X(v)

s }0≤s≤t
)]

= Ex

[
exp

{∫ t

0

(
ρ(Xs)− 1

)
g(Xs)ds

}
f
(
{X(v)

s }0≤s≤t
)]

and

Ex
[ ∑
v,w∈Nt
v 6=w

1{X(v)
s ,X

(w)
s ∈Is for s≤t}

]
=

∫ t

0

∫
dsEx

[ ∑
v∈Ns

1{X(v)
u ∈Iu for u≤s,X(v)

s ∈dy}

]

·
(
κ(y)− ρ(y)

)
g(y)

(
Ey
[ ∑
v∈Nt−s

1{X(v)
u ∈Is+u for u≤t−s}

])2

,

with analogous statments holding on stopping lines.

As we did earlier, we then define

φ(x, λ) := λ+
ψx(x, λ)

ψ(x, λ)
.
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We wish to change measure analogously to Lemma 2.3, but since {Xt} is not necessarily

a martingale, we must be slightly careful. First, note that for fixed λ,

Zt :=

∫ t

0
φ(Xs, λ)dXs −

∫ t

0
φ(Xs, λ)µ(Xs)ds

is a martingale, and its quadratic variation is

[Z]t =

∫ t

0
φ2(Xs, λ)σ2(Xs)ds .

Since φ and σ are both bounded, e[Z]t/2 < ∞ for all t > 0, and so {Zt} satisfies

Novikov’s condition. Thus, its Doléans-Dade exponential

E(Z)t := exp
(
Zt −

1

2
Zt

)
is a positive martingale. Define the measure Px

λ by

dPx
λ

dPx

∣∣∣
Ft

:= E(Z)t ,

where {Ft} is the natural filtration of {Xt}. Then by Girsanov’s theorem, under Px
λ,

{Xt} has dynamics

dXt =
(
µ(Xt) + φ(Xt, λ)σ(Xt)

)
dt+ σ2(Xt)dWt , X0 = x ,

where we also used

[X,Z]t =

∫ t

0
φ(Xs, λ)σ(Xs)ds .

Moreover, one can show by (5.2) and the definition of φ that

σ2(x)

2

(
φx + φ2

)
+ µ(x)φ = γ(λ)−

(
ρ(x)− 1

)
g(x) ,

from which it follows, by the same argument as Lemma 2.3, that

E(Z)t =
ψ(Xt, λ)

ψ(X0, λ)
exp

{
λ(Xt −X0) +

∫ t

0

(
ρ(Xs)− 1

)
g(Xs)ds− γ(λ)t

}
.

Now, one can once again show that, under {Px
λ∗}, {Xt/t} satisfies a large deviations

principle with good, convex rate function

I(z) := γ∗(z)−
{
λ∗z − γ(λ∗)

}
= sup

η∈R

({
ηz − γ(η)

}
−
{
λ∗z − γ(λ∗)

})
,

and so in particular, I(z) = 0 if and only if z = v∗. One can then show Xt/t → v∗,

Px-almost surely. From here, the same stopping time argument will then work, since

if Tk is the first time for {Xt} to reach k, then under P0
λ∗ , {Tk} is a sum of IIDs with

exponential moments in a neighborhood of the origin.

We remark that we believe this argument should be able to be adapted to the case

v∗ < 0. In this case, rather than the stopping times {Tk}, one considers {T̃k}, where

T̃k is the first time that {Xt} hits −k. While many of the preliminary estimates will

be the same, the stopping line argument in Section 3.2 must be changed – the majority
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of particles will hit −k before the maximum does, and so one would need to instead

consider T̃
(s)
k , the first time after s at which {Xt} hits −k. Of course, this is no longer

a sum of IIDs, so after applying the Many-to-Few lemma and the change of measure,

one must decompose events based on whether or not T̃
(s)
k = T̃k. We leave the details

to the reader.

We also note that the v∗ = 0 case is a peculiarity, because now this method will

certainly not work, but we have no reason to believe the result will not be true. Indeed,

from the outset, we could have chosen to approach the problem by developing barrier

estimates on {Xt} (in the main text, {Yt}) under Px
λ∗ directly. First, one would need

a local central limit theorem to estimate

Px
λ∗

(
Xt − x− v∗t ∈ [z, z + a)

)
,

which can be done with mostly functional analytic methods. This is followed by two

local central limit theorems with barrier to estimate

Px
λ∗

(
y − (Xt − x− v∗t) ∈ [z, z + a), min

s≤t

(
y − (Xs − x− v∗s)

)
≥ 0
)
,

first for z of order
√
t, then for z in a compact set; see [11] for a version of these

arguments for an additive functional of a finite Markov chain. Note that, since the

drift and volatility of {Xt} are spatially-dependent, one should expect an additional

term in each estimate corresponding to the invariant distribution of the fractional part

of Xt, which will not be uniform.

We end this subsection by stating the analogue of Corollary 2 under this setting.

Corollary 5.2. Let u(t, x) be the solution to the equation

∂u

∂t
=

σ2(x)

2

∂2u

∂x2
+ µ(x)

∂u

∂x
+ F (x, u) ,

u(0, x) = 1{x≥0} ,

(5.3)

where

F (x, u) := g(x)
( ∞∑
k=2

νk(x)uk − u
)
,

assume v∗ > 0 and let mt = v∗t − 3
2λ∗ log t. Then there exists a function U(z, x),

satisfying U(z + 1/v∗, x) = U(z, x− 1), such that

lim
t→∞

sup
x∈R

∣∣u(t, x)− U
(
mt/v

∗, x
)∣∣ = 0 .

5.2. Branching Random Walk. Finally, we consider a discrete analogue of Theo-

rem 5.1. Note that the concept of a branching rate here is not necessary – any step

where a particle does not branch is indistinguishable from the particle having exactly

one child. We also restrict our attention to the case where the underlying dynamics

consist of particles which either do not move, or move one position to the left or right.

This is so that, like in the continuous case, a particle must hit (n − 1)L before it hits
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nL, allowing us to use our stopping time analysis; here L denotes the period of the

transition function, defined in the next paragraph.

Consider a Markov chain {Xn} on Z under the probability measure Px, with initial

position X(0) = x and kernel p satisfying, for all x, y ∈ Z, p(x+L, y+L) = p(x, y) for

some integer L and p(x, y) = 0 if |x−y| > 1. For each x ∈ R, let π(x) be a distribution

on N such that π0(x) = 0, its first and second moments ρ(x) and κ(x) are bounded

functions of x which are greater than 1, and x 7→ πn(x) is an L-periodic function for

each n.

We then consider the following Branching Random Walk under the measure Px: we

begin with a single particle at position x ∈ Z; at generation n, we have a collection

of particles Vn, where v ∈ Vn has position X
(v)
n , and then at step n + 1 gives birth

to a random number of particles given by the distribution π(X
(v)
n ), and each of these

particles then makes a jump according to the kernel p(X
(v)
n , ·), independently of all

other particles in generation Vn+1. As in the case of Branching Brownian Motion, we

are interested in the maximum

Mn := max
v∈Vn

X(v)
n

at time n. We anticipate the maximum to be located near c1n − c2 log n for some

constants c1, c2. To identify the speed and logarithmic correction, we once again require

an eigenvalue equation. In this case, let X :=
{
h ∈ RZ : h(· + L) = h

}
and consider

the operator Qλ on X defined by

Qλh(x) := ρ(x)Ex
[
eλ(X1−x)h(X1)

]
.

Note that the L-fold iteration QLλ is a strictly positive operator on the finite dimensional

space X , so by the Perron-Frobenius Theorem it has a principal eigenvalue R(λ) and

positive eigenvector ψ(·, λ), normalized so that
∑L

x=1 ψ(x, λ) = 1. Once again, by [16],

these are analytic functions of λ.

Let γ(λ) := logR(λ), and assume

v∗ := min
λ>0

γ(λ)

λ
=
γ(λ∗)

λ∗

exists. Unlike the continuous case, the existence of a minimizer is not necessarily true;

indeed, the case with binary branching and p(x, y) = 1
21{|x−y|=1} has no minimizer.

(Roughly speaking, the minimizer will exist provided the branching is sufficiently slow.)

The uniqueness of λ∗ is automatic, however; as in Lemma 2.5, this follows from the

analyticity of γ.

With An := −mn + Z, our main result is then the following.

Theorem 5.3. Assume v∗ > 0. There exists a random variable Θ and a positive,

L-periodic function ν on Z such that

lim
n→∞

sup
y∈An

∣∣∣P(Mn −mn ≤ y
)
− E

[
exp

{
−Θν(mn + y)e−λ

∗y
}]∣∣∣ = 0 . (5.4)



MAXIMUM OF BBM IN A PERIODIC ENVIRONMENT 33

The proof follows the same basic outline as that of Theorem 1. Much like in the

previous subsection, the Many-to-Few lemmas and change of measure require more ex-

planation. First, note that the Many-to-One and Many-to-Two lemmas in this context

are

Ex
[ ∑
v∈Vn

f
(
{X(v)

i }0≤i≤n
)]

= Ex

[
f
(
{X(v)

i }0≤i≤n
) n−1∏
i=0

ρ(Xi)

]
and

Ex
[ ∑
v,w∈Vn
v 6=w

1{X(v)
j ,X

(w)
j ∈Ij for j≤n}

]
=

n−1∑
k=0

∑
y∈Z

Ex
[ ∑
v∈Vk

1{X(v)
j ∈Ij for j<k,X

(v)
k−1=y}

]

·
(
κ(y)− ρ(y)

)(∑
z∈Ik

p(y, z)Ey
[ ∑
v∈Vn−k

1{X(v)
j ∈Ij+k for j≤n−k}

])2

,

with analogous statements holding on appropriate stopping lines. Now note that, by

definition of γ and ψ,

pλ(x, y) :=
ψ(y, λ)

ψ(x, λ)
ρ(x)eλ(y−x)−γ(λ)

is an L-periodic kernel on Z which is positive precisely when p is; if Px
λ is the probability

measure corresponding to the Markov chain {Xn} starting at x and having kernel pλ,

then
dPx

λ

dPx

∣∣∣
Fn

=
ψ(Xn, λ)

ψ(x, λ)
exp

{
λ(Xn − x)− nγ(λ)

} n−1∏
i=0

ρ(Xi) ,

where Fn is the natural filtration of {Xn}. Once again, under Px
λ∗ , {Xn/n} satisfies a

large deviations principle with good, convex rate function

I(z) := γ∗(z)−
{
λ∗z − γ(λ∗)

}
= sup

η∈R

({
ηz − γ(η)

}
−
{
λ∗z − γ(λ∗)

})
,

which is zero if and only if z = v∗. This immediately implies (by the Borel-Cantelli

lemma) that Xn/n→ v∗, Px
λ∗-almost surely. We then define the stopping times

Tk := min
{
n ∈ N : Xn = kL

}
,

observing that under Px
λ∗ , {Tk − Tk−1}k≥2 are IID with distribution equal to that of

T1 under Pλ∗ , which has mean L/v∗ and possesses finite exponential moments in a

neighborhood of the origin.

From here, the proof proceeds much as it does for Theorem 1 or Theorem 5.1.

However, there is one more important difference: the random walk Sk := Tk−kL/v∗ is

lattice. Because of this, we end up with a version of Proposition 3.6 where y is replaced

by yn, the unique element of (y − 1, y] ∩ An. To prove this, one must replace k/v∗ by

kL/v∗ in the definition of W
(N,v)
k , and then in the definition of D

(v)
t,y replace y by y′,

with y − y′ uniformly bounded, such that λ∗y′ +W
(N,v)
N is integer valued. This allows
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us to apply the lattice version of Lemma 2.8 when estimating Ex
[
Λt,y

]
– see [7, Section

5] for details.

We finally note that, as in the continuous case, we could have approached this prob-

lem directly, rather than using stopping times. We believe this should give superior

results, enabling us to handle any v∗, and also allowing us to handle the case where

p is not restricted to nearest neighbor jumps. Since one can always write {Xn} as an

additive functional of a finite Markov chain, the estimates in [11] may be used instead

of Lemma 2.8, at least if {Xn} is non-lattice. We leave this to future work.

Appendix A. Proof of Lemma 2.8

In this short appendix, we provide the proof of Lemma 2.8. When x = 0 and

F = 1[z,z+a], Lemma 2.8 is almost precisely [7, Lemmas 2.2 and 2.3], with the following

minor modifications.

(1) In [7], the statements were not in terms of the measure Pλ∗ but instead for

the measure PλN under which EλN [S
(N)
1 ] = 0. However, the proof first shows

the statements for Pλ∗ , and then shows that the Radon-Nikodym derivative

between the two converges to 1 as N →∞.

(2) In [7], the analogue of (2.17) is written less explicitly as a function of y, z, and

a. However, examining the proof reveals the form of this function as stated.

(3) Because [7] deals also with increments whose law does not possess a density,

restrictions on the sign of the sequence dN are imposed there (see the proof

of [7, Corollary A.3], which is a key step in the proof of the lemmas there, for

where the sign restriction is used explicitly). This is irrelevant in our setup,

and hence this restriction is omitted.

We now proceed to the proof of Lemma 2.8, for x 6= 0 or general F . Heuristically,

when {Yt} reaches 1 for the first time, it “resets” and we may apply the result in its

original version, with N − 1 replacing N . Given we assume F is quite regular, its

appearance does not add much complication to the proofs.

By the strong Markov property, one has

Ex
λ∗

[
y + S

(N)
N ∈ [z, z + a] ; min

k≤N

(
y + S

(N)
k

)
≥ 0
]

=

∫ ∞
0

Eλ∗

[
w + S

(N)
N−1 ∈ [z, z + a] ; min

k≤N−1

(
w + S

(N)
k

)
≥ 0
]
Px
λ∗

(
y + S

(N)
1 ∈ dw

)
.

(A.1)

Along with the x = 0 case and the inequalities

Ex
λ∗

[
y + S

(N)
1 ; y + S

(N)
1 ≥ 0

]
≤ y + Ex

λ∗

∣∣∣S(N)
1

∣∣∣ ≤ y + C

and

Ex
λ∗

[
y + S

(N)
1 ; y + S

(N)
1 ≥ 0

]
≥ y + Ex

λ∗

[
S

(N)
1

]
≥ y + C ,

this implies (2.15) and (2.16) (taking z = 0).
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Similarly, multiplying (A.1) by N3/2, letting N → ∞, and using the bounded con-

vergence theorem, we obtain (2.17) for F = 1[z,z+a]. To prove this for F satisfying

(2.14), observe that for K ≥ 1, if we set zi,K := z + ia/K,∣∣∣∣Ex
λ∗

[
F
(
y + S

(N)
N

)
; min
k≤N

(
y + S

(N)
k

)
≥ 0
]

−
K∑
i=1

F (zi,K)Ex
λ∗

[
y + S

(N)
N ∈ [zi,K , zi+1,K ] ; min

k≤N

(
y + S

(N)
k

)
≥ 0
]∣∣∣∣ ≤ L

K
,

where L is the Lipschitz constant of F . Multiplying by N3/2 and letting N → ∞, we

see

lim sup
N→∞

∣∣∣∣N3/2Ex
λ∗

[
F
(
y + S

(N)
N

)
; min
k≤N

(
y + S

(N)
k

)
≥ 0
]

− β∗V x(y)
K∑
i=1

F (zi,K)

∫ zi+1,K

zi,K

V (w)dw

∣∣∣∣ ≤ L

K
.

However, we also have∣∣∣∣β∗V x(y)

K∑
i=1

F (zi,K)

∫ zi+1,K

zi,K

V (w)dw − β∗V x(y)

∫ z+a

z
F (w)V (w)dw

∣∣∣∣ ≤ L

K
,

and hence

lim sup
N→∞

∣∣∣∣N3/2Ex
λ∗

[
F
(
y + S

(N)
N

)
; min
k≤N

(
y + S

(N)
k

)
≥ 0
]

− β∗V (y)

∫ z+a

z
F (w)V (w)dw

∣∣∣∣ ≤ 2L

K

for any K ≥ 1, which implies (2.17).

Repeating the same procedure as above for (2.18) allows us to prove the case x = 0,

F satisfying (2.14) from the case x = 0, F = 1[z,z+a]. For general x, we use the strong

Markov property to write the left hand side of (2.18) as∫ ∞
0

Eλ∗

[
F
(
w − y1/10 + S

(N)
N−1

)
; min
k≤N−1

(
w + S

(N)
k + h

(
(k + 1) ∧ (N − k − 1)

))
≥ 0

]
·Px

λ∗

(
y + y1/10 + S

(N)
1 ∈ dw

)
. (A.2)

(Note that the integral should really begin from −h(1), not zero, but since T1 > 0,

supx∈[0,1) Px
λ∗

(
y + y1/10 + S

(N)
1 ≤ 0

)
= 0 for sufficiently large y, and thus the integral

over this region vanishes.)

Since h is concave and increasing, there exists M ≥ h(1) > 0 such that h(k + 1) −
h(k) ≤ M for all k ≥ 0. Letting c0 := 1 + M

h(1) , one can show that h(k + 1) ≤ c0h(k)

for all k ≥ 1, and hence

h
(
(k + 1) ∧ (N − k − 1)

)
≤ h(1) + c0h

(
k ∧ (N − 1− k)

)
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for all k ≤ N − 1. Thus, we may bound (A.2) above by∫ ∞
0

Eλ∗

[
F
(
w − y1/10 + S

(N)
N−1

)
; min
k≤N−1

(
w + S

(N)
k + c0h

(
k ∧ (N − 1− k)

))
≥ 0

]
·Px

λ∗

(
y + y1/10 + S

(N)
1 ∈ dw

)
.

Multiplying the above display by N3/2 and letting N → ∞, we see that the left hand

side of (2.18) is no more than

(
1 + δy∧z

) ∫ ∞
0

Px
λ∗

(
y + y1/10 + S1 ∈ dw

)
β∗V (w)

∫ z+y1/10+a

z+y1/10
F (w′ − y1/10)V (w′)dw′ ,

where δ is the analogue of δ when h is replaced by c0h, and this is in turn is bounded

above by (
1 + δy∧z

)(
1 + εy,z

)
β∗V (y)

∫ z+a

z
F (w)V (w)dw ,

where

εy,z := sup
w∈[z,z+a],x∈[0,1)

(
Ex
λ∗

[
V
(
y+ y1/10 + S1

)
; y+ y1/10 + S1 ≥ −h(1)

]
V
(
w+ y1/10

)
− V (y)V (w)

)
.

Since V (y)/y → 1 as y → ∞, it follows that εy,z → 0 as y ∧ z → ∞, and thus (2.18)

follows.

Finally, we prove (2.19). For j = N , this is a straightforward consequence of (2.18)

and (2.17). For j < N , define d
(N)
j := |dN |+ h(N − j)/j and Sj,Nk := Sk + kd

(N)
j . We

recall from [7, equation (107)] the inequality

h
(
k ∧ (N − k)

)
≤ 2h

(
k ∧ (j − k)

)
+ (k/j)h(N − j) ,

which implies

Px
λ∗

(
y + S

(N)
j ∈ [z, z + a], min

k≤j

(
y + S

(N)
k + h

(
k ∧ (N − k)

))
≥ 0

)
≤ Px

λ∗

(
y + S

(N,j)
j ∈ [z + h(N − j), z + h(N − j) + a] ,

min
k≤j

(
y + S

(N,j)
k + 2h

(
k ∧ (j − k)

))
≥ 0

)
.

Since N/2 ≤ j < N , one can show 0 < d
(N)
j ≤ c2 log j/j for a constant c2 > 0 which

depends on c0 and c1, but not on j or {dN}. Thus, (2.19) follows by applying the j = N

case to the above inequality. This completes the proof. �
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