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Abstract. We study the minimum total weight of a disk triangulation using vertices out of {1, . . . , n}, where

the boundary is the triangle (123) and the
(n
3

)
triangles have independent weights, e.g. Exp(1) or U(0, 1).

We show that for explicit constants c1, c2 > 0, this minimum is c1
logn√

n
+ c2

log logn√
n

+ Yn√
n

where the random

variable Yn is tight, and it is attained by a triangulation that consists of 1
4

logn + Op(
√

logn) vertices.

Moreover, for disk triangulations that are canonical, in that no inner triangle contains all but O(1) of the

vertices, the minimum weight has the above form with the law of Yn converging weakly to a shifted Gumbel.
In addition, we prove that, with high probability, the minimum weights of a homological filling and a

homotopical filling of the cycle (123) are both attained by the minimum weight disk triangulation.

1. Introduction

We consider the following question: what is the minimum possible weight of a triangulation of a disk with
fixed boundary vertices 1, 2, 3 using any number of inner vertices whose labels are taken from [n] = {1, . . . , n},
in the setting where every triangle in

(
[n]
3

)
is assigned, for instance, an independent rate-1 exponential weight?

This may be viewed as a weighted version of the Linial–Meshulam [21] model (each triangle is present with
probability p, independently, and one of the questions is whether there exists a disk triangulation using
these), as well as a 2-dimensional simplicial complex analog of first passage percolation on a complete graph
(minimum weight paths between fixed vertices after assigning independent weights to the

(
n
2

)
edges; in our

setup, one instead looks at weighted fillings of a fixed triangle); see §1.2 for more details on related works.
Our main result establishes tightness of the minimum weight around an explicit centering term. For a

class of triangulations, which comprises a fixed proportion out of all disk triangulations, we further identify
the limiting law of the centered minimum to be Gumbel. The problem becomes more subtle when one allows
vertex labels to repeat, whence the triangulation corresponds to a null-hompotopy of the boundary. Another
well-studied generalization of triangulations is a homological filling. We show that, with high probability, all
three notions achieve the same minimum, unlike the situation for instance in the Linial–Meshulam model.

1.1. Setup and main results. A triangulation T of the cycle (123) over [n] is a planar graph embedded
in the triangle whose boundary vertices are labeled 1, 2, 3, in which every face is a triangle and all internal
vertices have labels in [n]. We say that such a triangulation is proper if no two vertices share a label. Given
an assignment w of positive weights to the

(
n
3

)
triangles on n vertices, the weight of a triangulation T is

defined as w(T ) =
∑
x∈T wx, where the sum is taken over the labeled faces of T .

We consider an assignment {wx : x ∈
(
[n]
3

)
} of independent random weights whose laws (which need not

be identical) satisfy

P(wx ≤ t) =

(
1 + o

( 1

log(1/t)

))
t as t ↓ 0 , (1.1)

with the main examples being the uniform U(0, 1) and the exponential Exp(1) distributions.

Theorem 1. Assign independent weights {wx : x ∈
(
[n]
3

)
} to the

(
n
3

)
triangles on n vertices, with laws

satisfying (1.1), and let Wn be the minimum of w(T ) over all triangulations T of (123) over [n]. Then

Wn =
3
√

3

16

(
1

2

log n√
n

+
5

2

log log n√
n

+
Yn√
n

)
(1.2)

for a sequence of random variables (Yn) that is uniformly tight. In addition, the a.s. unique triangulation
attaining Wn contains 1

4 log n+Op(
√

log n) vertices and, with high probability, it is proper.

Remark 1.1. Note that the number of triangles in a proper triangulation of (123) with k internal vertices is
2k+1. Hence, Theorem 1 implies that the triangulation attaining Wn contains 1

2 log n+Op(
√

log n) triangles.
1
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Figure 1. A triangulation of (123) that is 5-canonical but not 6-canonical (via the shaded triangle).

(The notation Xn = Op(fn) was used above to denote that the sequence of random variables Xn/fn is
uniformly tight, that is, for every ε > 0 there exists some A > 0 such that lim supn→∞ P(|Xn/fn| > A) < ε.)

One can easily define classes of triangulations of (123) where all but a fixed number of the internal
vertices are confined to some inner triangle K, and where the minimum weights Wn will give rise to different
distributions of the tight random variables Yn from Theorem 1 (see for instance the examples in Remark 2.10).
Our next theorem shows that in the absence of such an inner triangle K, the limiting law of Yn is unique.
For ν ≥ 1, a triangulation T of the triangle (123) is ν-canonical if for every triangle K 6= (123) whose
edges belong to T there are at least ν internal vertices in T that do not lie in the interior of K (see Fig. 1).
When the minimization problem is restricted to proper canonical triangulations of (123), we find the exact
description of the limit distribution of the minimum weight, as follows.

Theorem 2. Assign independent weights {wx : x ∈
(
[n]
3

)
} to the

(
n
3

)
triangles on n vertices, with laws

satisfying (1.1), let ν = ν(n) be any sequence of integers such that ν ≤ 1
10 log n and ν → ∞ with n, and let

W ∗n be the minimum of w(T ) over all ν-canonical proper triangulations T of (123) over [n]. Letting

W ∗n =
3
√

3

16

(
1

2

log n√
n

+
5

2

log log n√
n

+
log( 4

9

√
2π)

√
n

− Y ∗n√
n

)
, (1.3)

the random variable Y ∗n converges weakly to a Gumbel random variable as n→∞.

There is an important topological distinction between proper and improper triangulations. A proper
triangulation T , when viewed as a simplicial complex, is homeomorphic to a topological planar disk. Let us
denote by Dn the minimum weight over these disk triangulations of (123). On the other hand, if repeated
labels are allowed, it is more suitable to refer to T as a homotopical filling of (123) — a null-homotopy of
(123) that is not necessarily homeomorphic to a disk.

In addition, it is natural to also consider the algebraic-topology notion of a homological filling of (123).
Here we work over the field F2, and consider the boundary operator ∂2 : C2 → C1, where C2 and C1 are

vector spaces over the field F2 spanned by {eijk : ijk ∈
(
[n]
3

)
} and {eij : ij ∈

(
[n]
2

)
} respectively, and

∂2eijk = eij + eik + ejk. An F2-homological filling of (123) is a vector z ∈ C2 such that ∂2z = ∂2e123. Note
that even though this definition is purely algebraic, in Section 3 we use a known geometric characterization
of F2-homological fillings as triangulations of surfaces of arbitrary genus.

The weight of an F2-homological filling z is defined as
∑
x∈supp(z) wx, and we denote by Fn the minimum

weight of an F2-homological filling of (123). The boundary operator is defined such that the characteristic
vector (modulo 2) z = z(T ) of the faces of a triangulation T of (123) over [n] is an F2-homological filling.

Indeed, for every appearance of a pair ij ∈
(
[n]
2

)
as an internal labeled edge of T , the contributions to (∂2z)ij

of the two faces of T which contain the edge cancel out. Therefore, ∂2z is equal to the characteristic vector
of the edges in the boundary of T . This observation implies that w(z(T )) ≤ w(T ).

Consequently, the following inequality holds point-wise for every assignment of weights {wx : x ∈
(
[n]
3

)
}:

Fn ≤Wn ≤ Dn. (1.4)

In general, both inequalities in (1.4) can be strict. There are classical examples of topological spaces con-
taining a null-homotopic cycle that does not enclose a topological disk, or a null-homologous cycle that is
not null-homotopic. Moreover, there is a stark difference between the threshold probabilities for the appear-
ances of homological and homotopical fillings in the Linial–Meshulam model (see §1.2). We show that under
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independent random weights, the minimum weights of a null-homotopy and an F2-homological filling are
attained by a proper disk triangulation with high probability.

Theorem 3. Assign independent weights {wx : x ∈
(
[n]
3

)
} to the

(
n
3

)
triangles on n vertices, with laws

satisfying (1.1). Then, with high probability, every inclusion-minimal F2-homological filling z that is not the
characteristic vector of a proper triangulation of (123) satisfies

w(z) ≥ 9
√

3

32

log n√
n

= (3− o(1))Dn.

As a result, Fn = Wn = Dn with high probability.

We stress that even though Theorem 3 implies that with high probability every improper triangulation T
is suboptimal, it does not imply that T is suboptimal by a factor of 3 − o(1). Indeed, the F2-homological
filling z(T ) corresponding to T can be a characteristic vector of a proper triangulation (due to cancelling
out of faces with repeated labels).

It will be convenient throughout the paper to work with weights {wx : x ∈
(
[n]
3

)
} that are i.i.d. Exp(1).

This is enabled by the next observation, proved by a routine coupling argument (cf., e.g., [18]).

Observation. Let {wx : x ∈
(
[n]
3

)
} be independent random weights with laws satisfying (1.1), and fix C > 0.

For every n there exists a coupling of these weights to {w̃x : x ∈
(
[n]
3

)
} that are i.i.d. U(0, 1) such that

max{|w(T )− w̃(T )| : T ⊂
(
[n]
3

)
, w(T ) ∧ w̃(T ) ≥ C logn√

n
} = o(1/

√
n) with probability 1.

To see this, let Fx be the cdf of wx and consider its Skorokhod representation sup{y : Fx(y) ≤ w̃x}. Let T

be such that w(T )∧ w̃(T ) ≤ C logn√
n

. Since wx ≤ C logn√
n

for every x ∈ T , a.s. w̃x = Fx(wx) = (1 + o( 1
logn ))wx,

and summing over x ∈ T it follows that |w(T )− w̃(T )| ≤ o((w(T )+ w̃(T ))/ log n) = o(1/
√
n) by assumption.

1.2. Related work. We next mention several models for which the problem studied here may be viewed as
an analog or a generalization, as well as related literature on these.

First passage percolation / combinatorial optimization on the complete graph with random edge weights.
Consider the probability space where each of the

(
n
2

)
edges of the complete graph on n vertices is assigned an

independent weight (e.g., Exp(1) or U(0, 1)). The distribution of shortest paths between fixed vertices v1, v2
(i.e., mean-field first passage percolation) has been studied in detail: Janson [18] showed that, under the same
assumption on the distribution of the edge weights as in (1.1), this distance is distributed as (log n+ Λn)/n,
where Λn converges weakly as n→∞ to the sum of three independent Gumbel random variables; that work
further studied the number of edges in the shortest path between v1 and v2 (the “hopcount”), as well as
worst-case choices for v1 and v2. In addition, the law of the centered diameter (worst-case choices for both
v1 and v2) was finally established by Bhamidi and van der Hofstad [7]. Many flavors of this problem have
been analyzed, e.g., on random graphs such as Erdős–Rényi / configuration models under various degree
assumptions — see for instance the recent work [8] and the references therein.

For other related combinatorial problems on the complete graph with random edge weights (e.g., the
famous ζ(3) Theorem of Frieze [13] for the minimum spanning tree, and the random assignment problem
and its ζ(2) asymptotic limit by Aldous [3]), see the comprehensive survey [2, §4,§5].

The closest graph-theoretic counterpart of our main results is Janson’s work [18]. In our situation,
analogously to the distance between two fixed vertices v1, v2 with random edge weights, we assign random
weights to 2-dimensional faces and Theorems 1 and 2 address the minimum total weight of triangulations of
the fixed cycle (123). Furthermore, via this analogy, the number of triangles in the triangulation achieving
the minimum (addressed in Theorem 1) is the counterpart of hopcount.

Minimal fillings in groups. The area of a cycle C in a simplicial complex is commonly defined as the number
of 2-faces in a minimal triangulation whose boundary is C (see, e.g., [5]). This terminology is motivated by
the combinatorial group theoretic notion of the area of a word w with respect to a group presentation —
the minimum number of 2-cells in a diagram with boundary label w (see [23]). In this context, it is known
that homological fillings can exhibit different asymptotics compared to homotopical fillings (see, e.g., [1]).

Here we consider the area of a fixed cycle (123) under random weights for the 2-faces, generalizing the
above definition of area to feature the total weight of the 2-faces instead of their number. Perhaps surprisingly,
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Theorem 3 shows that, in our case, the optimal homological and homotopical fillings of a fixed cycle (123)
coincide with high probability.

The Linial–Meshulam random 2-dimensional simplicial complex model. This model, denoted Y2(n, p), is a
model of a random n-vertex 2-dimensional simplicial complex with a full 1-dimensional skeleton where every
2-dimensional face appears independently with probability p = p(n). Upon introducing the model, Linial

and Meshulam [21] showed that for every fixed ε > 0, if p = (2 + ε) logn
n then Y2(n, p) is F2-homologically

connected with high probability (that is, every cycle has an F2-homological filling), whereas at p = (2−ε) logn
n

typically there is an uncovered (isolated) edge. The behavior in the critical window around p = 2 logn
n was

thereafter established by Kahle and Pittel [20]. On the other hand, homotopical fillings of (123) appear only
at a much denser regime where p = n−1/2+o(1), as shown by Babson, Hoffman and Kahle [5] in their study of
the fundamental group of Y2(n, p). In addition, it was shown in [22] that the critical probability for having

a proper disk triangulation of (123) in Y2(n, p) is at p = ( 3
√
3

16 + o(1))n−1/2, with the upper bound achieved
by a triangulation that typically has at most C log n faces. However, it is not known whether this critical p
is also the threshold probability for simple-connectivity. See, e.g., the survey [19] for more on this model.

In our settings, faces are associated with continuous weights as opposed to Bernoulli variables. Hiraoka
and Shirai [16] considered this model to study the high-dimensional analog of Frieze’s ζ(3) Theorem. In our
problem of minimum weight fillings, one may infer from the above results on Y2(n, p) that n−1/2−ε ≤Wn ≤
Dn ≤ C ′ log n/

√
n, with high probability, by restricting the attention to faces below a certain threshold

weight. Namely, for the threshold µ = ( 3
√
3

16 + ε)n−1/2 we arrive at the aforementioned critical p from [22],

so the total weight of the triangulation would be at most Cµ log n. On the other hand, Wn ≥ µ = n−1/2−ε

by [5], as otherwise we would have a triangulation where the total weight — hence also the weight of every
face — is at most µ.

Theorem 1 derives the correct centering terms of Dn and Wn. Theorem 3 further shows that the difference
between homotopical and homological fillings is not present under random independent weights, bridging
the gap between Wn and Dn. Note that the analog of this in Y2(n, p) remains a challenging open problem.

This qualitative difference between the models hinges on the following observation. On first sight, it may
seem that Theorem 3 is in conflict with the result of Linial and Meshulam on homological fillings in Y2(n, p).
For instance, in the settings of Theorem 3, there is an F2-homological filling of (123) that is supported on

triangles x with weight wx ≤ O( logn
n ) — which is quite small relative to Wn. However, the weight of this

filling is actually substantially larger than Wn since it contains some Cn2 triangles with high probability.
This fact was proved in [4] and further studied in the work of Dotterrer, Guth and Kahle [11] concerning
the homological girth of 2-dimensional complexes which inspired our proof of Theorem 3.

Organization. In Section 2 we prove the assertions of Theorems 1 and 2 when the minimum is taken only
over proper triangulations. Afterwards, in Section 3, we prove Theorem 3 which also completes the proof
Theorem 1 for general triangulations.

2. Proper triangulations below a given weight

In this section we examine the number of proper triangulations — where all the vertex labels are distinct
— below a given weight ωn. (Theorem 3, proved in Section 3, shows that repeated vertex labels lead to a
weight that is with high probability suboptimal.) Throughout this section, we take this target weight to be

ωn = ωn(A) =
1
2 log n+ 5

2 log log n+A
√
γn

for γ = 256
27 and a fixed A ∈ R . (2.1)

We consider planar triangulations where the outer face is labeled (123). Denote by Tk the set of planar
triangulations using k unlabeled internal vertices, and by Tk,n the set of planar triangulations where the k

internal vertices have distinct labels in {4, . . . , n}. Further setting ∆k := |Tk| (whence |Tk,n| = ∆k

(
n−3
k

)
k!

for every k ≤ n− 3), Tutte [24] famously showed that

∆k =
6(4k + 1)!

k!(3k + 3)!
=

(
1

16

√
3

2π
+ o(1)

)
k−5/2γk+1 for γ =

256

27
. (2.2)
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Analogously to these notations, let T νk be the set of ν-canonical triangulations via k internal unlabeled
vertices and outer face (123), and let T νk,n be the set of their counterparts with internal vertices labeled in

{4, . . . , n} .
Our goal is to estimate the number of triangulations T ∈

⋃
k Tk,n (as well as in an appropriate interval of

values for k) whose weight is at most the above given ωn, and analogously for T ∈
⋃
k T νk,n. Throughout the

section we will use the following notation:

Zn = Zn(ωn) =
∣∣{T ∈⋃

k

Tk,n : w(T ) ≤ ωn}
∣∣ , Z∗n = Z∗n(ωn) =

∣∣{T ∈⋃
k

T νk,n : w(T ) ≤ ωn}
∣∣ , (2.3)

as well as

Z̃n = Z̃n(ωn) =
∣∣{T ∈ ⋃

k∈Ka

Tk,n : w(T ) ≤ ωn}
∣∣ , Z̃∗n = Z̃∗n(ωn) =

∣∣{T ∈ ⋃
k∈Ka

T νk,n : w(T ) ≤ ωn}
∣∣ , (2.4)

where

Ka = [ 14 log n− a
√

log n , 1
4 log n+ a

√
log n] (a > 0) . (2.5)

With these definitions, our main result in this section is the following.

Theorem 2.1. Assign i.i.d. Exp(1) weights {wx : x ∈
(
[n]
3

)
} to the

(
n
3

)
triangles on n vertices. Let ν = ν(n)

be any sequence of integers such that ν ≤ 1
10 log n and ν →∞ with n, fix A ∈ R and set ωn(A) as in (2.1).

Then Zn(ωn) and Z∗n(ωn) as given in (2.3) satisfy

EZn −−−−→
n→∞

8

3

√
2

π
eA and Z∗n

d−−−−→
n→∞

Po

(
9

4
√

2π
eA
)
.

Moreover, if an is a sequence of integers such that an = o(
√

log n) and limn→∞ an =∞, and Z̃n(ωn), Z̃∗n(ωn)

are as in (2.4) w.r.t. Kan , then Zn − Z̃n → 0 and Z∗n − Z̃∗n → 0 in probability as n→∞.

2.1. Canonical and partial triangulations. The proof of Theorem 2.1 will require several combinatorial
estimates on the number of ν-canonical triangulations and the number of proper subsets of such triangulations
with a prescribed number of internal and boundary vertices.

2.1.1. Enumerating canonical triangulations. Recall that a triangulation T ∈ Tk is ν-canonical if it does not
have an inner face K containing more than k − ν internal vertices.

Lemma 2.2. Let ν = ν(k) be a sequence such that 1 ≤ ν < k/2 and ν → ∞ as k → ∞. Then the number
of ν-canonical triangulations of (123) with k internal vertices satisfies

|T νk | =
((

3
4

)3 − o(1)
)
∆k .

Proof. Let As (s = 1, . . . , ν) be the set of triangulations with k internal vertices where there is an internal
face K with exactly k − s internal vertices (which thus must be unique, as s ≤ ν < k/2). Further let A∗s be
the triangulations T ∈ As attaining the maximum number of internal vertices in such a face, i.e.,

A∗s := As \
⋃
t<s

At .

To enumerate A∗s, we first argue that

|As| = (2s+ 1)∆k−s∆s ,

since triangulations in As are in bijection with triangulations of (123) via s internal vertices, along with a
choice of one out of the 2s+ 1 faces and a triangulation of that face via k − s internal vertices.

We next argue that for every 1 ≤ t ≤ s− 1,

|A∗s−t ∩As|
|A∗s−t|

=
(2t+ 1)∆t∆k−s

∆k−s+t
.

To see this, choose T ∈ A∗s−t uniformly, and condition on its configuration externally to K, its (unique)
induced face that contains k − s+ t internal vertices. Notice that T ∈ As if and only if the triangulation of
K induces a face K ′ with k − s internal vertices, and that each of the ∆k−s+t triangulations of K ′ has an
equal probability under the counting measure. Thus, the conditional probability that T ∈ As is precisely
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(2t+1)∆t∆k−s/∆k−s+t, where (as before) we triangulated f with t internal vertices (those not in K ′), chose
one of the 2t+ 1 faces to contain k − s vertices, and triangulated it accordingly.

Combining the last two identities shows that

|A∗s|
∆k−s

=
|As| −

∑s−1
t=1 |A∗s−t ∩As|
∆k−s

= (2s+ 1)∆s −
s−1∑
t=1

(2t+ 1)∆t
|A∗s−t|

∆k−s+t
.

We may thus define

as :=
|A∗s|

∆k−sγs
(s = 1, . . . , ν)

(so that |A∗s−t|/∆k−s+t in the last equation becomes as−tγ
−s+t) and find that

as = (2s+ 1)∆sγ
−s −

s−1∑
t=1

(2t+ 1)∆tγ
−tas−t .

Further defining

φs := (2s+ 1)∆sγ
−s (s = 1, 2, . . .)

allows us to rewrite the recursion on as as

as = φs −
s−1∑
t=1

φtas−t ,

a relation through which the definition of as extends to all s ∈ N (as φs is defined for all s ∈ N). Summing
this over s yields

ν∑
s=1

as =

ν∑
s=1

φs −
ν−1∑
t=1

φt

ν∑
s=t+1

as−t =

ν∑
s=1

(
1−

ν−s∑
`=1

a`

)
φs . (2.6)

Since ∆s ∼ C0s
−5/2γs for a universal C0 > 0 as s → ∞, we find that φs ∼ 2C0s

−3/2 as s → ∞, and hence∑
s φs converges; moreover, we argue that

φ :=

∞∑
s=1

φs =
37

27
.

Indeed, the asymptotics of ∆s shows that the radius of convergence of K(x) =
∑∞
j=0 ∆jx

j , the generating

function for proper triangulations, is 1/γ, and it converges uniformly in [0, 1/γ] (as ∆jγ
−k = O(j−5/2)).

The same holds for
∑∞
j=1 j∆jx

j−1 (where j∆j = O(j−3/2) and there is still convergence at the boundary

point x = 1/γ). The latter corresponds to K ′(x) in (0, 1/γ), whence, by the definition of φs, the fact that∑∞
s=1 ∆sγ

−s = K( 1
γ )− 1, and the continuity of K(x) + (2/γ)K ′(x) as x→ (1/γ)−, we find that

φ = K(1/γ)− 1 + (2/γ)K ′(1/γ) .

Brown [9, Eqs. (4.1)–(4.3)] showed that if u(x) solves x = u(1− u)3 then

K(x) =
1− 2u(x)

(1− u(x))3
,

We see that d
duK(u) = (1 − 4u)(1 − u)−4 and d

dux(u) = (1 − u)2(1 − 4u), whence by the chain rule,
d
dxK(x) = (1− u)−6. Substituting u = 1

4 , for which x(u) = 33/44 = 1/γ, we thus conclude that

φ =
1− 2u

(1− u)3
− 1 + 2u(1− u)3(1− u)−6 =

1

(1− u)3
− 1 =

64

27
− 1 =

37

27
.

Since 0 < as < φs for every s, we also have
∑
s as < φ and write a =

∑∞
s=1 as.

Revisiting (2.6), we see that, as ν →∞, its left-hand converges to a whereas its right-hand converges to
(1 − a)φ (indeed, the right-hand is at least (1 − a)

∑ν
s=1 φs → (1 − a)φ and at the same time it is at most∑bν/2c

s=1 (1−
∑dν/2e
`=1 a`)φs +

∑ν
s=dν/2e φs → (1− a)φ by the convergence of

∑
` a` and

∑
s φs). Rearranging,

a =
φ

φ+ 1
=

37

64
.



MINIMUM WEIGHT DISK TRIANGULATIONS AND FILLINGS 7

Observe that

∆k−s = (1 + o(1))(1− s/k)−5/2∆kγ
−s = (1 +O(ν/k))∆kγ

−s ,

where the error in the O(ν/k)-term is uniform over s. From this we can infer that

1

∆k

ν∧
√
k∑

s=1

|A∗s| = (1 +O(ν/k))

ν∧
√
k∑

s=1

as = (1 +O(1/
√
k) + o(1))a .

At the same time, ∆k−s ≤ (1 + o(1))25/2∆kγ
−s using s ≤ ν < k/2; thus, for every ε > 0 there exists some L

such that ∆k−s < 8∆sγ
−s for all s ≥ L, as well as

∑
s≥L as < ε/8, and as ν,

√
k � 1 we get

1

∆k

∑
s≥ν∧

√
k

|A∗s| ≤
1

∆k

∑
s≥L

as ≤ ε ,

as required. �

2.1.2. Enumerating partial triangulations. Denote the set of partial triangulations (each viewed as a collected
of triangles) by

Pνn :=

{
P ⊂

(
[n]
3

)
: ∅ 6= P ( T for some T ∈

⋃
k

T νk,n

}
. (2.7)

Let P ∈ Pνn be a partial triangulation with f = |P | triangles. We consider a simplicial complex XP that
contains the triangles of P , the vertices and edges that these triangles contain, and the outer cycle (123).
An edge in XP is called internal if it is contained in two triangles of XP , and it is called a boundary edge
otherwise. Similarly, A vertex in XP is called internal if all the edges of XP that contain it are internal.
Otherwise, either the vertex is one of the outer vertices 1, 2, 3 or we call it a boundary vertex. We denote
by vI , v∂ the number of internal and boundary vertices respectively. The degree of an edge in XP is the
number of triangles of XP that contain it. We refer to the subgraph of XP that consists of the edges of
degree smaller than 2 and the vertices they contain as the boundary graph of P .

Claim 2.3. For every partial triangulation P ∈ Pνn with vI internal vertices and v∂ boundary vertices, if

ξ = |P |/2− v∂ − vI ,

then ξ ≤ 0 ∧ (1/2− v∂/6), and moreover ξ = 0 only if P contains at least 2ν triangles.

Proof. We consider the planar simplicial complex XP and denote by ej , j = 0, 1, 2, the number of edges
of degree j in XP , and by β0, β1 the first two Betti numbers of XP . Namely, β0 is equal to the number of
connected components of XP and β1 is equal to the number of finite connected components of XP ’s planar
complement.

The fact that 3s = e1 + 2e2 is clear, and we claim in addition that 3(β1 + 1) ≤ 2e0 + e1. Indeed, we count
incidences between the edges of XP and the connected components of its planar complement. On the one
hand, every such component, including the infinite one, is incident with at least 3 edges of XP , and on the
other hand, an edge that is contained in j triangles of XP is incident with exactly 2 − j components of its
planar complement. We compute the Euler characteristic of the planar simplicial complex XP in two ways:

3 + v∂ + vI − e0 − e1 − e2 + s = β0 − β1 ,

and deduce that
|P |
2
− v∂ − vI = 3− β0 + β1 − e0 −

e1
2
.

At this point, the inequalities e0 + e1
2 ≥

3
2 (β1 + 1), β0 ≥ 1 and β1 ≥ 1 allow us to derive that

|P |
2
− v∂ − vI ≤

1− β1
2

≤ 0 .

Furthermore, |P |/2 = v∂ + vI if and only if XP is connected and its planar complement has precisely one
connected component whose boundary is triangular. This triangular boundary forms a missing face in every
triangulation T that contains P , and if T is ν-canonical, it must have at least ν vertices in the exterior of
this missing face. In other words, P is a triangulation of the disk with at least ν internal vertices having one
face removed. In particular, P contains at least 2ν triangles.



8 ITAI BENJAMINI, EYAL LUBETZKY, AND YUVAL PELED

The boundary graph of XP has minimal degree 2, therefore e0 + e1 ≥ v∂ + 3. We again apply the
inequalities β0 ≥ 1 and β1 ≤ 2e0+e1

3 − 1 to conclude that

|P |
2
− v∂ − vI ≤ 1− 2e0 + e1

6
≤ 1

2
− v∂

6
,

completing the proof. �

Corollary 2.4. Let k ≥ m ≥ 0 be integers and T a triangulation of (123) with k internal vertices. For every
subset U ⊂ V (T ) of m internal vertices there are at most 2(k−m) + 1 triangles of T that are disjoint of U .

Proof. If m = 0 then U = ∅ and all the 2k+1 triangles of T are disjoint of U . Otherwise, consider the partial
triangulation P that contains all the triangles of T that are disjoint of U . Clearly, vI(P ) + v∂(P ) = k −m,
and by Claim 2.3, |P | ≤ 2(k −m). �

Claim 2.5. Let vI , v∂ and u be integers. The following holds:

(i) Let P ∈ Pνn be a partial triangulation with v∂ boundary vertices. The number of triangulations T ∈ Zνn
where P ⊂ T and T \ P has u vertices is at most (γ(u+ v∂))v∂ (γn)u.

(ii) The number of partial triangulations P ∈ Pνn with vI internal vertices and v∂ boundary vertices is at
most (8(vI + v∂))v∂ (γn)vI+v∂ .

Proof. For Part (i), denote by V∂ ⊂ [n] the set of labels of the boundary vertices of P . Let T be a triangulation
that contains P with u vertices outside P . Suppose we remove P ’s internal vertices from T and triangulate
the interior of P without internal vertices. This yields a labelled triangulation of (123) with v∂ + u vertices,
that contains all the triangles of T \P , in which v∂ vertices have labels in the set V∂ and the other u vertices
have arbitrary labels in {4, ..., n}. Hence, the number of triangulations that contain P is at most

∆u+v∂

(
u+ v∂
u

)
v∂ !nu ≤ (γ(u+ v∂))

v∂ (γn)u.

For Part (ii), let P be a partial triangulation with vI internal vertices and v∂ boundary vertices. Consider
a planar embedding of XP where (123) is the boundary of the outer face and complete it to a triangulation
without additional vertices. This yields a triangulation T of (123) with vI + v∂ vertices that have labels in
{4, ..., n} that contains all the triangles of S. We claim that for every triangulation T of (123) with vI + v∂
vertices, there are at most

(
vI+v∂
vI

)
22v∂+1 partial triangulations P ′ ⊂ T with vI internal vertices and v∂

boundary vertices. Indeed, in order to construct P ′ we first choose a subset VI ⊂ V (T ) of vI vertices that
will be the internal vertices, and then choose consistently the subset R of T ’s triangles that are not in P ′.
Every triangle in R must be disjoint of VI since VI are the internal vertices of P ′, and by Corollary 2.4
there are at most 2v∂ + 1 such triangles. In conclusion, the number of partial triangulations with vI internal
vertices and v∂ boundary vertices is at most

∆vI+v∂n
vI+v∂

(
vI + v∂
vI

)
22v∂+1 ≤ (8(vI + v∂))v∂ (γn)vI+v∂ . �

2.2. First moment on triangulations below a given weight. The following lemma is phrased for
general linear subsets of the proper triangulations in order to support its application both to E[Zn] and to
E[Z∗n] (see Corollary 2.8).

Lemma 2.6. Let ωn be as in (2.1), and set K = Kan as in (2.5) for some an →∞ as n→∞. Let Tk ⊆ Tk
be such that |Tk|/∆k → ρ > 0 as k →∞, and let Zn, Z̃n be the respective analogs of Zn, Z̃n from (2.3)–(2.4)

w.r.t. Tk and its properly labeled counterpart Tk,n. Then EZn = 8
3

√
2
πρe

A + o(1) and E[Zn − Z̃n] = o(1).

Proof. For a given T ∈ Tk,n, the law of w(T ) is that of a sum of 2k+ 1 i.i.d. Exp(1) random variables, w(T )
is distributed as a Gamma(2k + 1, 1) random variable, thus for any ωn > 0,

P(w(T ) < ωn) = P(Po(ωn) ≥ 2k + 1) .

In particular, using P(Po(ωn) = j)/P(Po(ωn) = j − 1) = ωn/j, for any ωn = o(1) and k ≥ 1 we have

P(w(T ) < ωn) = (1 +O(ωn))e−ωn
ω2k+1
n

(2k + 1)!
= (1 +O(ωn))

ω2k+1
n

(2k + 1)!
. (2.8)
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Let Zk,n = |{T ∈ Tk,n : w(T ) ≤ ωn} (noting that with this notation Zn =
∑
k Zk,n and Z̃n =

∑
k∈KZk,n).

Using that |Tk| = (ρ+ o(1))∆k for ∆k = ( 1
16

√
3/(2π) + o(1))k−5/2γk+1 as in (2.2), and accounting for the

choice of k labeled vertices out of 1, . . . , n, we have that, whenever ωn = o(1),

EZk,n = (C0ρ+ o(1))
n(n− 1) · · · (n− k + 1)

nk
1√

n(4k)5/2
(ωn
√
γn)2k+1

(2k + 1)!
for C0 =

√
6γ/π . (2.9)

Therefore, if we write ωn = λn/
√
γn where λn = 1

2 log n+ 5
2 log log n+A by the definition of ωn, and further

let Nλn ∼ Po(λn), then we find that

EZk,n ≤ (C0ρ+ o(1))
eλn√

n(4k)5/2
P (Nλn = 2k + 1) =

(
C0ρe

A + o(1)
) ( log n

4k

) 5
2P (Nλn = 2k + 1) .

Since k /∈ K implies that |(2k + 1)− λn| ≥ (2− o(1))an
√

log n,

E[Zn − Z̃n] ≤
∑

k≤ 1
8 logn

EZk,n +
∑

k≥ 1
8 logn
k/∈K

EZk,n

≤ O
(

(log n)
5
2P
(
Nλn ≤ 1

4 log n+ 1
) )

+O
(
P
(
|Nλn − λn| > (2− o(1))an

√
log n

))
= o(1) ,

using the Poisson tail bound P(Nλn < λn − h) ∨ P(Nλn > λn + h) ≤ exp[− h2

h+λn
] for the last transition to

show the first O(·) term (taking h = ( 1
4 +o(1)) log n) is n−1/8+o(1) whereas the second one is o(1) as an →∞.

It thus suffices to show that EZ̃n = 1
2C0ρe

A + o(1). With K1 := d 14 log n− an
√

log ne, our upper bound on
EZk,n implies that

EZ̃n ≤
(
C0ρe

A + o(1)
) ∑
k≥K1

( log n

4k

) 5
2P (Nλn = 2k + 1) ≤ 1

2
C0ρe

A + o(1) ,

since P(Nλn odd) = 1
2 (1− e−2λn). Conversely, we infer from (2.9) that for any k = o(

√
n),

EZk,n = (C0ρ+ o(1))
1√

n(4k)5/2
λ2k+1
n

(2k + 1)!
= (C0ρe

A + o(1))
( log n

4k

) 5
2P(Nλn = 2k + 1) ;

hence, for K1 as above and a corresponding definition of K2 = d 14 log n+ an
√

log ne,

EZ̃n =

K2∑
k=K1

EZk,n ≥ (C0ρe
A + o(1))P (Nλn odd , 2K1 + 1 ≤ Nλn ≤ 2K2 + 1) ,

which is 1
2C0ρe

A+o(1) by the same two estimates for a Po(λn) random variable used in the upper bound. �

Remark 2.7. The proof of Lemma 2.6 in fact shows that when considering Ka for any fixed a > 0 we have

that E[Zn − Z̃n] = O(e−(8−o(1))a
2

), and in particular, when taking Tk = Tk (so that Zn = Zn) we find that

lim
a→∞

lim sup
n→∞

P
(

min
T∈

⋃
k/∈Ka Tk,n

w(T ) ≤ ωn
)

= 0 .

Applying Lemma 2.6 to Tk = Tk (ρ = 1) and Tk = T νk (ρ = ( 3
4 )3 via Lemma 2.2) yields the following.

Corollary 2.8. In the setting of Theorem 2.1 we have EZn = 8
3

√
2/πeA + o(1) and EZ∗n = 9

4
√
2π
eA + o(1),

while Zn − Z̃n → 0 and Z∗n − Z̃∗n → 0 in probability as n→∞.

2.3. Second moment for canonical triangulations. The following lemma, proved via a second moment
argument, is the main ingredient in establishing the Poisson weak limit of Z∗n in Theorem 2.1.

Lemma 2.9. Let ωn as in (2.1), let ν = b 1
10 log nc, and let an be so that an = o(

√
log n) and limn→∞ an =∞.

Then Z̃∗n as defined in (2.4) w.r.t. ωn and Kan satisfies Var(Z̃∗n) ≤ EZ̃∗n + o(1).

Proof. For brevity, let T̃ denote
⋃
k∈Ka T

ν
k,n. We have

E[(Z̃∗n)2] =
∑

T1,T2∈T̃

P(w(T1) ≤ ωn, w(T2) ≤ ωn) ≤ E[Z̃∗n] + (EZ̃∗n)2 +
∑

T1 6=T2∈T̃
T1∩T2 6=∅

P(w(T1) ≤ ωn, w(T2) ≤ ωn)
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(as the summation over T1 = T2 contributes EZ̃∗n and the summation over disjoint pairs T1 ∩ T2 = ∅ is

bounded by (EZ̃∗n)2 since the events w(T1) ≤ ωn and w(T2) ≤ ωn for such a pair (T1, T2) are independent);
thus, recalling the definition of Pνn from (2.7),

Var(Z̃∗n) ≤ EZ̃∗n + Ξ where Ξ :=
∑
P∈Pνn

∑
T1 6=T2∈T̃ ,
T1∩T2=P

P(w(T1) ≤ ωn, w(T2) ≤ ωn) , (2.10)

and we aim to prove Ξ = o(1). Consider two triangulations T1 6= T2 in T̃ with k1 and k2 internal vertices,
respectively, where P = T1 ∩ T2 contains s > 0 triangles (notice that s ≤ 2(k1 ∧ k2) + 1). In this case, the
three variables w(P ) ∼ Gamma(s, 1) and w(Ti)−w(P ) ∼ Gamma(2ki+1−s, 1) for i = 1, 2 are independent.
Moreover, P(w(Ti)− w(P ) < x) is equal to (1 +O(x))x2ki+1−s/(2ki + 1− s)! just as we used in (2.8), so

P(w(T1) ≤ ωn, w(T2) ≤ ωn) = (1 + o(1))

∫ ωn

0

xs−1

(s− 1)!
· (ωn − x)2k1+1−s

(2k1 + 1− s)!
· (ωn − x)2k2+1−s

(2k2 + 1− s)!
dx

= (1 + o(1))
ωn

2k1+2k2+2−s(2k1 + 2k2 + 2− 2s)!

(2k1 + 2k2 + 2− s)!(2k1 + 1− s)!(2k2 + 1− s)!
.

To bound the factorial terms above, note that

(2k1 + 2k2 + 2− 2s)!(2k1 + 1)!(2k2 + 1)!

(2k1 + 2k2 + 2− s)!(2k1 + 1− s)!(2k2 + 1− s)!
=

s−1∏
j=0

(2k1 + 1− j)(2k2 + 1− j)
2k1 + 2k2 + 2− s− j

≤
s−1∏
j=0

(2k1 + 1− j)

≤ (2k1 + 1)s exp
[
−
(
s
2

)
/(2k1 + 1)

]
,

where the first inequality used that s ≤ 2k1 + 1 (and hence 2k2 + 1− j ≤ 2k1 + 2k2 + 2− s− j).
Let λn = ωn

√
γn (so that λn = 1

2 log n + 5
2 log log n + A). Since T1 ∈ T̃ (and so k ∈ Kan), we have

2k1 + 1 = ( 1
2 + o(1))λn, and moreover 2k1 + 1 ≤ 1

2 log n+ 2an
√

log n+ 1 ≤ (1 + (4 + o(1))an/
√

log n)λn, so

P(w(T1) ≤ ωn, w(T2) ≤ ωn) ≤ ω2k1+2k2+2−s
n

(2k1 + 1)!(2k2 + 1)!
λsn exp

(
(4 + o(1))

an√
log n

s− (1− o(1))
s2

log n

)
.

Revisiting (2.10), write Ξ =
∑
k1,k2∈Kan

∑
ρ Ξρ where ρ goes over tuples of integers (vI , v∂ , u1, u2, s) such

that such that k1 = vI + v∂ + u1 and k2 = vI + v∂ + u2, and Ξρ is the contribution to Ξ by pairs (T1, T2)
where T1 6= T2 and P = T1 ∩T2 has vI internal vertices, v∂ boundary vertices and s triangles. For a given ρ,

we bound the number of choices for P ∈ Pνn and T1, T2 ∈ T̃ consistent with it via Claim 2.5, whence the
above bound on P(w(T1) ≤ ωn), w(T2) ≤ ωn) yields

Ξρ ≤ (9 log n)3v∂ (γn)v∂+vI+u1+u2
ω2k1+2k2+2−s
n

(2k1 + 1)!(2k2 + 1)!
λsn exp

(
(4 + o(1))

an√
log n

s− (1− o(1))
s2

log n

)
.

Observing that

v∂ + vI + u1 + u2 − (k1 + k2 + 1− s/2) = s/2− 1− v∂ − vI ,
we see that

(γn)v∂+vI+u1+u2
ω2k1+2k2+2−s
n

(2k1 + 1)!(2k2 + 1)!
= (γn)s/2−1−v∂−vI

λn
2k1+2k2+2−s

(2k1 + 1)!(2k2 + 1)!

≤ (γn)s/2−1−v∂−vIλ−sn exp(2λn) ,

where the inequality between the lines used λmn ≤ eλnm! for m = 2k1 + 1 and m = 2k2 + 1. Plugging this,
as well as the fact that exp(λn) = eA

√
n(log n)5/2, in our bound for Ξρ, we deduce that

Ξρ ≤ e2A(γn)s/2−v∂−vI (9 log n)3v∂ (log n)5 exp

(
(4 + o(1))

an√
log n

s− s2

log n

)
. (2.11)

Note that the exponent in (2.11) is maximized at s = (2 + o(1))an
√

log n, and so

exp

(
(4 + o(1))

an√
log n

s− s2

log n

)
≤ e(4−o(1))a

2
n = no(1)

by our assumption that an = o(
√

log n).
To bound right-hand of (2.11), we now appeal to Claim 2.3, and consider the following cases.
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(1) If v∂ ≥ 4 then

Ξρ ≤
√
γn

(
(9 log n)3

(γn)1/6

)v∂
no(1) ≤ n−1/6+o(1) .

(2) If v∂ ≤ 3 and s/2− vI − v∂ ≤ −1/2 then

Ξρ ≤
(9 log n)3v∂
√
γn

no(1) ≤ n−1/2+o(1) .

(3) If v∂ ≤ 3 and s/2− vI − v∂ = 0 then s ≥ 2ν = ( 1
5 + o(1)) log n, hence (2.11) implies that

Ξρ ≤ e2A(9 log n)3v∂ (log n)5 exp
(
−( 1

25 − o(1)) log n
)

= n−1/25+o(1) .

The proof is concluded by observing that there are O(a2n log n) choices for the pair (k1, k2), at which point
there are O(log2 n) choices for ρ (determined by vI , v∂) in the summation Ξ =

∑
k1,k2∈Kan

∑
ρ Ξρ. �

2.4. Proofs of Theorem 2.1 and the main results on proper triangulations. We are now ready
to derive Theorem 2.1, and read from it Theorem 2 and our main results in Theorem 1 concerning proper
triangulations.

Proof of Theorem 2.1. In light of Corollary 2.8, it suffices to show that Z̃∗n
d→ Po(λ) for λ = 9

4
√
2π
eA.

Moreover, since Corollary 2.8 established that limn→∞ E[Z∗n] = λ independently on the sequence ν as long
as ν →∞ with n and ν ≤ ν := b 1

10 log nc, we see that the number of triangulations T with w(T ) ≤ ωn that
are ν-canonical but not ν-canonical is converging to 0 in probability. We thus assume w.l.o.g. that ν = ν.

Writing IT = 1{w(T ) ≤ ωn}, so that Z̃∗n =
∑
k∈Kan

∑
T∈T νn,k

IT , observe the number of internal vertices k

in T satisfies k = ( 1
4 + o(1)) log n by the definition of Kan and the fact an = o(

√
log n), whence by (2.8),

P(IT ) = (1 + o(1))
ω2k+1
n

(2k + 1)!
= n−(

1
4+o(1)) logn = o(1) .

By the Stein–Chen method, applied to the sum of indicators IT that are positively related in the product

space {wx : x ∈
(
[n]
3

)
} (see [17, Thm. 5] and [6] for more details, as well as [17, Prop. 2] stating that, by the

FKG inequality, increasing functions of independent random variables are positively related), we find that∥∥∥P(Z̃∗n ∈ ·)− P(Po(EZ̃∗n) ∈ ·)
∥∥∥
tv
≤ Var(Z̃∗n)

EZ̃∗n
− 1 + 2 max

T
P(IT ) = o(1) ,

where the last equality used Lemma 2.9. �

Proofs of Theorems 1 and 2 for proper triangulations. To prove Theorem 2, let W ∗n be the minimum

of {w(T ) : T ∈
⋃
k T

(ν)
k,n } and set Y ∗n as per (1.3). For ωn as in (2.1) with A = log( 4

9

√
2π)− y, we get

P(Y ∗n ≤ y) = P
(
W ∗n ≥

1
2 log n+ 5

2 log log n+ log( 4
9

√
2π)− y

√
γn

)
= P(W ∗n ≥ ωn)→ e−e

−y

as n→∞, using that P(W ∗n ≥ ωn) = P(Z∗n = 0) and that Z∗n
d→ Po(λ) for λ = 9

4
√
2π
eA = e−y.

For Theorem 1, let Dn be the minimum weight over all proper triangulations of (123). Theorem 3 will
establish that Wn = Dn with high probability, hence it suffices to consider Dn. Tightness is then readily
derived by observing that, on one hand, for A ∈ R

P(Dn ≤ ωn) = P(Zn > 0) = O(eA)→ 0 as A→ −∞ ,

whereas on the other hand, by the above result on W ∗n we have that

P(Dn ≥ ωn) ≤ P(W ∗n ≥ ωn) = exp
(
−O(eA)

)
→ 0 as A→∞ .

Finally, for the statement on the number of vertices in the minimizing triangulation, let ε > 0 and fix A > 0
large enough so that P(Dn ≤ ( 1

2 log n+ 5
2 log log n+A)/

√
γn) ≥ 1− ε, using the tightness established above.

Set ωn as in (2.1) with this A, and take a > 0 large enough so that P(Zn = Z̃n) > 1 − ε via Remark 2.7.
Combining these, the a.s. unique minimizer T belongs to

⋃
k∈Ka Tk,n with probability at least 1− 2ε. �
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1
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x

1

2 3

x y

Figure 2. Different limiting laws arising from non-canonical triangulations: we optimize
the total weights of the white triangles, and then triangulate the gray triangles via minimal

proper canonical triangulations. Left: Y ′n
d→ log(4

√
2π/9) − Gumbel +

√
γ Rayleigh(1);

Right: Y ′′n
d→ log(4

√
2π/9)−Gumbel +

√
γWeibull(4, (4!)1/4).

Remark 2.10. We saw that the variable Yn from Theorem 1 has Yn
d→ G, where log( 4

9

√
2π)−G is Gumbel,

when restricting the triangulations to canonical ones (which represent a constant fraction of the triangulations
with k internal vertices for every k). Non-canonical triangulations may lead to other limits for Yn, e.g.:
• Consider the proper triangulations obtained by first triangulating (123) via a single internal vertex x

minimizing Zx := w(13x) + w(23x), then canonically triangulating only (12x) with any number of
internal vertices. The choice of x is independent of the weights of the inner triangles in (12x) (whose
minimum weight is distributed as W ∗n−2), and furthermore {Zx : x = 4, . . . , n} are i.i.d. Gamma(2, 1).
Hence, if we write the minimum weight W ′n of such triangulations as in (1.2), then the corresponding

variable Y ′n satisfies Y ′n
d→ G +

√
γR where G is the shifted Gumbel from above and R ∼ Rayleigh(1).

• Consider the proper triangulations obtained by first triangulating (123) via two internal vertices x, y
minimizing Zxy := w(12x)+w(23y)+w(13y)+w(2xy) (see Fig. 2), then canonically triangulating only
(1xy) with any number of internal vertices. Again, the choice of x, y is independent of the minimum
weight triangulation of (1xy) (distributed as W ∗n−3), and {Zxy : 4 ≤ x 6= y ≤ n} are i.i.d. Gamma(4, 1).
Thus, writing the minimum weight W ′′n of such triangulations as in (1.2), the corresponding variable Y ′′n

has Y ′′n
d→ G +

√
γW where G is the shifted Gumbel from above and W ∼Weibull(4, (4!)

1
4 ).

3. Homological and homotopical fillings

In this section we prove Theorem 3 which completes the proof of Theorem 1. We start by describing a
known characterization of F2-homological fillings as surface fillings — the faces of triangulated surfaces of
an arbitrary genus. Afterwards, we compute the expected number of surface fillings below a given weight.

3.1. Surface fillings. A surface is a connected 2-dimensional manifold. A triangulation of a surface S is a
connected graph G that can be embedded on S such that all the components of S \G are homeomorphic to
a disk and their boundary is a triangle of G. These triangles are called the faces of the triangulation. If such
a triangulated surface has v vertices, e edges, and f faces then its Euler Characteristic is χ = v − e+ f and
its type is g := 1− χ/2. A triangulated surface is called orientable if it is possible to orient the faces of the
surface, i.e., to choose a direction around the boundary of every face, such that every edge is given opposite
directions by the two faces that contain it. In such case, the type of the surface is a non-negative integer
that is equal to its genus. For example, the sphere and the torus are orientable surfaces of types 0 and 1
respectively. On the other hand, if S is non-orientable then its type is a positive integer or half-integer. For
instance, the projective plane and the Klein bottle are non-orientable surfaces of types 1/2 and 1 respectively.

We always consider rooted triangulated surfaces where the vertices of one of the faces are labeled 1, 2
and 3. In order to be consistent with the terminology in the rest of the paper, we refer to the remaining
vertices and faces as internal. Denote by Sg,f the set of rooted triangulated surfaces of type g with f internal
faces, where the internal vertices are unlabeled. For instance, S0,2k+1 is isomorphic to Tk by the equivalence
of planar and spherical triangulations. We note that if g is integral then Sg,f contains both orientable and
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non-orientable triangulated surfaces of type g. Any triangulated surface S ∈ Sg,f has

k =
f

2
− 1

2
− 2g (3.1)

internal vertices. This number is determined by Euler’s formula (k + 3) − e + (f + 1) = 2 − 2g and by the
standard double counting 2e = 3(f + 1).

A face-proper labeling of a rooted triangulated surface is a labeling of the vertices in which (i) no two
adjacent vertices have the same label, and (ii) no two faces have the same 3 labels. In other words, a labeling

is face-proper if it induces an injective function from the faces of the surface to
(
[n]
3

)
. A surface filling of (123)

over {1, ..., n} is a face-proper labeled rooted triangulated surface. Denote by Sg,f,n the set of surface fillings
of (123) whose underlying triangulated surface belongs to Sg,f . We view a surface filling of (123) as a subset

of
(
[n]
3

)
that consists of the labels of the internal faces of S. Accordingly, given weights {wx : x ∈

(
[n]
3

)
} we

denote w(S) =
∑
x∈S wx. Note that a surface filling can be improper in the sense that two vertices in the

surface may have the same label, as long as the labels of the faces are distinct. For instance, even though
S0,2k+1 and Tk are isomorphic, S0,2k+1,n strictly contains Tk,n if k ≥ 3 since for some surfaces S ∈ S0,2k+1

there is a face-proper labeling that is improper.
We end this discussion with the equivalence of surface fillings and F2-homological fillings (recall that an

F2-homological filling of (123) is a vector whose support is a set of faces in which every edge in
(
[n]
2

)
appears

an even number of times except the boundary edges {12, 23, 13}). The characteristic vector of every surface

filling S of (123) is clearly an F2-homological filling of (123). Indeed, every edge in the triangulated surface S̃
underlying S is contained in two of its faces and S consists of the labels of these faces except one face that is

labeled 123. Therefore, every edge in
(
[n]
2

)
appears an even number of times in S except the boundary edges.

The following special case of Steenrod’s Problem [12] asserts the converse statement. (In what follows, call
an F2-homological filling z inclusion-minimal if there is no such filling z′ 6= z such that z ≤ z′ point-wise.)

Fact 3.1. Every inclusion-minimal F2-homological filling of (123) is the characteristic vector of a surface
filling of (123).

Proof. Let z be an inclusion-minimal F2-homological filling of (123) and Z = supp(z) ∪ {123} ⊂
(
[n]
3

)
.

Consider a disjoint union X =
⋃
ijk∈Z Xijk of |Z| triangles where the vertices of the triangle Xijk are labeled

by i, j, k. Every pair ij ∈
(
[n]
2

)
appears as an edge in an even number of triangles in X. We choose, for every

such pair ij, an arbitrary matching of the edges labeled ij in X and glue them accordingly (for each matched
pair of edges, identifying the two vertices labeled i with one another and the two vertices labeled j with one
another). Note that the gluing did not affect the labels of the faces, and therefore the obtained space S is
a face-proper labeled triangulated surface where one of the faces is labeled (123). Indeed, every gluing of
a disjoint union of triangles according to any matching of the edges yields a disjoint union of surfaces. In
addition, S is connected since z is inclusion-minimal. �

3.2. First moment on non-spherical surface fillings. A surface filling S of (123) is called non-spherical
if the surface underlying S is of type g > 0 or the labeling of S is improper. Theorem 3 will follow immediately
from Fact 3.1 once we prove the following lemma, since every surface filling whose underlying surface is a
sphere and whose labeling is proper is a proper triangulation of (123).

Lemma 3.2. Assign i.i.d. Exp(1) weights to the
(
n
3

)
triangles on n vertices. Then, with high probability,

the weight of every non-spherical surface filling of (123) is at least 3
2 log n/

√
γn.

Similarly to Lemma 2.6, we prove Lemma 3.2 by a first-moment argument. We replace Tutte’s enumeration
of planar triangulations with two theorems concerning enumeration of triangulations and triangular maps
on surfaces of high genus: Theorem 3.3 will give an asymptotically sharp estimation of |Sg,f | for small g,
and from Theorem 3.4 we will derive an upper bound on |Sg,f | for large g.

Theorem 3.3 ([14, Theorem 7]). There exist constants C1, C2 > 0 such that for every fixed integer or
half-integer g ≥ 0,

|Sg,f | ≤ (C1 + o(1))(C2k)5(g−1)/2γk ,

where k = f/2− 1/2− 2g, and the o(1)-term vanishes as k →∞.
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The second enumeration result we use requires a slight modification for our purposes. The theorem states
an asymptotically tight enumeration of triangular maps on orientable surfaces of any genus. A triangular
map is the generalization of a triangulation where the the embedded graph is allowed to have self loops and
double edges.

Theorem 3.4 ([10, Theorem 3]). Let f ∈ Z let g = g(f) ∈ Z be such that g/f → θ ∈ [0, 1/4] as f → ∞.
Then, the number of rooted triangular maps with f faces on the orientable surface of type g is equal to

(f/2)
2g

(C̃ + o(1))
f
, as f →∞, where C̃ = C̃(θ) is uniformly bounded over θ.

Since a triangulation is a special case of a triangular map, we can use the bound in Theorem 3.4 as an
upper bound for the number of orientable triangualted surfaces in Sg,f . In order to bound the number of
non-orientable surfaces in Sg,f , we use the following observation. Every non-orientable triangulated surface

S of type g with f faces admits a double-covering by an orientable triangulated surface Ŝ of type 2g − 1
with 2f + 2 faces that is called the orientation covering (cf. [15, §3.3]). Moreover, every such orientable

triangulated surface Ŝ double-covers at most 6(2f + 1) triangulated surfaces S. Indeed, such an S is a

obtained from Ŝ by matching its outer face to one of the remaining 2f + 1 faces, and identifying the three
vertices of these two faces via one of the 3! permutations. Henceforth, the entire 2-covering will be uniquely
determined (as every edge is contained in precisely two faces and Ŝ is connected). This implies the following
rough bound:

Corollary 3.5. There exist constants C, f0 > 0 such that for every nonnegative g ∈ 1
2Z and integer f > f0,

|Sg,f | ≤ f4gCf .

We are now in a position to prove Lemma 3.2, using the accurate estimation of Theorem 3.3 for surfaces
of type g smaller than a sufficiently large constant g0, and the estimation of Corollary 3.5 to handle surfaces
of type g > g0.

Proof of Lemma 3.2. Set µn := 3
2 log n/

√
γn. First, let S ∈ S0,2k+1,n \ Tk,n be a non-spherical surface

filling of (123) which is an improper triangulation of (123) with k internal vertices and yet it is face-proper.
There are at most |Tk|nk−1k2 such surface fillings since at least two of the k vertices have the same label.
In addition, since the labeling is face-proper, we infer from (2.8) that

P(w(S) ≤ µn) = (1 + o(1))
µ2k+1
n

(2k + 1)!
.

Therefore, if Ẑk,n is the number of such triangulations S with w(S) ≤ µn, and C0 > 0 is such that ∆k ≤
C0γ

kk−5/2 for all k, then∑
k

E[Ẑk,n] ≤ (1 + o(1))

∞∑
k=3

∆kn
k−1k2

µ2k+1

(2k + 1)!
≤ (1 + o(1))

C0√
γ

∞∑
k=3

1√
k
P(Po( 3

2 log n) = 2k + 1) .

Noting that
∞∑
k=3

1√
k
P(Po( 3

2 log n) = 2k + 1) ≤ P(Po( 3
2 log n) ≤ log n) +

1√
log n

=
1 + o(1)√

log n
,

we deduce that
∑
k E[Ẑk,n] = O(1/

√
log n).

The main part of the proof is concerned with surface fillings of positive type g ≥ 1/2. Let

Zg,f,n = |{S ∈ Sg,f,n : w(S) ≤ µn}| .

Using (3.1), let k = f/2− 1/2− 2g denote the number of internal vertices in a surface filling from Sg,f,n. As
before, we have that

E[Zg,f,n] ≤ (1 + o(1))|Sg,f |nk
µfn
f !

= (1 + o(1))|Sg,f |γ−f/2n−1/2−2g
( 3
2 log n)f

f !
.

Let A = 3Ce/
√
γ where C is the constant from Corollary 3.5, and let g0 be a sufficiently large constant we

determine later in the proof. We bound the expectation of Zg,f,n by handling the following cases, noting
that every summation of g is taken over integers and half-integers.
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Case (1): If f ≤
√

log n then we bound |Sg,f | ≤
(
k3

f

)
< f3f , where the second inequality follows from

k < f (in fact k < f/2 by (3.1)). We also use that f ! ≥ (f/e)f to find

E[Zg,f,n] ≤
(
e · 32 log n · f2

√
γ

)f
n−1/2−2g = n−1/2−2g+o(1).

Therefore, ∑
f≤
√
logn

1/2≤g≤f/4

E[Zg,f,n] = n−1+o(1) .

Case (2): If f ≥
√

log n and g ≤ g0 then, by Theorem 3.3,

E[Zg,f,n] ≤ (C1 + o(1))(C2k)5(g−1)/2(γn)
−1/2−2g ( 3

2 log n)f

f !
.

We multiply and divide by γn, use that k < f/2 and sum over f to obtain∑
f≥
√
logn

E[Zg,f,n] = (C1 + o(1))n1−2g
∑

f≥
√
logn

P(Po( 3
2 log n) = f)

(
C2f

2

)5(g−1)/2

= O(n1−2g(log n)5(g−1)/2).

The sum over all integers and half-integers 1/2 ≤ g ≤ g0 is dominated by g = 1/2 hence∑
f≥
√
logn

1/2≤g≤g0

E[Zg,f,n] = O((log n)−5/4).

Case (3): If g > g0 and f ≥ A log n then, by Corollary 3.5 and f ! > (f/e)f we have that

E[Zg,f,n] ≤ (1 + o(1))f4gCfγ−f/2n−1/2−2g
( 3

2e log n

f

)f
≤ (1 + o(1))√

n

(
f2

n

)2g (
A log n

2f

)f
=

(1 + o(1))√
n

(
A2(log n)2

4n

)2g (
A log n

2f

)f−4g
.

We have that f > A log n and f > 4g hence a summation of
(
A logn

2f

)f−4g
over f is bounded

by the geometric series
∑
i>0 2−i = 1. Consequently,

∑
f>A logn

E[Zg,f,n] ≤ 1 + o(1)√
n

(
A2(log n)2

4n

)2g

= n−1/2−2g+o(1).

Therefore,
∑
f>A logn, g>g0

E[Zg,f,n] = n−3/2−2g0+o(1).

Case (4): If g > g0 and
√

log n < f < A log n then, by Corollary 3.5 and ( 3
2 log n)f/f ! < n3/2,

E[Zg,f,n] ≤ (1 + o(1))f4gC2fγ−f/2n1−2g ≤ (1 + o(1))n

(
f2

n

)2g (
A

2e

)f
.

We use the fact that f < A log n to find that

E[Zg,f,n] ≤ n(1−2g(1−o(1))+A(log(A/2)−1)).

We are free to choose g0 such that
∑
f<A logn,g0<g<f/4

E[Zg,f,n] ≤ n−2 (say).

Altogether, we see that
∑
f,g E[Zg,f,n] = O((log n)−5/4) = o(1). Combining this with the above bound∑

k E[Ẑk,n] = O(1/
√

log n) = o(1) concludes the proof of the lemma. �
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Proof of Theorem 3. Recall first that every proper triangulation gives rise to an F2-homological filling
(and also to a spherical surface filling) with the same weight.

By Lemma 3.2, with high probability the minimum weight over all non-spherical surface fillings of (123) is
at least 3

2 log n/
√
γn. Condition on this event, denoted A. If z is an inclusion-minimal F2-homological filling

whose corresponding set of faces does not comprise a proper triangulation of (123), then w(z) ≥ 3
2 log n/

√
γn

(otherwise z must correspond to a spherical surface filling, hence its set of faces is a proper triangulation).
Next, condition on the above event A as well as on the the event Dn ≤ ( 1

2 log n+
√

log n)/
√
γn (which holds

with high probability — with room to spare — as established in Section 2). Let z be an F2-homological filling
achieving the minimum weight Fn. Clearly, z must be inclusion-minimal to achieve the global minimum;
thus, by the preceding paragraph, its corresponding set of faces must be a proper triangulation of (123),
otherwise w(z) > (3− o(1))Dn. Altogether, Fn = Dn (and hence also Dn = Wn) with high probability. �
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