
PROBABILITY: LIMIT THEOREMS II, SPRING 2020.

HOMEWORK PROBLEMS

PROF. YURI BAKHTIN

Instructions. You are allowed to work on solutions in groups, but you
are required to write up solutions on your own. Please give complete solu-
tions, all claims need to be justified. Late homework will not be accepted.

Please let me know if you find any misprints or mistakes.

1. Due by Wednesday Feb 26, 11:00am

1. Let (Xn)n∈N be an i.i.d. positive sequence, and Sn = X1 + . . .+Xn. Let
Nt = sup{n : Sn ≤ t}. Prove that St = S[t] and (Nt)t∈R+ are stochastic
processes.

2. Let v1, v2 : R2 → R2 be C∞ vector fields on R2. Let Nt be defined as in
the previous problem. Let i(n) = 1 if n is odd and i(n) = 2 if n is even.

Let Zt denote the solution of the ODE

d

dt
Zt = vi(Nt)(Zt), Z0 = x.

Prove that (Zt)t≥0 is a stochastic process.
3. Prove that cylinders C(t1, . . . , tn, B), B ∈ B(Rn), t1, . . . , tn ≥ 0, n ∈ N

form an algebra.
4. Prove that elementary cylinders C(t1, . . . , tn, B1×. . .×Bn), B1, . . . , Bn ∈
B(R), t1, . . . , tn ≥ 0, n ∈ N form a semi-ring C (i.e., (i) ∅ ∈ C, (ii) if
A,B ∈ C, then A ∩ B ∈ C, (iii) if A,B ∈ C, then there is n and disjoint
C1, . . . , Cn ∈ C such that A\B = C1∪· · ·∪Cn). [A reminder that does not
help to solve the problem but just fyi: when extending measures onto the
entire σ-algebra one can start with an algebra or just with a semi-ring.]

5. We can define the cylindrical σ-algebra as the σ-algebra generated by
elementary cylinders or by cylinders. Prove that these definitions are
equivalent.

6. Let FT = σ{C(t1, . . . , tn, B) : t1, . . . , tn ∈ T} for T ⊂ T.
Prove that

B(RT) =
⋃

countable T⊂T
FT .

7. Prove that X : T×Ω→ R is a stochastic process iff X seen as X : Ω→ RT

is (Ω,F)→ (RT,B(RT)) measurable.
8. Use characteristic functions to prove the existence of a Wiener process

(up to continuity of paths).
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9. Let (Xt)t∈[0,1] be an (uncountable) family of i.i.d. r.v.’s with nondegen-
erate distribution. Prove that no modification of this process can be
continuous.

10. A multidimensional version of the Kolmogorov–Chentsov theorem. Sup-
pose d ≥ 1, and there is a stochastic field X : [0, 1]d×Ω→ R that satisfies
E|X(s)−X(t)|α ≤ C|s− t|d+β for some α, β, C > 0 and all t, s ∈ [0, 1]d.
Prove that there is a continuous modification of X on [0, 1]d.

11. Show that the Kolmogorov–Chentsov theorem cannot be relaxed: in-
equality E|Xt −Xs| ≤ C|t− s| is not sufficient for existence of a contin-
uous modification. Hint: consider the following process: let τ be a r.v.
with exponential distribution, and define Xt = 1{τ≤t}.

12. Prove that there exists a Poisson process (a process with independent
increments that have Poisson distribution with parameter proportional
to the length of time increments) such that:
(a) its realizations are nondecreasing, taking only whole values a.s.
(b) its realizations are continuous on the right a.s.
(c) all the jumps of the realizations are equal to 1 a.s.

13. Give an example of a non-Gaussian 2-dimensional random vector with
Gaussian marginal distributions.

14. Let Y ∼ N (a,C) be a d-dimensional random vector. Let Z = AY where
A is an n × d matrix. Prove that Z is Gaussian and find its mean and
covariance matrix.

15. Prove that an Rd-valued random vector X is Gaussian iff for every vector
b ∈ Rd, the r.v. 〈b,X〉 is Gaussian.

16. Prove that (s, t) 7→ t∧s defined for s, t ≥ 0 is positive semi-definite. Hint:

〈1[0,t],1[0,s]〉L2(R+) = t ∧ s.

17. Prove that c : (s, t) 7→ e−|t−s| is positive semi-definite, using an auxiliary
Hilbert space H and a ht ∈ H such that 〈ht, hs〉 = c(s, t).

18. Prove that if X is a Gaussian vector in Rd with parameters (a,C) and
C is non-degenerate, then the distribution of X is absolutely continuous
w.r.t. Lebesgue measure and the density is

pX(x) =
1

det(C)1/2(2π)d/2
e−

1
2
〈C−1(x−a),(x−a)〉.

19. Use the Chentsov–Kolmogorov theorem to find a condition on the mean
a(t) and covariance function c(s, t) that guarantees existence of a contin-
uous Gaussian process with these parameters.

20. Suppose (X0, X1, . . . , Xn) is a (not necessarily centered) Gaussian vector.
Show that there are constants c0, c1, . . . , cn such that

E(X0|X1, . . . , Xn) = c0 + c1X1 + . . .+ cnXn.

Your proof should be valid irrespective of whether the covariance matrix
of (X1, . . . , Xn) is degenerate or not.
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21. Consider the standard Ornstein–Uhlenbeck process X (Gaussian process

with mean 0 and covariance function c(s, t) = e−|t−s|).
(a) Prove that X has a continuous modification.
(b) Find E(X4| X1, X2, X3).

22. Prove that for every centered Gaussian process X with independent in-
crements on R+ = [0,∞) (X(t) −X(s) is required to be independent of
σ(X(r), r ∈ [0, s]) for t ≥ s ≥ 0), there is a nondecreasing nonrandom
function f : R+ → R+ such that X has the same f.d.d.’s as Y defined by
Y (t) = W (f(t)), for a Wiener process W .

23. Let µ be a σ-finite Borel measure on Rd. Prove existence of Poisson point
process and (Gaussian) white noise with leading measure µ.

In both cases, the process X we are interested in is indexed by Borel
sets A with µ(A) < ∞, with independent values on disjoint sets, with
finite additivity property for disjoint sets and such that
(a) X(B) is Poisson with parameter µ(B) (for Poisson point process).
(b) X(B) is centered Gaussian with variance µ(B) (for white noise).

24. Suppose the process Xt is a Gaussian process, and let H be the Hilbert
space generated by (Xt)t∈R, i.e., the space consisting of L2-limits of linear
combinations of values of Xt. Prove that every element in H is a Gaussian
r.v.

2. Due by Wednesdsay Mar 25

I must update the statement in the beginning of this file:
You are allowed to use books or existing electronic/online materials to

solve the problems. You are allowed to work on solutions in groups, but you
are required to write up solutions on your own. Besides that, you are not
allowed to seek external help for specific problems. You are also not allowed
to post your solutions online.

You must type/write on the first page of the assignment paper:
I have neither given nor received unauthorized help when working on this
assignment.

Please give complete solutions, all claims need to be justified. Late home-
work will not be accepted.

Please let me know if you find any misprints or mistakes.

1. Suppose ρ is a finite measure on R and (Z(B))B∈B(R) is a collection of

complex-valued random variables in L2 such that EZ(B) = 0 for all B

and EZ(A)Z(B) = ρ(A ∩B) for all A,B. Prove that if A =
⋃∞
k=1Bk for

pairwise disjoint sets (Bk)k∈N, then the series
∑∞

k=1 Z(Bk) converges in
L2 to Z(A).

2. Let A, η be random variables, let a r.v. φ be independent of (A, η) and
uniform on [0, 2π]. Prove that Xt = A cos(ηt + φ), t ∈ R, is a strictly
stationary process.

3. Find the covariance function of a stationary process such that its spectral
measure is ρ(dx) = dx

1+x2
.
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4. Prove the law of large numbers (X1 + . . . + Xn)/n
L2

−→ 0 for centered
wide-sense stationary process X satisfying cov(X0, Xm)→ 0 as m→∞.

5. Let X be centered wide-sense stationary process with spectral measure ρ.
Prove that cov(X0, Xm)→ 0 asm→∞ is equivalent to ρ({0}) = 0. Prove
that cov(X0, Xm) → 0 implies ρ({0}) = 0. Give an example where
ρ({0}) = 0 but cov(X0, Xm) 6→ 0.

6. Give an example of a wide-sense stationary stochastic process (Xn)n∈N
such that (X1 + . . . + Xn)/n converges in L2 to a limit that is not a
constant. Explain what is going on in terms of the spectral representation.

7. Let (Xn)n∈Z be a weakly stationary process. Prove that for any K ∈ N
and any numbers a−K , a−K+1, . . . , aK−1, aK , the process (Yn)n∈Z defined
by

Yn =
K∑

k=−K
akXn+k

is weakly stationary. Express the spectral measure of Y in terms of the
spectral measure for X.

8. Describe the stationary sequence

Xn =

∫ 2π

0
cos(nλ)Z(dλ), n ∈ N,

where Z(·) is the standard white noise on [0, 2π) (i.e., a Gaussian orthog-
onal random measure with structural measure being Lebesgue measure.)

9. Let a stationary process (Xn)n∈Z satisfy E|X0| < ∞. Prove that with
probability 1, limn→∞(Xn/n) = 0.

10. Find the spectral measure and spectral representation for stationary pro-
cess (Xt)t∈R given by

Xt = A cos(t+ φ), t ∈ R,

where A and φ are independent, A ∈ L2 and φ is uniform on [0, 2π].
11. Consider a map θ : Ω → Ω. A set A is called (backward) invariant if

θ−1A = A, forward invariant if θA = A. Prove that the collection of
backward invariant sets forms a σ-algebra. Give an example of Ω and
θ such that the collection of forward invariant sets does not form a σ-
algebra.

12. Consider the transformation θ : ω 7→ {ω+λ} on Ω = [0, 1) equipped with
Lebesgue measure. Here {. . .} denotes the fractional part of a number.
This map can be interpreted as rotation of the circle (seen as [0, 1) with
endpoints 0 and 1 identified).

A. Prove that this dynamical system is ergodic (i.e., there are no back-
ward invariant Borel sets besides ∅ and Ω [UPD: or their zero-measure
modifications]) if and only if λ /∈ Q. Hint: for λ ∈ Q construct a back-
ward invariant subset, for λ /∈ Q take the indicator of an invariant set
and write down the Fourier series for it (w.r.t. e2πinx). What happens to
this expansion under θ?
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B. Using the Birkhoff ergodic theorem and Part A, describe the limiting
behavior of (f(ω) + f(θ1ω) + . . . + f(θn−1ω))/n as n → ∞, where f is
any L1 function on [0, 1].

13. Let (Ak) be a sequence of i.i.d. random matrices with bounded elements.
Use the subadditive ergodic theorem to prove that the Lyapunov expo-
nent λ = limn→∞

1
n ln ‖AnAn−1 . . . A1‖ is a.s.-well-defined and nonran-

dom.
14. Prove that every Gaussian martingale is a process with independent in-

crements.

15. Prove that if Wt is a standard Brownian motion, then eσWt−σ
2t
2 is a

martingale for any σ ∈ R.

16. Prove that if Wt is a standard Brownian motion, then W 3
t − 3

∫ t
0 Wsds is

a martingale.
17. Let Xt = tα +Wt, where (Wt) is the standard Wiener process. Find nec-

essary and sufficient conditions on α ∈ R to ensure that P{limt→∞Xt =
+∞} = 1.

18. Prove (without using LIL or anything similarly advanced) that
limt→∞W (t)/t = 0 almost surely.

19. Show that the function

P (s, x, t,Γ) = P (t− s, x,Γ) =

∫
Γ

1√
2π(t− s)

e
− (x−y)2

2(t−s) dy

is a Markov transition probability function for the standard Wiener pro-
cess.

20. Let (Xt)t≥0 be a stochastic process. We define F≤t = σ(Xs, 0 ≤ s ≤ t)
and F≥t = σ(Xs, s ≥ t).

Prove that the following two versions of the Markov property are, in
fact, equivalent:
1. For all A ∈ F≤t, B ∈ F≥t, P(AB|Xt) = P(A|Xt)P(B|Xt).
2. For all B ∈ F≥t, P(B|F≤t) = P(B|Xt).

21. Let W be a Wiener process. The previous problem shows that the pro-
cess Xt = W−t, t ∈ (−∞, 0] is Markov. Find the transition probability
function for Xt.

22. Prove that the process (Xt) given by Xt = |Wt| is Markov. Find its
transition probability function.

23. Let (Nt)t≥0 be the standard Poisson process. Let Xt = (−1)Nt . Prove
that (Xt) is a Markov process and find the transition probability function.
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3. Due by Friday May 1, 6pm

You must type/write on the first page of the assignment paper:
I have neither given nor received unauthorized help when working on this
assignment.

Please give complete solutions, all claims need to be justified. Late home-
work will not be accepted.

Please let me know if you find any misprints or mistakes.

1. For a Wiener process W and b > 0, compute the density of

τb = inf{t ≥ 0 : Wt = b}

and find Eτb.
2. We say that a r.v. τ is a stopping time w.r.t. a filtration (Ft)t≥0 if for

every t, {τ ≤ t} ∈ Ft.
Let (Xt,Ft)t≥0 be a continuous process such that X0 = 0. Suppose

a > 0 and let τ = inf{t : X(t) > a} and ν = inf{t : X(t) ≥ a}. Show
that ν is a stopping time w.r.t. (Ft)t≥0 and τ is a stopping time w.r.t
(Ft+)t≥0, where Ft+ =

⋂
ε>0Ft+ε.

3. Show that if τ1 ≤ τ2 ≤ . . . are stopping times w.r.t. to a filtration (Ft),
then τ = limn→∞ τn is also a stopping time w.r.t. to (Ft).

4. Let Fτ = {A : A ∩ {τ ≤ t} ∈ Ft} for a filtration (Ft) and a stopping
time τ . Show that Fτ is a σ-algebra.

5. Give an example of the following: a random variable τ ≥ 0 is not a
stopping time, Fτ is not a σ-algebra.

6. Suppose τ is a stopping time w.r.t. (Ft+). Let us define

τn =
[2nτ ] + 1

2n
=
∑
k∈N

k

2n
1{τ∈[ k−1

2n
, k
2n )}, n ∈ N.

Prove that for every n ∈ N, τn is a stopping time w.r.t. (Ft)t≥0, Fτn ⊃
Fτ+, and τn ↓ τ .

7. Prove: if (Xt,Ft)t≥0 is a continuous process, then for any stopping time τ ,
Xτ is a r.v. measurable w.r.t. Fτ .

8. Let (Xt,Ft) be a continuous martingale and let τ be a stopping time
w.r.t. Ft. Prove that the “stopped” process (Xτ

t ,Ft)t≥0, where Xτ
t =

Xτ∧t, is also a martingale.
9. Prove the following theorem (Kolmogorov, 1931) using Taylor expansions

of test functions:
Suppose (Px)x∈Rd is a (homogeneous) Markov family on Rd with transi-

tion probabilities P (·, ·, ·). Suppose there are continuous functions aij(x),
bi(x), i, j = 1, . . . , d, such that for every ε > 0, the following relations
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hold uniformly in x:

P (t, x,Bc
ε(x)) = o(t), t→ 0,∫

Bε(x)
(yi − xi)P (t, x, dy) = bi(x)t+ o(t), t→ 0,∫

Bε(x)
(yi − xi)(yj − xj)P (t, x, dy) = aij(x)t+ o(t), t→ 0.

where Bε(x) is the Euclidean ball of radius ε centered at x.
Then the infinitesimal generator A of the Markov semigroup associated

to the Markov family is defined on all functions f such that f itself and all
its partial derivatives of first and second order are bounded and uniformly
continuous. For such functions

Af =
1

2

∑
ij

aij∂ijf +
∑
i

bi∂if.

10. Suppose Xt = (Xi
t)i=1...d satisfies

dXi
t = bi(Xt)dt+

m∑
j=1

σij(Xt)dW
j
t , i = 1, . . . , d.

where bi and σij are bounded Lipschitz functions and (W j)mj=1 are jointly
independent standard Wiener processes. Taking for granted that X is a
Markov process, use the multi-dimensional Itô formula to compute the
generator of the Markov semigroup on functions f such that f itself
and all its partial derivatives of first and second order are bounded and
uniformly continuous. Compare with the result of the previous problem.

11. Consider the Poisson transition probabilities, i.e., fix a number λ > 0
and for i ∈ Z and t ≥ 0, let P (i, t, ·) be the distribution of i+ πλt, where
πs denotes a random variable with Poisson distribution with parameter
s > 0. In other words,

P (i, t, {j}) = e−λt
(λt)j−i

(j − i)!
, i ∈ Z, j ∈ {i, i+ 1, . . . , }, t > 0.

Find the generator of the Markov semigroup on all bounded test functions
f : Z→ R.

12. Find the transition probabilities and generator associated to the Ornstein-
Uhlenbeck process.

13. Let W 1 and W 2 be two independent Wiener processes w.r.t. a filtration
(Ft)t≥0, and let X be a bounded process adapted to (Ft)t≥0.

For a partition t of time interval [0, T ] (i.e., a sequence of times t =
(t0, t1, . . . , tn) such that 0 = t0 < t1 < t2 < . . . < tn = T ), we define

Q(t) =
∑
j

Xtj (W
1
tj+1
−W 1

tj )(W
2
tj+1
−W 2

tj ).
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Prove:

lim
max(tj+1−tj)→0

Q(t) = 0 in L2.

14. Let (Ft) be a filtration. Suppose that 0 = A0(t) + A1(t)W (t) for all t,
where (A0,Ft) and (A1,Ft) are processes with C1 trajectories, and W (t)
is a Wiener process w.r.t. (Ft). Prove that A0 ≡ 0 and A1 ≡ 0.

15. Suppose f ∈ L2([0, T ],B, Leb). For all h > 0, we define

fh(t) =


0, 0 ≤ t < h;

1

h

∫ kh

(k−1)h
f(s)ds, kh ≤ t < (k + 1)h ∧ T.

Prove that fh
L2

→ f and ‖fh‖L2 ≤ ‖f‖. Hint: do not work with generic
L2 functions right away; consider a smaller supply of functions f that
behave nicely under this kind of averaging.

16. Compute
∫ T

0 W 2(t)dW (t) directly as the limit of∑
W 2(tk)(W (tk+1)−W (tk))

17. The so-called Stratonovich stochastic integral may be defined for a broad
class of adapted processes Xt via∫ T

0
Xt ◦ dWt

def
= lim

max(tj+1−tj)→0

∑
j

Xtj+1 +Xtj

2
(Wtj+1 −Wtj ) in L2.

Impose any conditions you need on X and express the difference between
the Itô and Stratotovich integrals in terms of quadratic covariation be-

tween X and W . Compute
∫ T

0 Wt ◦ dWt. Is the answer a martingale?

18. LetM2
c = {square-integrable martingales with continuous paths}. Prove

that if (Mt,Ft) ∈M2
c , then

E[(Mt −Ms)
2|Fs] = E[M2

t −M2
s |Fs] = E[〈M〉t − 〈M〉s|Fs], s < t.

19. Suppose (Mt,Ft) ∈M2
c , X is a simple process, and (X ·M)t =

∫ t
0 XsdMs.

Prove that

E[((X ·M)t − (X ·M)s)
2|Fs] = E

[∫ t

s
X2
r d〈M〉r|Fs

]
, s < t.

20. Let M ∈M2
c . Prove that

Y · (X ·M) = (Y X) ·M

for simple processes X,Y . Find reasonable weaker conditions on X and
Y guaranteeing the correctness of this identity in the sense of square
integrable martingales.

21. Suppose (Mt,Ft) ∈M2
c , and X,Y are bounded processes. Prove that

〈X ·M,Y ·M〉t =

∫ t

0
XsYsd〈M〉s.



PROBABILITY: LIMIT THEOREMS II, SPRING 2020. HOMEWORK PROBLEMS 9

Here, for two processes M,N ∈ M2
c the cross-variation 〈M,N〉t is

defined by

〈M,N〉t =
〈M +N〉t − 〈M −N〉t

4
.

22. Let us define the process X by

Xt = eλtX0 + εeλt
∫ t

0
e−λsdWs, t ≥ 0.

Here λ ∈ R, ε > 0, W is a standard Wiener process, and X0 is a square-
integrable r.v., independent of W . Prove that

dXt = λXtdt+ εdWt.

23. Prove that if f : [0,∞) is a deterministic function, bounded on any in-
terval [0, t], then

Xt =

∫ t

0
f(s)dWs, t ≥ 0,

is a Gaussian process. Find its mean and covariance function.
24. In the context of Problem 22, find all the values of λ with the following

property: there are a and σ2 such that if X0 ∼ N (a, σ2), then (Xt) is a
stationary process.

25. [Feynman–Kac formula.] Suppose u0 : R→ [0,∞) and φ : [0,∞)×R→ R
are smooth bounded functions. Suppose that u : [0,∞) × R → R is a
smooth function solving the Cauchy problem for the following equation:

∂tu(t, x) =
1

2
∂xxu(t, x) + φ(t, x)u(t, x),

u(0, x) = u0(x).

Using the Itô formula and martingales, prove that

u(t, x) = Ee
∫ t
0 φ(t−s,x+Ws)dsu0(x+Wt), t > 0, x ∈ R,

where W is a standard Wiener process. (If you need further assump-
tions on u and/or its derivatives, use PDE theory or just impose any
assumptions you need.)


